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Preface

Semiconductor alloys provide a natural means of tuning the magnitude of the band-gap energy
and other material properties so as to optimize and widen the application of semiconductor
devices. Current research and development in semiconductor alloys is focused on areas of
improved materials growth, development of unique materials characterization and suitable
process technologies, fabrication of novel devices using artificially controlled materials
structures and better understanding of degradation mechanisms in electronic and optoelec-
tronic devices for improved device reliability.

Even though the basic semiconductor alloy concepts are understood at this time, the
determination of some device parameters has been hampered by a lackof definite knowledge of
many material parameters. The main purpose of this book is to provide a comprehensive
treatment of the materials aspects of group-IV, III�Vand II�VI semiconductor alloys used in
various electronic and optoelectronic devices. The topics treated in this book include the
structural, thermal, mechanical, lattice vibronic, electronic, optical and carrier transport
properties of such semiconductor alloys. The book covers not only commonly known alloys
(SiGe, AlGaAs, GaInPAs, ZnCdTe, etc.) but also new alloys, such as dilute-carbon alloys
(CSiGe, CSiSn, etc.), III�N alloys, dilute-nitride alloys (GaNAs, GaInNAs, etc.) and Mg- or
Be-based II�VI semiconductor alloys.

The reader may also find the companion book �Properties of Group-IV, III�V and II�VI
Semiconductors� published in this series useful since it emphasizes the endpoint semiconductor
principles and properties.

The extensive bibliography is included for those who wish to find additional information if
required. It is hoped that the book will attract the attention of not only semiconductor device
engineers, but also solid-state physicists andmaterials scientists, and particularly postgraduate
students, R&D staff and teaching and research professionals.

Sadao Adachi,
Gunma University, Japan



Series Preface

WILEY SERIES IN MATERIALS FOR ELECTRONIC AND
OPTOELECTRONIC APPLICATIONS

This book series is devoted to the rapidly developing class of materials used for electronic and
optoelectronic applications. It is designed to provide much-needed information on the
fundamental scientific principles of these materials, together with how these are employed
in technological applications. The books are aimed at (postgraduate) students, researchers and
technologists, engaged in research, development and the study of materials in electronics and
photonics, and industrial scientists developing new materials, devices and circuits for the
electronic, optoelectronic and communications industries.

The development of new electronic and optoelectronic materials depends not only on
materials engineering at a practical level, but also on a clear understanding of the properties of
materials, and the fundamental science behind these properties. It is the properties of amaterial
that eventually determine its usefulness in an application. The series therefore also includes
such titles as electrical conduction in solids, optical properties, thermal properties, and so on,
all with applications and examples of materials in electronics and optoelectronics. The
characterization of materials is also covered within the series in as much as it is impossible
to develop new materials without the proper characterization of their structure and properties.
Structure-property relationships have always been fundamentally and intrinsically important
to materials science and engineering.

Materials science is well known for being one of themost interdisciplinary sciences. It is the
interdisciplinary aspect of materials science that has led to many exciting discoveries, new
materials and new applications. It is not unusual to find scientists with a chemical engineering
background working on materials projects with applications in electronics. In selecting titles
for the series, we have tried to maintain the interdisciplinary aspect of the field, and hence its
excitement to researchers in this field.

Peter Capper
Safa Kasap

Arthur Willoughby
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Introductory Remarks

A.1 AN ALLOYAND A COMPOUND

An alloy is a combination, either in solution or compound, of two or more elements. An alloy
with two components is called a binary alloy; onewith three is a ternary alloy; onewith four is a
quaternary alloy; onewith five is a pentanary alloy. The resulting alloy substance generally has
properties significantly different from those of its components. The proportions of the
ingredients are available.

A chemical compound is a substance consisting of two or more chemical elements that are
chemically combined in fixed proportions. The ratio of each element is usually expressed by
chemical formula. For example,water is a compound consisting of twohydrogen atoms bonded
to an oxygen atom (H2O). The atoms within a compound can be held together by a variety of
interactions, ranging from covalent bonds to electrostatic forces in ionic bonds. A continuumof
bond polarities exists between the purely covalent and ionic bonds. For example, H2O is held
together by polar covalent bonds. NaCl is an example of an ionic compound.

Simply, an alloy is formed from a physical mixture of two or more substances, while a
compound is formed from a chemical reaction. An alloy crystal is sometimes called a mixed
crystal or a solid solution. For example, GaAs is a compound consisting of Ga atoms bonded to
As atoms. It is not an alloy. AlxGa1�xAs is an alloy compound consisting of AlAs and GaAs
with amole ratio of x:(1� x). The bonds in GaAs andAlAs are not adequately described by any
of these extreme types, but have characteristics intermediate to those usually associated with
the covalent and ionic terms. The bonds in diamond, C�C, can be described by the covalent
bond term only. It is an elemental semiconductor, not a compound semiconductor. Similarly, Si
and Ge are elemental semiconductors. Like AlxGa1�xAs, SixGe1�x (0� x� 1.0) is an alloy
semiconductor. The bonds Si�Ge, Si�Si and Ge�Ge in SixGe1�x are, therefore, described by
the covalent term only. It should be noted, however, that silicon carbide (SiC) is a compound,
not an alloy. This is because that the chemical bonds in SiC cannot be described only by the
covalent term, but have characteristics intermediate to those associated with the covalent and
ionic terms, like GaAs and AlAs.

There is an ordered alloy phase in SixGe1�x binary alloy [1]. This phase exhibits long-range
order rather than random arrangement of atoms as expected previously. The ordered phase, as
expected, occurs mostly in bulk SixGe1�x layers at x� 0.5 and can be explained by the
rhombohedral structure. Note that SiC is thought to be an ordered alloy. It crystallizes in a large
number of polytypes. The various types of SiC differ one from another only by the order in
which successive planes of Si (or C) atoms are stacked along the c axis; one polytype is the
cubic, zinc-blende structure (3C) while the reminder, including two of the more frequently
occurring forms, 6H (hexagonal) and 15R (rhombohedral), possess uniaxial symmetry [2].
There is no diamond structure in the SiC polytypes. An ordered alloy phase has been found not
only in SixGe1�x, but also in many III–V and II–VI semiconductor alloys [3].

Properties of Semiconductor Alloys: Group-IV, III–V and II–VI Semiconductors    Sadao Adachi
© 2009 John Wiley & Sons, Ltd. ISBN: 978-0-470-74369-0



A.2 GRIMM–SOMMERFELD RULE

The periodic law is most commonly expressed in chemistry in the form of a periodic table or
chart. An important part of this table is shown in Table A.1. The so-called short-form periodic
table, based on the Mendeleyev table, with subsequent emendations and additions, is still in
widespread use. The elements in this table are arranged in seven horizontal rows, called the
periods, in order of increasing atomic weights, and in 18 vertical columns, called the groups.
The first period, containing two elements, H and He, and the next two periods, each containing
eight elements, are called the short periods. The remaining periods, called the long periods,
contain 18 elements, as in periods 4 and 5, or 32 elements, as in period 6. The long period 7
includes the actinide series, which has been filled in by the synthesis of radioactive nuclei
through element 103, lawrencium (Lr). Heavier transuranium elements, atomic numbers 104 to
112, have also been synthesized.

The elemental semiconductors in column IVa of the periodic table are diamond, Si and Ge,
and they are of some importance in various device applications. Note that gray tin (a-Sn) is a
semiconductor (semimetal) and Pb is ametal. SiC is the only compound semiconductor formed
by column IVa elements. The III–V and II–VI semiconductors possess a crystal structure
similar to either one of the cubic mineral, sphalerite or to hexagonal wurtzite. There are 15
III–V, 18 II–VI and four I–VII compound semiconductors. The four I–VII compound
semiconductors are: CuCl, CuBr, CuI and AgI.

A substantial development in the search for semiconducting materials with new combina-
tions of physical and chemical properties was reached when Goryunova using the ideas of
Huggins [4] and Grimm and Sommerfeld [5], developed a method of prediction of the
composition of chemical compounds with the tetrahedral and octahedral (NaCl-type) coordi-
nation of atoms in their crystal lattice [6]. His method is based on consideration of the number
of valence electrons in the elements, which is assumed to be equal to the number of the group in

Table A.1 Periodic table
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the periodic table towhich they belong (so-called full or normal valency) and can be expressed
in the form of the equation system [7]

XA
i¼1

Bixi¼4

Xn
i¼1

Bixi¼
XA
i¼nþ1

ð8�BiÞxi
XA
i¼1

xi¼1

ðA:1Þ

for calculating the content of the representatives of different groups of the periodic table in a
compound containing A components, n of which are considered as cations, where Bi is the
number of the group in the periodic table to which the ith component of the compounds
belongs, and xi is its concentration in the compound. The first expression in Equation (A.1)
represents the condition that the average number of valence electrons per atom is equal to four
(tetrahedral rule). The second equation states that in the compound, the number of valence
electrons, which �cations� give to �anions� is equal to the number of electrons the anion needs
to form the octet (i.e. the normal valency condition). The quotation marks here are used to
remind us that in the solids with dominating covalent bonds, which factually form the class of
semiconductor, the ion concept is quite conditional. Based on these criteria, it is possible to
obtain all probable types of tetrahedral substances, taking into consideration only the
location of their components in one or another group of the periodic table. Table A.2 briefly
summarizes these results.

Table A.2 Summary of valence binary compounds and ternary analogs of binary valence compounds
which satisfy tetrarahedral rule (Z¼4). ch¼chalcopyrite; zb¼zinc-blende; t¼tetragonal;
or¼orthorhombic; w¼wurtzite; h¼hexagonal (P63mc (C6v)); rh¼rhombohedral

Cation Compound Typical compound (Crystal structure)

I I–III–VI2 CuGaSe2 (ch)
I–IV2–V3 CuGe2P3 (zb)
I2–IV–VI3 Cu2GeSe3 (t)
I3–V–VI4 Cu3PS4 (or)
I–VII g-CuCl (w)

II II4–III–VII3
II–IV–V2 ZnSiP2 (ch)
II3–IV–VII2
II2–V–VII
II–VI CdTe (zb)

III III2–IV–VI Al2CO (w)
III3–IV2–VII
III–V GaAs (zb)

IV IV–IV SiC (zb, w, h, rh)

INTRODUCTORY REMARKS 3



In analyzing the normal valency compounds, not only tetrahedral phases but all compounds
of this category can be grouped, first of all, in accordance with the average valence electron
content per atom of a compound, Z. We list in Table A.3 all possible types of the binary valence
compounds [7]. If A and B are the cation valencies in a binary compound, the atomic ratio of
components in a valence compound AxBy is given by

x

y
¼8�B

A
ðA:2Þ

and the valence electron concentration per atom in the corresponding binary compound is

Z¼ 8A

8�ðB�AÞ¼
8A

8þðA�BÞ ðA:3Þ

as following from Equation (A.1).
In Table A.3, there are 22 types of binary valence compounds. Goryunova [6] concluded

from the available experimental data that the phases possessing semiconducting properties are
those with Z between two and six; the phases smaller than two are either metal alloys or the
compounds with typical metallic crystal structure and properties. Goryunova also showed that
there are 148 types of ternary compounds which are the electron analogs of the binary valence
compounds [7]. Among them, there are 10 types of ternary compounds which satisfy the
tetrarahedral rule Z¼ 4, as listed in Table A.2.

A.3 AN INTERPOLATION SCHEME

The electronic energy-band parameters of semiconductor alloys and their dependence on alloy
compositionareveryimportant,andsotheyhavereceivedmuchattentioninthepast.Investigation

Table A.3 All the possible types of valence binary compound

Cation Cation to anion content ratio x/y, (Z), Typical compound

II III IV V VI VII

I 6:1
(1.14)

5:1
(1.33)

4:1
(1.60)

3:1
(2.00)

2:1
(2.67)

1:1
(4.00)

K3Sb Ag2S g-CuCl
II — 5:2

(2.29)
2:1
(2.67)

3:2
(3.20)

1:1
(4.00)

1:2
(5.33)

Mg2Si Cd3As2 CdTe HgI2
III — — 4:3

(3.43)
1:1
(4.00)

2:3
(4.80)

1:3
(6.00)

GaAs Ga2Se3
IV — — 1:1

(4.00)
3:4
(4.57)

1:2
(5.33)

1:4
(6.40)

SiC SnS2
V — — — — 2:5

(5.71)
1:5
(6.67)

VI — — — — — 1:6
(6.86)
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of many device parameters have, however, been hampered by a lack of definite knowledge of
various material parameters. This necessitates the use of some sort of interpolation scheme.

If the linear interpolation scheme is used, the ternarymaterial parameter T for an alloy of the
form AxB1�xC can be derived from binary parameters (B) by

TðxÞ¼xBACþð1�xÞBBC�aþbx ðA:4Þ

where a�BBC and b�BAC�BBC. Some material parameters, however, deviate significantly
from the linear relationship shown in Equation (A.4), and exhibit an approximately quadratic
dependence on x. The ternary material parameter in such a case can be very efficiently
approximated by the relationship

TðxÞ¼xBACþð1�xÞBBCþxð1�xÞCAB�aþbxþcx2 ðA:5Þ

where a�BBC, b�BAC�BBC þ CAB and c��CAB. The parameter c is called a bowing
parameter.

The quaternarymaterial AxB1�xCyD1�y is thought to be constructed from four binaries: AC,
AD,BC andBD. If the linear interpolation scheme is used, the quaternarymaterial parameterQ
can be derived from the binary parameters by

Qðx;yÞ¼xyBACþxð1�yÞBADþð1�xÞyBBCþð1�xÞð1�yÞBBD ðA:6Þ

If one of the four binary parameters (e.g. BAD) is lacking, Q can be estimated from

Qðx;yÞ¼xBACþðy�xÞBBCþð1�yÞBBD ðA:7Þ

The quaternarymaterial AxByC1�x�yD is thought to be constructed from three binaries: AD,
BD and CD. The corresponding linear interpolation is given by

Qðx;yÞ¼xBADþyBBDþð1�x�yÞBCD ðA:8Þ

If relationships for the ternary parameters are available, the quaternarymaterial parameterQ
can be expressed either as (AxB1�xCyD1�y)

Qðx;yÞ¼xð1�xÞ½yTABCðxÞþð1�yÞTABDðxÞ�þyð1�yÞ½xTACDðyÞþð1�xÞTBCDðyÞ�
xð1�xÞþyð1�yÞ ðA:9Þ

or (AxByC1�x�yD)

Qðx;yÞ¼xyTABDðuÞþyð1�x�yÞTBCDðvÞþxð1�x�yÞTACDðwÞ
xyþyð1�x�yÞþxð1�x�yÞ ðA:10Þ

with

u¼ð1�x�yÞ=2
v¼ð2�x�2yÞ=2
w¼ð2�2x�yÞ=2

ðA:11Þ
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If a quaternary bowing term DABCD¼�d is considered in Equation (A.9) or
Equation (A.10), we can obtain

Qðx;yÞ¼fxð1�xÞ½yTABCðxÞþð1�yÞTABDðxÞþyð1�yÞDABCD�þyð1�yÞ ;

�½xTACDðyÞþð1�xÞTBCDðyÞþxð1�xÞDABCDg�½xð1�xÞþyð1�yÞ��1 ðA:12Þ
for the AxB1�xCyD1�y quaternary or

Qðx;yÞ¼xyTABDðuÞþyð1�x�yÞTBCDðvÞþxð1�x�yÞTACDðwÞþxyð1�x�yÞDABCD

xyþyð1�x�yÞþxð1�x�yÞ ðA:13Þ

for the AxByC1�x�yD quaternary.
The weighted form of Equation (A.12) can be written as

Qðx;yÞ ¼ yð1�xÞBBCþxyBACþð1�yÞxBADþð1�xÞð1�yÞBCDþxð1�xÞð1�yÞCABðDÞ

þxð1�xÞyCABðCÞ þð1�xÞyð1�yÞCðBÞCDþxyð1�yÞCðAÞCD

þxð1�xÞyð1�yÞDABCD ðA:14Þ

where CAB(D) is the ternary bowing parameter for an alloy AxB1�xD and so on.
Expression (A.14) can be conveniently compacted into an inner product whose 3� 3 matrix
includes only the alloy parameters and closely resembles the map of the quaternary alloy in its
compositional space [8]

Qðx;yÞ¼ y yð1�yÞ 1�y½ �
BBC CABðCÞ BAC

CðBÞCD DABCD CðAÞCD
BBD CABðDÞ BAD

2
4

3
5

1�x
xð1�xÞ

x

2
4

3
5 ðA:15Þ

If the bowing parametersC andD in Equation (A.15) are zero, Vegard law is recovered in its
bilinear formulation. Equation (A.15) is valid for quaternaries of types AxB1�xCyD1�y and
AxByC1�x�yD (ABxCyD1�x�y). For the latter, one binary can be assigned twice in the same
raw or column of the alloy matrix with a zero bowing factor (i.e. BAC¼BAD and C(A)CD¼ 0).
The composition for such an alloy is given by (BAD)x[(BBD)y(BCD)1�y]1�x (e.g.,
Alx(GayIn1�y)1�xP).

The essentially same expressions can be obtained for group-IV semiconductor alloys. The
binary material parameter B in the form of AxB1�x can be written using the elemental material
parameters (A) as

BðxÞ¼xAAþð1�xÞAB�aþbx ðA:16Þ
The bowing effect modifies Equation (A.16) in the form

BðxÞ¼xAAþð1�xÞABþxð1�xÞCAB�aþbxþcx2 ðA:17Þ

Similarly, the ternary material parameter T in AxByC1�x�y can be expressed as

Tðx;yÞ¼xAAþyABþð1�x�yÞAC ðA:18Þ
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and

Tðx;yÞ¼xyBABðuÞþyð1�x�yÞBBCðvÞþxð1�x�yÞBACðwÞ
xyþyð1�x�yÞþxð1�x�yÞ ðA:19Þ

or

Tðx;yÞ¼xyBABðuÞþyð1�x�yÞBBCðvÞþxð1�x�yÞBACðwÞþxyð1�x�yÞCABC

xyþyð1�x�yÞþxð1�x�yÞ ðA:20Þ

with u, v and w given in Equation (A.11). In Equation (A.20), CABC is a ternary bowing
parameter.
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1 Structural Properties

1.1 IONICITY

Details of ionicity fi are given in Adachi [1]. Any given definition of ionicity is likely to be
imperfect. We present in Table 1.1 fi values for a number of group-IV, III–V and II–VI
semiconductors, including Be-based semiconductors and CdO. We have Phillips ionicity of
fi¼ 0 for all group-IV elemental semiconductors (diamond, Si, Ge and a-Sn) and fi > 0.9 for
some alkali halides (NaCl, KCl, etc.).

Figure 1.1(a) plots fi versus x for CxSi1�x. Note that fi¼ 0.177 for silicon carbide (SiC). This
means that the bond character of SiC resembles that of III–V or II–VI semiconductors
rather than of Si or diamond, so that its crystal structure must be zinc-blende, hexagonal or
rhombohedral. Similarly, an ordered alloy of SixGe1�x may have a nonzero fi value near the
ordered-phase composition x� 0.5. In fully disordered alloys (CxSi1�x, SixGe1�x, etc.), we
should have fi¼ 0 over the whole alloy range 0� x� 1.0.

Theplots of fi versus xor y forAlxGa1�xAs,GaxIn1�xPyAs1�y/InPandMgxZn1�xSySe1�y/GaAs
are shown in Figure 1.1(b). These values are obtained from the linear interpolation of
Equations (A.4) and (A.6) between the endpoint data in Table 1.1. The resulting fi versus
x (y) plots can be expressed in the usual power form as

fiðxÞ ¼ 0:310� 0:036x ð1:1aÞ
for AlxGa1�xAs,

fiðyÞ ¼ 0:335þ 0:065yþ 0:021y2 ð1:1bÞ
for GaxIn1�xPyAs1�y/InP and

fiðxÞ ¼ 0:630þ 0:154xþ 0:003x2 ð1:1cÞ
for MgxZn1�xSySe1�y/GaAs. The values of fi for fully disordered alloys should be safely
estimated from the linear interpolation scheme.

1.2 ELEMENTAL ISOTOPIC ABUNDANCE
AND MOLECULAR WEIGHT

In Tables 1.2 and 1.3 of Adachi [1], the elements which form at least one tetrahedrally
coordinated ANB8�N semiconductor, together with their natural isotopic abundance in percent
and atomic weight are listed. Let us add an element of beryllium: natural abundance of
9Be¼ 100%; atomic weight¼ 9.012182(3).

Properties of Semiconductor Alloys: Group-IV, III–V and II–VI Semiconductors    Sadao Adachi
© 2009 John Wiley & Sons, Ltd. ISBN: 978-0-470-74369-0



The molecular weight M for an ANB8�N compound semiconductor (N„ 4) can be simply
given by the sum of the atomic weights of atoms A and B. For an elemental semiconductor
(N¼ 4), it is given by the atomic weight of the element atom A¼B. The molecular weightM
of any alloy semiconductors can be obtained from the linear interpolation scheme.

Table 1.1 Phillips’s ionicity fi for a number of group-IV, III–V and II–VI semiconductors

IV fi III–V fi II–VI fi

Diamond 0 BN 0.221 BeO 0.602
Si 0 BP 0.032 BeS 0.286
Ge 0 BAs 0.044 BeSe 0.261
Sn 0 AlN 0.449 BeTe 0.169
SiC 0.177 AlP 0.307 MgO 0.841

AlAs 0.274 MgS 0.786
AlSb 0.250 MgSe 0.790
GaN 0.500 MgTe 0.554
GaP 0.327 ZnO 0.616
GaAs 0.310 ZnS 0.623
GaSb 0.261 ZnSe 0.630
InN 0.578 ZnTe 0.609
InP 0.421 CdO 0.785
InAs 0.357 CdS 0.685
InSb 0.321 CdSe 0.699

CdTe 0.717
HgS 0.790
HgSe 0.680
HgTe 0.650
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Figure 1.1 Phillips ionicity fi versus x or y for (a) CxSi1�x and (b)AlxGa1�xAs,GaxIn1�xPyAs1�y/InP and
MgxZn1�xSySe1�y/GaAs. The open and solid circles in (a) show the endpoint and SiC (x¼ 0.5) values,
respectively. The solid lines in (b) are calculated from Equation (1.1)
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1.3 CRYSTAL STRUCTURE

1.3.1 Random Alloy

Table 1.2 summarizes the crystal classes for easily obtained or normally grown: (a) group-IV
elemental semiconductors, (b) III–V and (c) II–VI binary semiconductors. In Table 1.2(a),
the crystal classes for an easily grown compound semiconductor SiC are also included.

1.3.2 Spontaneous Ordering

(a) Group-IV semiconductor alloy

The phenomenon of spontaneous ordering in semiconductor alloys is observed to occur
spontaneously during epitaxial growth of certain semiconductor alloys and results in a
modification of their structural, electronic and optical properties [2]. Substantial effort has
been focused on learning how to control this phenomenon so that it may be used for tailoring
desirable material properties. We summarize in Table 1.3 the spontaneous ordering phases
observed in some group-IV, III–V and II–VI semiconductor alloys.

Table 1.2 Summary of crystal structure for: (a) group-IV, (b) III–V and (c) II–VI semiconductors.
d¼ diamond; zb¼ zinc-blende; w¼wurtzite (C6v); h¼ hexagonal (C6v or D6h); rh¼ rhombohedral;
t¼ tetragonal; rs¼ rocksalt; or¼ orthorhombic. Note that b-Sn (t) is a metal

(a)

IV C Si Ge Sn

C d zb, w, h, rh
Si zb, w, h, rh d
Ge d
Sn d, t

(b)

III/V N P As Sb

B zb, h zb zb
Al w zb zb zb
Ga w zb zb zb
In w zb zb zb

(c)

II/VI O S Se Te

Be w zb zb zb
Mg rs rs zb w
Zn w zb, w zb zb
Cd rs w w zb
Hg rh, or zb, rh zb zb
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Table 1.3 Types of spontaneous ordering phases observed in some group-IV, III–V and II–VI
semiconductor alloys

System Ordering type Material Epitaxial growth

IV RS1 (CuPt) SiGe MBEa

RS2 (CuPt) SiGe MBEa

RS3 (CuPt) SiGe MBEa

III–V CuPt-B AlInP MBE,b MOCVDc

GaInP Cl-VPE,d HT-VPE,e MBE,f MOCVDg

AlInAs MEB,h MOCVDi

GaInAs Cl-VPE,j MOCVDk

GaInSb MOCVDl

GaPAs MOCVDm

GaPSb MOCVDn

GaAsSb MBEo

InPAs MOCVDp

InPSb MOCVDq

InAsSb MOCVD,r MBEs

GaInPAs Cl-VPE,j MOCVDt

AlGaInP MOCVDc

CuPt-A AlInP MBEb

AlInAs MBEu

CuAu-I AlGaAs MOCVDv

GaInAs MBEw

GaAsSb MBE,x MOCVDy

TP-A AlInAs MBEz

GaInAs MBEaa

II–VI CuPt-B ZnCdTe MOCVDab

CdHgTe LPEac

ZnSeTe MOCVDad

CuAu-I ZnCdTe MBEae

ZnSeTe MBEaf

Cu3Au ZnCdTe MBEag

aSee,W. J€ager, in Properties of Strained and Relaxed Silicon Germanium, EMIS Datareviews Series No. 12 (edited by
E. Kasper), INSPEC, London, 1995, p. 53

bA. Gomyo et al., Jpn. J. Appl. Phys. 34, L469 (1995)
cT. Suzuki et al., Jpn. J. Appl. Phys. 27, 2098 (1988)
dO. Ueta et al., J. Appl. Phys. 68, 4268 (1990)
eK. Nishi and T. Suzuki (unpublished)
fA. Gomyo et al., Mater. Res. Symp. Proc. 417, 91 (1996)
gA. Gomyo et al., Phys. Rev. Lett. 60, 2645 (1988)
hT. Suzuki et al., Appl. Phys. Lett. 73, 2588 (1998)
iA. G. Norman et al., Inst. Phys. Conf. Ser. 87, 77 (1987)
jM. A. Shahid et al., Phys. Rev. Lett. 58, 2567 (1987)
kT.-Y. Seong et al., J. Appl. Phys. 75, 7852 (1994)
lJ. Shin et al., J. Electron. Mater. 24, 1563 (1995)
mG. S. Chen et al., Appl. Phys. Lett. 57, 2475 (1990)
nG. B. Stringfellow, J. Cryst. Growth 98, 108 (1989)
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Normally, SixGe1�x crystallizes in the diamond structure which contains of two fcc
sublattices shifted by one quarter of the body diagonal. Observations of long-range ordering
of group-IV semiconductor alloy have been made on SixGe1�x layers grown on Si(100) by
MEB [3] and subsequently at interfaces of SLs [2]. Different order structureswere suggested in
bulk SixGe1�x on the basis of experimental results and are depicted in Figure 1.2. They are RS1,
RS2 and RS3 with the rhombohedral structures (CuPt ordering, R3m). The stoichiometry for
RS1 and RS2 is Si0.5Ge0.5, while RS3 allows compositional differences on specific lattice sites.
As seen in Figure 1.2, RS1 (RS2) has the widely (closely) spaced {111} planes occupied by
the same atom type, while RS3 allows compositional differences between projected sites or
columns with compositions a, b, g and d corresponding to specific Si- and Ge-rich sites.

oY.-E. Ihm et al., Appl. Phys. Lett. 51, 2013 (1987)
pD. H. Jaw et al., Appl. Phys. Lett. 59, 114 (1991)
qSee, H. R. Jen et al., Appl. Phys. Lett. 54, 1890 (1989)
rH. R. Jen et al., Appl. Phys. Lett. 54, 1154 (1989)
sT.-Y. Seong et al., Appl. Phys. Lett. 64, 3593 (1994)
tW. E. Plano et al., Appl. Phys. Lett. 53, 2537 (1988)
uT. Suzuki et al., Appl. Phys. Lett. 73, 2588 (1998)
vT. S. Kuan et al., Phys. Rev. Lett. 54, 201 (1985)
wO. Ueda, et. al., J. Cryst. Growth 115, 375 (1991)
xO. Ueta et al., Proc. 7th Int. Conf. InP and Related Materials Sapporo, Japan, p. 253 (1995)
yH. R. Jen et al., Appl. Phys. Lett. 48, 1603 (1986)
zA. Gomyo et al., Phys. Rev. Lett. 72, 673 (1994)
aaD. Shindo et al., J. Electron Microscopy 45, 99 (1996)
abN. Amir et al., J. Phys. D: Appl. Phys. 33, L9 (2000)
acK. T. Chang and E. Goo, J. Vac. Sci. Technol. B 10, 1549 (1992)
adK. Wolf et al., Solid State Commun. 94, 103 (1995)
aeH. S. Lee et al., Appl. Phys. Lett. 83, 896 (2003)
afH. Luo et al., J. Vac. Sci. Technol. B 12, 1140 (1994)
agH. S. Lee et al., Solid State Commun. 137, 70 (2006)

Figure 1.2 Si–Ge ordered structures of types (a) RS1, (b) RS2 and (c) RS3. In (c), the four projected
compositions a, b, g and d correspond to specific Si- and Ge-rich sites

3
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The long-range order parameter in RS1 and RS2 can be defined by

S ¼ rSi�x

1�x
ð1:2Þ

where rSi is the fraction of Si sites occupied correctly and x is the fraction of Si atoms in
SixGe1�x. S¼ 1means perfect and complete order,whileS¼ 0means randomalloy. The degree
of long-range order can be quantitatively deduced from the electron diffraction intensity of
superstructure reflections. However, because of the presence of crystalline defects, of
superposition of various domains and of the multiple scattering, the actual intensity substan-
tially deviates from the kinematic value so that quantitative determination from selected-area
electron diffraction intensity is usually obscured [2].

Observations of the long-range ordering have been made on bulk SiGe or SL samples
prepared by MBE at medium temperature and for various compositions. However, no
observations of ordered phases are reported for bulk SiGe grown from the melt [4].

(b) III–V semiconductor alloy

In 1985, Kuan et al. [5] first observed an ordered phase (CuAu-I type) in III–V semiconductor
alloy which was an AlGaAs epilayer grown on GaAs(100) at 600–800 �C by MOCVD. Since
the finding of CuPt-type ordering in SiGe alloy [3], this type of ordering (CuPt-B) has also been
reported for many III–V alloys, such as AlInP, GaInP, AlInAs and GaInAs ([6], see also
Table 1.3). New types of ordering, CuPt-A and TP-A, are also found in AlInP [7] and AlInAs
alloys [8]. Other types of ordering, CuAu-I, famatinite and chalcopyrite, are reported in the
early history of the spontaneous ordering in III–Valloys; however, mechanism of these phases
seems to be quite different from those of CuPt-B, CuPt-A and TP-A [6].

The unit cells of (a) CuPt-B, (b) CuAu-I and (c) chalcopyrite structures are shown in
Figure 1.3. The metallurgical CuPt alloy has a random fcc structure at high temperatures, but
quenching at low temperatures produces a rhombohedral phase with 1/2{111} chemical
ordering. The CuPt-B structure is among the most widely discussed and accessed forms
of spontaneous ordering in III–V ternaries, and occurs in both common anion and common
cation alloys (Table 1.3). It is a monolayer SL of IIIA (VA)-rich planes and IIIB (VB)-rich
planes ordered in the ½�111� or ½1�11� directions, as depicted in Figure 1.4. The CuPt-A and

Figure 1.3 Unit cells of (a) CuPt-B (GaInAs), (b) CuAu-I (AlGaAs) and (c) chalcopyrite structures
(CuGaSe2)
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TP-A phases occur in the ½�1�1�1� and ½11�1� directions, in which CuPt-B ordering is never
observed. The metallic CuAu alloy shows two prominent ordered phases: (i) CuAu-I trigonal
phase with alternating (002) planes of pure Cu and Au compositions and (ii) orthorhombic
CuAu-II phase. The CuAu-I ordering occurs spontaneously within fcc sublattices of some
III–V pseudobinary alloys, such as AlGaAs, GaInAs and GaAsSb (Table 1.3).

An earlier thermodynamic calculation based on a first-principles theory predicted that an
ordered phase with a large lattice-constant mismatch is more stable than the corresponding
random phase [9]. Some experimental data, on the other hand, showed that the kinetics of
crystal growth plays an important role in the formation of an ordered structure as discussed in
Mascarenhas [2].

(c) II–VI semiconductor alloy

Only a few studies have been carried out on spontaneous ordering of II–VI semiconductor
alloys. These studies reported ordering of CuPt and CuAu-I types (Table 1.3). Recently, a new
ordering phase, Cu3Au, has been observed in Zn0.9Cd0.1Te epilayers grown on GaAs(100)
substrates [10]. We can see a tendency in Table 1.3 to observe the CuPt (CuAu-I) phase if
samples were grown by MOCVD (MBE).

1.4 LATTICE CONSTANTAND RELATED PARAMETERS

1.4.1 CuAu Alloy: Ordered and Disordered States

Cu–Au alloy is among the best studied of all metallic alloys. Themost interesting feature of this
alloy is that CuAu (x¼ 0.5), CuAu3 (x¼ 0.25) and Cu3Au (x¼ 0.75) can be obtained in either
ordered or disordered form. The ordered CuAu alloy crystallizes in the LI0 tetragonal structure

Figure 1.4 [110] projection of CuPt-B ordering (GaInP)
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(space group¼P4/mmm), while the ordered CuAu3 and Cu3Au alloys crystallize in the LI2
cubic structure ðPm�3mÞ.

In Figure 1.5 the lattice constant a has been plotted as a function of x for CuxAu1�x. The solid
and open circles represent the ordered and disordered alloy data, respectively. The solid line
shows the linear interpolation result between the Au (x¼ 0) and Cu (x¼ 1.0) values. It can be
seen from Figure 1.5 that the Cu–Au ordering has no strong effect on the lattice parameter.
Similarly, no clear spontaneous ordering effect has been observed on the lattice parameters of
semiconductor alloys.

1.4.2 Non-alloyed Semiconductor

The lattice parameters for a number of the most easily grown group-IV, III–V and II–VI
semiconductors are listed in Table 1.4. Tables 1.5, 1.6 and 1.7 also list the molecular weight
(M), lattice constants (a and b) and crystal density (g) for a number of group-VI, III–Vand II–VI
semiconductors crystallizing in the diamond, zinc-blende andwurtzite structures, respectively.
These values can be used to obtain alloy values using the interpolation scheme.

0 0.2 0.4 0.6 0.8 1.0
3.0

3.5

4.0

4.5

5.0

x
a 

(Å
)

CuxAu1-x

CuAu3 (LI2)
Cu3Au (LI2)

Figure 1.5 Lattice constant a versus x for CuxAu1�x. The solid and open circles represent the ordered
(x¼ 0.25, 0.75) and disordered alloy values, respectively. The solid line shows the linear interpolation
result between the endpoint elemental data

Table 1.4 Most easily grown crystal structure and lattice constants at 300K for a number of easily or
normally grown group-IV, III–V and II–VI semiconductors. d¼ diamond; zb¼ zinc-blende;
h¼ hexagonal; w¼wurtzite; rs¼ rocksalt; or¼ orthorhombic; rh¼ rhombohedral

System Material Crystal structure a (A
�
) c (A

�
)

IV Diamond d 3.5670
Si d 5.4310
Ge d 5.6579
Sn d 6.4892
3C-SiC zb 4.3596
6H-SiC h 3.0806 15.1173

System Material Crystal structure a (A
�
) c (A

�
)
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Table 1.4 (Continued )

System Material Crystal structure a (A
�
) c (A

�
)

III–V BN zb 3.6155
BN h 2.5040 6.6612
BP zb 4.5383
BAs zb 4.777
AlN h (w) 3.112 4.982
AlP zb 5.4635
AlAs zb 5.66139
AlSb zb 6.1355
GaN h (w) 3.1896 5.1855
GaP zb 5.4508
GaAs zb 5.65330
GaSb zb 6.09593
InN h (w) 3.548 5.760
InP zb 5.8690
InAs zb 6.0583
InSb zb 6.47937

II–VI BeO h (w) 2.6979 4.380
BeS zb 4.865
BeSe zb 5.137
BeTe zb 5.617
MgO rs 4.203
MgS rs 5.203
MgSe zb 5.91
MgTe h (w) 4.548 7.390
ZnO h (w) 3.2495 5.2069
ZnS h (w) 3.8226 6.2605
ZnS zb 5.4102
ZnSe zb 5.6692
ZnTe zb 6.1037
CdO rs 4.686
CdS h (w) 4.1367 6.7161
CdSe h (w) 4.2999 7.0109
CdTe zb 6.481
HgO or 3.577 (a)

8.681 (b)
2.427 (c)
0.745 (u)

HgS rh 4.14 (a)
9.49 (b)
2.292 (c)
0.720 (u)
0.480 (v)

HgSe zb 6.084
HgTe zb 6.4603
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Table 1.5 Molecular weightM, lattice constant a and crystal density g for a number of cubic, diamond-
type semiconductors at 300 K

System Material M (amu) a (A
�
) g (g/cm3)

IV Diamond 12.0107 3.5670 3.5156
Si 28.0855 5.4310 2.3291
Ge 72.61 5.6579 5.3256
Sn 118.710 6.4892 5.7710

Table 1.6 Molecular weight M, lattice constant a and crystal density g for a number of cubic, zinc-
blende-type semiconductors at 300 K

System Material M (amu) a (A
�
) g (g/cm3)

IV 3C-SiC 40.0962 4.3596 3.2142

III–V BN 24.818 3.6155 3.4880
BP 41.785 4.5383 2.9693
BAs 85.733 4.777 5.224
AlN 40.98828 4.38 3.24
AlP 57.955299 5.4635 2.3604
AlAs 101.903098 5.66139 3.73016
AlSb 148.742 6.1355 4.2775
GaN 83.730 4.52 6.02
GaP 100.696 5.4508 4.1299
GaAs 144.645 5.65330 5.31749
GaSb 191.483 6.09593 5.61461
InN 128.825 4.986 6.903
InP 145.792 5.8690 4.7902
InAs 189.740 6.0583 5.6678
InSb 236.578 6.47937 5.77677

II–VI BeO 25.0116 3.80 3.03
BeS 41.078 4.865 2.370
BeSe 87.97 5.137 4.310
BeTe 136.61 5.617 5.120
MgO 40.3044 4.21 3.59
MgS 56.371 5.62 2.11
MgSe 103.27 5.91 3.32
MgTe 151.91 6.42 3.81
ZnO 81.39 4.47 6.05
ZnS 97.46 5.4102 4.0879
ZnSe 144.35 5.6692 5.2621
ZnTe 192.99 6.1037 5.6372
CdO 128.410 5.148a 6.252a

CdS 144.477 5.825 4.855
CdSe 191.37 6.077 5.664
CdTe 240.01 6.481 5.856
HgS 232.66 5.8514 7.7135
HgSe 279.55 6.084 8.245
HgTe 328.19 6.4603 8.0849

aTheoretical



1.4.3 Semiconductor Alloy

(a) Group-IV semiconductor

Table 1.8 gives the lattice-matching condition between some group-IV ternary alloys and
Si substrate. The incorporation of carbon into Si or SiGe gives rise to additional flexibility for
group-IV-based heterostructure design [11]. Due to huge lattice mismatch between diamond

Table 1.7 Molecular weightM, lattice constants a and c and crystal density g for a number of hexagonal,
wurtzite-type semiconductors at 300K

System Material M (amu) Lattice constant (A
�
) g (g/cm3)

a c

IV 2H-SiC 40.0962 3.0763 5.0480 3.2187

III–V AlN 40.98828 3.112 4.982 3.258
GaN 83.730 3.1896 5.1855 6.0865
InN 128.825 3.548 5.760 6.813

II–VI BeO 25.0116 2.6979 4.380 3.009
BeSa 41.078 3.440 5.618 2.370
BeSea 87.97 3.632 5.932 4.311
BeTea 136.61 3.972 6.486 5.120
MgO 40.3044 3.199 5.086 2.970
MgS 56.371 3.972 6.443 2.127
MgSe 103.27 4.145 6.723 3.429
MgTe 151.91 4.548 7.390 3.811
ZnO 81.39 3.2495 5.2069 5.6768
ZnS 97.46 3.8226 6.2605 4.0855
ZnSe 144.35 3.996 6.626 5.232
ZnTe 192.99 4.27 6.99 5.81
CdO a 128.410 3.678 5.825 6.249
CdS 144.477 4.1367 6.7161 4.8208
CdSe 191.37 4.2999 7.0109 5.6615
CdTe 240.01 4.57 7.47 5.90
HgS a 232.66 4.1376 6.7566 7.7134
HgSe a 279.55 4.302 7.025 8.246
HgTe a 328.19 4.5681 7.4597 8.0850

aEstimated or theoretical

Table 1.8 Lattice-matching conditions of some group-IV ternaries at 300K

Material Substrate Expression Remark

CxSiyGe1�x�y Si x¼ 0.109–0.109y 0� y� 1.0, x/(1� x� y)¼ 0.122
CxSiySn1�x�y Si x¼ 0.362–0.362y 0� y� 1.0, x/(1� x� y)¼ 0.567
CxGeySn1�x�y Si x¼ 0.362–0.284y 0� y� 0.89
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and Si, a small amount of substantially incorporated C induces a substantial tensile strain
in pseudomorphic CxSi1�x layers on Si. This effect can be exploited for CxSiyGe1�x�y/Si,
CxSiySn1�x�y/Si and CxGeySn1�x�y/Si heterostructures by properly choosing pseudomorphic
compositions x and y. It should be noted, however, that the solubility of C into Si is only
about 6� 10�6 at% (�3� 10�17 cm�3) at the melting point of Si. Carbon incorporated into
substitutional lattice sites up to a few atomic percent has been achieved only using growth
techniques far from thermodynamic equilibrium [12].

Figure 1.6 shows the plot of the lattice constant a versus x for bulk CxSi1�x. The open circles
represent the experimental data for diamond and Si, while the solid circle shows the data for

3C-SiC (x¼ 0.5). The light solid line is obtained from Vegard law between Si and 3C-SiC
(x¼ 0.5), while the dashed line is obtained between Si and diamond (x¼ 1.0). The 3C-SiC
value is smaller than the linearly interpolated value. The heavy solid line in Figure 1.6
represents the theoretical a values for CxSi1�x obtained from a Monte Carlo calculation [13].
These values can be expressed as (in A

�
)

aðxÞ ¼ 5:4310�2:4239xþ 0:5705x2 ð1:3Þ

The negative deviation a(x) seen in Figure 1.6 has been confirmed experimentally from
pseudomorphic CxSi1�x epilayers (x < 0.012) grown on Si(100) by solid-source MBE [14].

Si and Ge, both crystallize in the diamond structure, form a continuous series of SixGe1�x

alloys with x ranging from 0 to 1.0. The most precise and comprehensive determination of the
lattice constant a and crystal density g across the whole alloy range was undertaken by
Dismukes et al. [15]. The values they obtained for a and g are plotted versus x for SixGe1�x in
Figure 1.7. These data reveal a small deviation fromVegard law, i.e. from the linearity between
the endpoint values. The lattice parameter a shows a downward bowing, while the density
parameter g gives an upward bowing. From Figure 1.7, we obtain parabolic relation for a and g
as a function of x (a in A

�
, g in g/cm3)

aðxÞ ¼ 5:6575�0:2530xþ 0:0266x2 ð1:4aÞ
gðxÞ ¼ 5:3256�2:5083x�0:4853x2 ð1:4bÞ
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Figure 1.6 Lattice constant a versus x for bulk CxSi1�x at 300K. The open and solid circles represent the
experimental data. The light solid and dashed lines represent the results of Vegard law between Si (x¼ 0)
and 3C-SiC (x¼ 0.5) and between Si (x¼ 0) and diamond (x¼ 1.0), respectively. The heavy solid line
shows the theoretical values obtained from a Monte Carlo simulation by Kelires [13]
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As shown in Figure 1.8, the diamond-type lattice, e.g. Si has only one type of first-neighbor
distance

dðSi�SiÞ ¼
ffiffiffi
3

p

4
a ðfour bondsÞ ð1:5Þ

EXAFS has been popularly used to determine bond lengths for different types of neighbor
atom pairs and the corresponding fractional occupancy of each type of neighbor. Recent
EXAFS and XRD studies performed on strained SixGe1�x/Si layers indicated that the Si–Si,
Si–Ge andGe–Ge nearest-neighbor distances are 2.35� 0.02, 2.42� 0.02 and 2.38� 0.02A

�
,

respectively, close to the sum of their constituent-element covalent radii and independent of
x, while the lattice constant varies monotonically with x [16,17]. More recently, Yonenaga
et al. [18] investigated the local atomistic structure in bulk Czochralski-grown SixGe1�x

using EXAFS. As shown in Figure 1.9, the bond lengths Si–Si, Si–Ge and Ge–Ge in the bulk
SixGe1�x remain distinctly different lengths and vary in linear fashion of x over the entire
composition range 0� x� 1.0, in agreement with expectation derived from ab-initio
electronic structure calculation. These results suggest that SixGe1�x is a typical disorder
material and that the bond lengths and bond angles are disordered with x in SixGe1�x.
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Figure 1.7 (a) Lattice constant a and (b) crystal density g for SixGe1�x at 300K. The experimental data
are taken from Dismukes et al. [15]. The solid and dashed lines represent the parabolic and linear fit
results, respectively

Figure 1.8 Bond distances in (a) diamond (Si), (b) zinc-blende (GaAs) and (c)wurtzite structures (GaN)
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(b) III–V semiconductor

The expressions for a versus alloy composition can be obtained from Vegard law. The crystal
density can also be calculated from g¼MdM/NA, where M is the molecular weight, NA¼
6.022� 1023mol�1 is the Avogadro constant and dM is the molecular density [1].

The III–V quaternaries can be epitaxially grown on some III–V binaries (GaAs, InP, etc.).
Introducing the binary lattice parameters in Table 1.6 intoEquation (A.6) or Equation (A.8), we
can obtain the lattice-matching conditions for AxB1�xCyD1�y and AxByC1�x�yD quaternaries
on various III–V binary substrates. These results are summarized in Tables 1.9–1.11. The
lattice-matching conditions in Tables 1.9–1.11 can be approximated by more simple expres-
sions. Some results are presented in Table 1.12.

The lattice parameter a at 300K as a function of x for AlxGa1�xAs is shown in
Figure 1.10. The experimental data are taken from Takahashi [19]. From a least-squares fit,
we obtain

aðxÞ ¼ 5:6533þ 0:0083x�0:0003x2 ð1:6Þ
The solid line in Figure 1.10 shows the calculated result of Equation (1.6). This equation
promises that the lattice parameter for AlxGa1�xAs can be given by Vegard law with good

Figure 1.9 Near-neighbor distance in SixGe1�x at 300K. The experimental data are taken from
Yonenaga et al. [18]. The horizontal lines show the bond lengths in bulk Si and Ge. The middle thin
line is obtained from Vegard law

Table 1.9 Lattice-matching conditions for some cubic, zinc-blende-type III–V quaternaries of type
AxB1�xCyD1�y at 300K

x ¼ A0 þB0y

C0 þD0y

Quaternary Substrate A0 B0 C0 D0 Remark

AlxIn1�xPyAs1�y GaAs 0.4050 �0.1893 0.3969 0.0086 0.04�y�1.0
InP 0.1893 �0.1893 0.3969 0.0086 0�y�1.0

GaxIn1�xPyAs1�y GaAs 0.4050 �0.1893 0.4050 0.0132 0�y�1.0
InP 0.1893 �0.1893 0.4050 0.0132 0�y�1.0
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Table 1.10 Lattice-matching conditions for some cubic, zinc-blende-type III–V quaternaries of type
AxB1�xCyD1�y at 300K

y ¼ A0 þB0x

C0 þD0x

Quaternary Substrate A0 B0 C0 D0 Remark

AlxGa1�xPyAs1�y GaAs 0 0.0081 0.2025 �0.0046 0� x� 1.0
AlxGa1�xPySb1�y GaAs 0.4426 0.0396 0.6451 0.0269 0� x� 1.0

GaSb 0 0.0396 0.6451 0.0269 0� x� 1.0
InP 0.2269 0.0396 0.6451 0.0269 0� x� 1.0
InAs 0.0376 0.0396 0.6451 0.0269 0� x� 1.0

AlxGa1�xAsySb1�y GaSb 0 0.0396 0.4426 0.0315 0� x� 1.0
InP 0.2269 0.0396 0.4426 0.0315 0� x� 1.0
InAs 0.0376 0.0396 0.4426 0.0315 0� x� 1.0

AlxIn1�xPySb1�y GaAs 0.8261 �0.3439 0.6104 0.0616 0.53� x� 1.0
GaSb 0.3834 �0.3439 0.6104 0.0616 0� x� 1.0
InP 0.6104 �0.3439 0.6104 0.0616 0� x� 1.0
InAs 0.4211 �0.3439 0.6104 0.0616 0� x� 1.0

AlxIn1�xAsySb1�y GaSb 0.3834 �0.3439 0.4211 0.0530 0� x� 1.0
InP 0.6104 �0.3439 0.4211 0.0530 0.48� x� 1.0
InAs 0.4211 �0.3439 0.4211 0.0530 0� x� 1.0

GaxIn1�xPySb1�y GaAs 0.8261 �0.3834 0.6104 0.0348 0.52� x� 1.0
GaSb 0.3834 �0.3834 0.6104 0.0348 0� x� 1.0
InP 0.6104 �0.3834 0.6104 0.0348 0� x� 1.0
InAs 0.4211 �0.3834 0.6104 0.0348 0� x� 1.0

GaxIn1�xAsySb1�y GaSb 0.3834 �0.3834 0.4211 0.0216 0� x� 1.0
InP 0.6104 �0.3834 0.4211 0.0216 0.47� x� 1.0
InAs 0.4211 �0.3834 0.4211 0.0216 0� x� 1.0

Table 1.11 Lattice-matching conditions for some cubic, zinc-blende-type III–V quaternaries of the type
AxByC1�x�yD or ABxCyD1�x�y at 300K

Quaternary Substrate Expression Remark

AlxGayIn1�x�yP GaAs y¼ 0.5158–0.9696x 0� x� 0.53
AlxGayIn1�x�yAs InP y¼ 0.4674–0.9800x 0� x� 0.48
AlPxAsySb1�x�y GaAs x¼ 0.7176–0.7055y 0� y� 1.0

InP x¼ 0.3966–0.7055y 0� y� 0.56
InAs x¼ 0.1149–0.7055y 0� y� 0.16

GaPxAsySb1�x�y GaAs x¼ 0.6861–0.6861y 0� y� 1.0
InP x¼ 0.3518–0.6861y 0� y� 0.51
InAs x¼ 0.0583–0.6861y 0� y� 0.08

InPxAsySb1�x�y GaSb x¼ 0.6282–0.6899y 0� y� 0.91
InAs x¼ 0.6899–0.6899y 0� y� 1.0
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approximation. The difference in a between AlxGa1�xAs and GaAs can also be written as

aðAlxGa1�xAsÞ�aðGaAsÞ
aðGaAsÞ ¼ 0:0015x ¼ 0:15x% ð1:7Þ

Figure 1.11 shows the experimental x–y plots for GaxIn1�xPyAs1�y/InP [20]. The solid line
shows the exactly calculated x–y relation in Table 1.9

Table 1.12 Approximated lattice-matching expression for some important cubic, zinc-blende-type
III–V quaternaries at 300K

Quaternary Substrate Expression Remark

AlxGa1�xAsySb1�y GaSb y¼ 0.084x 0� x� 1.0
InAs y¼ 0.085 þ 0.078x 0� x� 1.0

GaxIn1�xPyAs1�y InP x¼ 0.47–0.47y 0� y� 1.0
GaxIn1�xAsySb1�y GaSb y¼ 0.91–0.91x 0� x� 1.0

InAs y¼ 1.00–0.91x 0� x� 1.0
AlxGayIn1�x�yP GaAs y¼ 0.52–0.97x 0� x� 0.53
AlxGayIn1�x�yAs InP y¼ 0.47–0.98x 0� x� 0.48
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Figure 1.10 Lattice parameter a as a function of x for AlxGa1�xAs at 300K. The experimental data are
taken from Takahashi [19]. The solid line represents the quadratic least-squares fit
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Figure 1.11 Plots of x versus y for GaxIn1�xPyAs1�y nearly lattice-matched to InP at 300K. The
experimental data are taken fromNahory et al. [20]. The solid and dashed lines show the lattice-matching
relationships obtained from Vegard law in Equations (1.8) and (1.9), respectively
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x ¼ 0:1893�0:1893y

0:4050þ 0:0132y
ð1:8Þ

The dashed line also shows the calculated result using an expression in Table 1.12

x ¼ 0:47�0:47y ð1:9Þ
Both expressions can explain the experimental x–y relation very well and simultaneously
indicate the validity of Vegard law for GaxIn1�xPyAs1�y/InP. It has, however, been reported that
strained AlxGa1�xSb/GaSb does not obey Vegard law [21].

The crystal density g versus y for GaxIn1�xPyAs1�y/InP is shown in Figure 1.12. The solid
line represents the X-ray crystal density calculated from Equation (1.16) of Adachi [1], while
the dashed line is obtained from the linear interpolation between the endpoint densities
(y¼ 0, 1.0). Their difference is within 2%.

The experimental lattice parameter c as a function of x for w-GaxIn1�xN is plotted in
Figure 1.13. The experimental data are taken fromBearch et al. [22] (solid circles) andRomano
et al. [23] (open circles). The GaxIn1�xN layers (0� x� 0.14) used by Bearch et al. [22]
were grown on (0001) sapphire byMOMBE andwere believed to be fully relaxed. On the other
hand, theGaxIn1�xN layers inRomano et al. [23]were pseudomorphically grown on 5mmthick
GaN on (0001) sapphire byMOCVD (x¼ 0–0.114). The solid line in Figure 1.13 obeysVegard
law using c¼ 5.1855A

�
for GaN and c¼ 5.760A

�
for InN (Table 1.7).

Figure 1.14 shows the lattice parameter c versus x for strainedAlxGa0.9�xIn0.1N alloy grown
by MOCVD [24]. The dashed line represents the linear interpolation result using the endpoint
values taken from Table 1.7. The lattice parameter c is found to decrease almost linearly with
increasing x. The prediction ofVegard lawgives no good agreementwith the experimental data.

It can be concluded from Figure 1.13 that the fully relaxed GaxIn1�xN films follow Vegard
law well; however, no good agreement can be achieved in the case of the pseudomorphic
alloy layers. As we will see later (Section 1.5.2), Vegard law may be applicable if any strain
effects are artificially removed from such pseudomorphically strained layers.

HRXRDhas been widely used and demonstrated that almost all III–V semiconductor alloys
obeyVegard lawwell. It has also been reported that Vegard law remains valid in dilute nitrides,
such as GaNxAs1�x and GaxIn1�xNyAs1�y, as long as all N atoms in the dilute nitrides locate
at the arsenic sites [25]. The N–N pairs are thought to be the predominant N-related defects
that cause deviation from Vegard law [26]. Germini et al. [21], however, observed a deviation
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Figure 1.12 X-ray crystal density g versus y forGaxIn1�xPyAs1�y/InP at 300K. The solid line represents
the exact X-ray crystal density calculated from Equation (1.16) of Adachi [1], while the dashed line is
obtained from the linear interpolation between the endpoint binary data
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from Vegard law in MBE-grown AlxGa1�xSb/GaSb layers by HRXRD, RBS and RHEED.
These results are plotted in Figure 1.15. The experimental unstrained lattice parameters can be
described by

aðxÞ ¼ 6:09593þ 0:04360x�4:229� 10�3 x2 ð1:10Þ
The deviation from linearity is found to be larger than the prediction of a perfect randomalloy in
the frame of the Fournet model [27].

There is a significant structural difference between the bond distance in the zinc-blende and
wurtzite structures of AxB1�xC alloy. The first-neighbor distance in the zinc-blende structure
is given from Figure 1.8 by

dðGa�AsÞ ¼
ffiffiffi
3

p

4
a ðfour bondsÞ ð1:11Þ

Yet, the wurtzite structure has two types of the first-neighbor anion–cation bond distances
(Figure 1.8)

dðGa�N1Þ ¼ ua ðone bondÞ ð1:12aÞ
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Figure 1.13 Lattice parameter c as a function of x forw-GaxIn1�xN at 300K. The experimental data are
taken from Bearch et al. [22] (fully relaxed layers, solid circles) and Romano et al. [23] (pseudomorphic
layers, open circles). The solid line represents the simply estimate of the c versus x relationship obtained
from Vegard law
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Figure 1.14 Lattice parameter c versus x for strained w-AlxGa0.9�xIn0.1N at 300K. The experimental
data are taken fromAumer et al. [24]. The dashed and solid lines represent the results of applying Vegard
law before and after correcting for the biaxial strain effect
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dðGa�N2Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

3
þ 1

2
�u

� �2 c

aw

� �2
s

aw ðthree bondsÞ ð1:12bÞ

where u represents the cell-internal structural parameter and aw and c show the lengths of the
lattice vectors of thewurtzite structure. In the case of an ideal tetragonal ratio c/aw¼ (8/3)1/2¼
1.6330 and an ideal cell internal parameter u¼ 3/8, it follows from Equation (1.12) that
d(Ga–N1)¼ d(Ga–N2).

In the zinc-blende lattice, we have only one type of second neighbor cation–anion bond
distance

dðGa�AsÞ ¼
ffiffiffiffiffi
11

p

4
a ð12 bondsÞ ð1:13Þ

On the other hand, the wurtzite lattice has three types of second neighbor cation–anion
distances concerning the cation A (Ga) to anions C2a, C2b and C2c

dðGa�N2aÞ ¼ ð1�uÞ c

aw
aw ðone bondÞ ð1:14aÞ

dðGa�N2bÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ uc

aw

� �2
s

aw ðsix bondsÞ ð1:14bÞ

dðGa�N2cÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4

3
þ 1

2
�u

� �2 c

aw

� �2
s

aw ðthree bondsÞ ð1:14cÞ

For ideal wurtzite parameters of c/aw¼ (8/3)1/2¼ 1.6330 and u¼ 3/8, the following expression
can be obtained from Equation (1.14)

dðGa�N2aÞ ¼ 1:0206aw; dðGa�N2bÞ ¼ dðGa�N2cÞ ¼ 1:1726aw ð1:15Þ
The spacing between the near-neighbor In–In or P–P atoms in InP is equal to (1/H2)a.

It would be anticipated that for an alloy the interatomic bond length of each constituent remains
constant with alloy composition. Unfortunately, however, standard XRD techniques give
information only on the lattice structure that is averaged over an area larger than the scale of
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Figure 1.15 Room-temperature lattice constant a as a function of x for AlxGa1�xSb grown on GaSb.
The experimental data are taken from Germini et al. [21]. The solid line represents the quadratic best-fit
result obtained using Equation (1.10)
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lattice constant. The interatomic structure in such semiconductor alloyswas, therefore, notwell
understood until 1982. Mikkelsen and Boyce [28] reported in 1982 the interatomic structure of
GaxIn1�x As using an EXAFS. They found that the Ga–As and In–As near-neighbor distances
change by only 0.04A

�
as the In composition varies from 1 to 99 at% despite the fact that this

alloy accurately follows Vegard lawwith a change in average near-neighbor spacing of 0.17A
�
.

We reproduce in Figure 1.16 the results of Mikkelsen and Boyce [28]. They also observed that
the cation sublattice approaches a virtual crystal (i.e. an average fcc lattice) with a broadened
single distribution of second-neighbor distances, whereas the anion sublattice exhibits a
bimodal anion–anion second-neighbor distribution.

The essentially same EXAFS results, but on GaxIn1�xPyAs1�y/InP, were reported by
Oyanagi et al. [29]. They reported that the cation–anion distances in GaxIn1�xPyAs1�y/InP
deviate from the average interatomic distance, but are rather close to the bond lengths in pure
parent crystals. The cation–anion distances obtained from this study are plotted in Figure 1.17.

The near-neighbor distances in w-GaxIn1�xN versus x are shown in Figure 1.18. The
experimental data are taken from Jeffe et al. [30]. The theoretical lines are taken fromMattila
and Zunger [31] in which the valence force field simulation with large supercells (512–1280
atoms) was used. It has been shown [31] that while the first-neighbor cation–anion bonds for
different cations (Ga–N1 and In–N1) retain distinct values in the wurtzite and zinc-blende
alloys, the second-neighbor cation–anion bonds Ga–N2 and In–N2 merge into a single bond
length. However, the second-neighbor cation–anion bonds for the same cation exhibit a crucial
difference between the wurtzite and zinc-blende structures. This is thought to be an intrinsic
property of the binary constituents and persists in the alloy. The small splitting of the first-
neighbor cation–anion bonds in the wurtzite structure is also preserved in the alloy, but
obscured by bond length broadening [31].

Figure 1.16 Near-neighbor distance in GaxIn1�xAs at 300K. The middle thin line represents the
bond length curve estimated from Vegard law. [Reprinted with permission from J. C. Mikkelsen, Jr. and
J. B. Boyce, Phys. Rev. Lett. 49, 1412 (1982). Copyright (1982) by the American Physical Society]
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(c) II–VI semiconductor

Several II–VI semiconductor quaternaries can be epitaxially grown on III–V binary substrates.
The corresponding lattice-matching relationships are shown in Tables 1.13 and 1.14. These
relationships can be approximated using more simple expressions, as listed in Table 1.15.

Figure 1.19 shows the lattice constant a as a function of x for ZnxCd1�xTe. The experimental
datawere obtained at 300Kusing anXRDcombinedwith aWDXS [32]. The combinationwith
WDXS led to an absolute composition errorDx of less than 0.01. These data suggest thatVegard

Figure 1.18 Near-neighbor distances versus x for w-GaxIn1�xN. The experimental data were measured
at 300K by Jeffe et al. [30]. The theoretically calculated lines are taken fromMattila and Zunger [31]who
used the valence force field simulation with large supercells (512–1280 atoms)
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Figure 1.17 Near-neighbor distance in GaxIn1�xPyAs1�y/InP at 300 K. The experimental data are taken
from Oyanagi et al. [29]. The dashed line represents the bond length curve obtained from Vegard law
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law is exactly valid within the limits of error Da/a� 4� 10�4 and follows the equation (in A
�
)

aðxÞ ¼ 6:4822�0:3792x ð1:16Þ
CdSxTe1�x shows a zinc-blende–wurtzite crystalline phase change at any alloy composition.

Early studies failed to grow alloys for the full range of compositions, concluding that a large

Table 1.13 Lattice-matching conditions for some cubic, zinc-blende-type II–VI quaternaries of the type
AxB1�xCyD1�y at 300K

y ¼ A0 þB0x

C0 þD0x

Quaternary Substrate A0 B0 C0 D0 Remark

MgxZn1�xSySe1�y GaAs 0.016 0.241 0.259 0.031 0� x� 1.0
MgxZn1�xSeyTe1�y InP 0.235 0.314 0.435 0.075 0� x� 0.84

Table 1.14 Lattice-matching conditions for some cubic, zinc-blende-type II–VI quaternaries of the type
AxByC1�x�yD at 300K

Quaternary Substrate Expression Remark

BexMgyZn1�x�ySe GaAs x¼ 0.030 þ 0.453y 0� y� 0.67
MgxZnyCd1�x�ySe InP y¼ 0.510–0.409x 0� x� 0.83

Table 1.15 Approximated lattice-matching expression for some important cubic, zinc-blende-type
II–VI quaternaries at 300K

Quaternary Substrate Expression Remark

MgxZn1�xSySe1�y GaAs y¼ 0.08 þ 0.82x 0� x� 1.0
MgxZn1�xSeyTe1�y InP y¼ 0.55 þ 0.54x 0� x� 0.84
BexMgyZn1�x�ySe GaAs x¼ 0.03 þ 0.45y 0� y� 0.67
MgxZnyCd1�x�ySe InP y¼ 0.51–0.41x 0� x� 0.83
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Figure 1.19 Lattice constant a as a function of x for ZnxCd1�xTe at 300K. The experimental data are
taken from Schenk et al. [32]. The solid line represents the linear best fit of Equation (1.16)
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miscibility gap exists in the CdS–CdTe pseudobinary system [33]. In 1973 Ohata et al. [34]
studied the bulk alloy system for the full range of compositions and reported a change in the
crystalline phase at x� 0.2.

Figure 1.20 plots the lattice constants a and c versus x for bulk CdSxTe1�x crystals as
measured by Wood et al. [35] using XRD. The composition x of each pellet was determined
independently using PIXE. In Figure 1.20, the phase change occurs at x� 0.2, in agreementwith
Ohata et al. [34]. The solid triangles represent the effective cubic lattice parameters aeff¼
(H3a2c)1/3 defined inAdachi [1]. It canbe concluded fromFigure 1.20 that the lattice parameters
both in the zinc-blende andwurtzite phases obeyVegard lawwell. It is also understood that if we
consider aeff, instead of a or c, in the wurtzite phase (0.2< x� 1.0), CdSxTe1�x gives the linear
relationship between a and x over the whole alloy range (0� x� 1.0).

Motta et al. [36] carried out EXAFS measurements on ZnxCd1�xTe. These results are
shown in Figure 1.21 by the open circles. The solid circles correspond to the XRD data by
Schenk et al. [32]. We can see that the EXAFS bond lengths in Figure 1.21 change much less
than the nearest-neighbor distances determined from theXRD.As in the case of the III–Valloys
(Figures 1.16 and 1.17), the XRD lattice parameters in II–VI alloys do not reflect the actual
bond lengths of the nearest neighbors. The EXAFS data of Motta et al. [36] agreed with a
random distribution of atoms in the mixed cation sublattice.
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Figure 1.20 Lattice constants a and c versus x for bulk CdSxTe1�x in the zinc-blende (zb) and wurtzite
(w) structures at 300K. The experimental data are taken from Wood et al. [35]. The solid triangles
represent the effective cubic parameters aeff¼ (H3a2c)1/3
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Figure 1.21 Near-neighbor distance in ZnxCd1�xTe at 300K. The experimental data (open circles) are
taken from Motta et al. [36]. The solid circles represent the bond lengths obtained from the XRD data
by Schenk et al. [32]
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1.5 COHERENT EPITAXYAND STRAIN PROBLEM

1.5.1 Bilayer Model

Recent semiconductor devices usually havemultilayer structures. The distribution of strains in
multilayer structures is the subject of perennial, great interest since internal strains normally
arise in thin epitaxial films during the preparation by heteroepitaxial growth. Internal strains or
stresses are a consequence of the mismatch of lattice constants and/or the difference in the
thermal expansion coefficients of the individual layers. The strain and stress are related through
the fourth-rank elastic stiffness [C] or compliance tensor [S] [1].

Let us consider the case of bonding a thin plate of zinc-blende crystal of sizeNeae�Neae� te
onto a substrate of a different sizeNsas�Nsas� ts, whereNi is the number of lattice atoms along
the edge of the crystal plate, ai is the lattice constant and ti is the thickness of the plate;
see Figure 1.22(a) [37]. To achieve a coherent interface,Ne is set to equalNs. Let us assume that
ae is less than as and thus le¼Neae is less than ls¼Nsas. The bonding operation is carried out
in the following manner: equal and opposite forces F are applied to the plates to stretch plate
‘e’ and compress plate ‘s’ uniformly in the lateral direction to the same final dimension lf� lf.
The two plates are then bonded together with a perfect alignment of the atomic planes; see
Figure 1.22(b). At the moment when the two plates are bonded together, the composite
experiences an applied bending moment given by F(ts þ te)/2, which is counterbalanced
by the moment resulting from the internal elastic stress. Finally, the applied forces are relieved,
and the moments from the elastic stresses bend the composite in the direction shown in

Figure 1.22 Formation of a two-layer composite: (a) two single-crystalline plates with the lattice
constants ae and as (ae< as) and thicknesses te and te, respectively; (b) layer ‘e’ is stretched and layer ‘s’ is
compressed to match the macroscopic dimension, and the two layers are then bonded together to form a
composite; (c) the composite bends toward the side with the shorter lattice constant after removal of the
external stresses Fe and Fs
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Figure 1.22(c). The bending of the composite relaxes some of the stress, and the radius of
curvature is determined by the final state of the internal stress.

Based on this bilayer model, Noyan and Segm€uller [37] obtained the coherency condition in
terms of the curvature radius R

ae�as
as

¼ 2

R

ts
4

1þ aete
asts

� �
þ 1

Eetsteð1þ te=tsÞ
ae
as

1þ asEete
aeEsts

� �
Est

3
s

12
þ Eet

2
s te
4

� �� �
ð1:17Þ

where

Ei ¼ Yi
1�Pi

ð1:18Þ

with Y¼Young’s modulus and P¼ Poisson’s ratio. The term d shown in Figure 1.22(c)
represents the shift of the neutral axis of the composite from ts/2. This quantity is given by

d ¼ teEe

2Es

1þ te=ts
1þðEete=EstsÞ ð1:19Þ

Solving the elastic force andmomentum balance equations, Noyan and Segm€uller [37] gave
the elastic stress component Xxx parallel to the film as

Xe
xx ¼ � Ee

1þðasEete=aeEstsÞ
as
ae

ae�as
as

� 1þ aete
asts

� �
ts
2R

� �
ð1:20Þ

The relationship between the film and substrate stresses is given by

Xs
xx ¼ � te

ts
Xe
xx ð1:21Þ

The dependence of Xxx on z is now given by

Xe
xxðzÞ ¼ Xe

xx þEe
z�te=2

R

� �
for 0 � z � te ð1:22aÞ

Xs
xxðzÞ ¼ �Xe

xx

te
ts
þEs

zþ te=2

R

� �
for 0 	 z 	 �ts ð1:22bÞ

In the case where ae< as, these expressions give Xs
xx < 0; Xe

xx > 0, and R< 0.

1.5.2 Elastic Strain and Lattice Deformation

Since Xzz is equal to zero in the bilayer model discussed above, the lattices are free to expand
or contract in the z direction, that is, perpendicular to the interface. As seen in Figure 1.23, this
causes the cubic lattice structure to be tetragonally distorted. Since both Xi

xx and Xi
yy have

opposite signs for i¼ s compared to i¼ e, the two cubic lattices are tetragonally distorted in the
opposite sense, one with the lattice constant perpendicular to the interface lengthened and
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the other shortened. Therefore, the measured vertical mismatch is enhanced by the tetragonal
distortion.

Lattice deformation between the epilayer and substrate can be determined by conventional
XRD. For example GaxIn1�xPyAs1�y epilayers on InP(100) are shown in Figure 1.24 [38],
where the GaxIn1�xPyAs1�y/InP samples were grown by LPE with the Ga atomic fractions in
liquid solution between 0.4 an 1.0 at%. The experimental lattice deformation Da/a perpendic-
ular to the layer surface for layers with a Ga fraction lower than �0.0065 has a positive value
(i.e. compressive strain in the growth direction), while it has negative values (tensile strain) for
layers with a fraction larger than 0.0065.

In practical cases where the thickness of the epilayer is very small compared to that of
the substrate, the lattice mismatch can be taken up totally by the tensile or compressive strain
inside the epilayer, giving a coherent interface. A discontinuity in the lattice constant parallel to
the interface can exist only in the presence of misfit dislocations. Nagai [39] studied the

Figure 1.23 Cross section of an ‘epilayer–substrate’ system, where ae and as are the unstrained lattice
parameters of the epilayer and substrate, respectively

Figure 1.24 Lattice mismatch in a GaInPAs/InP heterostructure as a function of the Ga atom fraction in
LPE-growth liquid solution. [Reprinted with permission from K. Oe and K. Sugiyama, Appl. Phys. Lett.
33, 449 (1978). Copyright (1978) by the American Institute of Physics]
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effects of lattice misfit on the lattice deformation for GaxIn1�xAs on GaAs by HT-VPE. The
thickness of the substrates was in the range 2–5mm and the epilayer was in the range 5–10 mm.
His results are shown in Figure 1.25,where a|| is the unstrained lattice parameter of the substrate
(GaAs) and a? is the strained lattice parameter of the epilayer due to tetragonal distortion.

The lattice constant of InAs (6.0583A
�
) is larger than that of GaAs (5.65330A

�
). Thus, the

GaxIn1�xAs lattice on GaAs is expected to be tetragonally distorted with the lattice constant
perpendicular to the interface being lengthened. The measured lattice constants perpendicular
to the film are indeed larger than that along the surface. In the region x > 0.8 the degree of
deformation increased with decreasing x, but in the region x < 0.8 it decreased with decreasing
x.With the aid of defect revealing etching, it was concluded that in the region x > 0.8 the lattice
mismatch is relieved only by tetragonal distortion and for x < 0.8 it is relieved by both misfit
dislocation and tetragonal distortion.

Figure 1.26 plots the lattice constant a versus x for strained CxSi1�x alloy grown on Si(100)
by solid-source MBE. The experimental data are taken from Berti et al. [14]. The dash-dotted

Figure 1.25 Lattice-constant ratio ae/as for HT-VPE-grown GaxIn1�xAs on (1 0 0) and (1 1 1)As planes
of GaAs. [Reprinted with permission fromH. Nagai, J. Appl. Phys. 45, 3789 (1974). Copyright (1974) by
the American Institute of Physics]
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Figure 1.26 Lattice constant a versus x for strained CxSi1�x grown on Si(1 0 0) by solid-source MBE.
The experimental data are taken from Berti et al. [14]. The dash-dotted line represents the linearly
interpolated values between diamond and Si. The light solid and dashed lines are calculated from
Equation (1.23) by introducing a0 values estimated fromVegard law between Si and 3C-SiC (x¼ 0.5) and
between Si and C (x¼ 1.0), respectively. The heavy solid line is calculated by introducing the Monte
Carlo-simulated lattice constants reported by Kelires [13] as a0
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line shows the linear interpolation result between diamond (a¼ 3.5670A
�
) andSi (a¼ 5.4310A

�
).

We can see that the linear interpolation scheme predicts quite different lattice parameters from
the experimental data.

The strain in the epilayer and hence the lattice constant in growth direction a? can be
calculated from the elastic theory [37]

a? ¼ ða0�ajjÞ 1þ 2P

1�P

� �
þ ajj ð1:23Þ

where a0 is the lattice constant of the relaxed material, a|| is the in-plane lattice constant
assumed to be the same as the substrate parameter and P is Poisson’s ratio. In the case of cubic
materials, Equation (1.23) can be rewritten as

a? ¼ ða0�ajjÞ 1þ 2C12

C11

� �
þ ajj ð1:24Þ

where Cij is the elastic stiffness constant.
The light solid and dashed lines in Figure 1.26 represent the calculated results of

Equation (1.23) by introducing a0 values estimated from Vegard law between Si and 3C-SiC
(x¼ 0.5) and between Si and diamond (x¼ 1.0), respectively (Figure 1.6). The heavy solid line
is also obtained from Equation (1.23) by introducing Monte Carlo-simulated lattice con-
stants [13] as a0. The P values in Equation (1.23) are obtained from the linear interpolation
between diamond and Si [1]. The results in Figure 1.26 suggest that the lattice constant a in
CxSi1�x significantly deviates fromVegard law. The relationship between a and x can be finally
given by Equation (1.3).

Figure 1.27 shows the lattice parameters perpendicular and parallel to the epilayer surface
of MOMBE-grown GaNxAs1�x on GaAs(100) [40]. The experimental data clearly suggest that
the GaNxAs1�x layers are coherently grown on the GaAs(100) substrates. The dashed line is
simply estimated from the linear interpolation between c-GaN and GaAs. The solid lines are
calculated from Equation (1.23) with a||¼ 5.6517A

�
. The relaxed parameter a0 and Poisson’s

ratios used in thecalculationare taken fromVegard lawbetween c-GaNandGaAs [1].Wecan see
in Figure 1.27 excellent agreement between the calculated and experimental lattice parameters.
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Figure 1.27 Lattice parameters perpendicular (a?) and parallel (a||) to the epilayer surface ofMOMBE-
grown dilute-nitride GaNxAs1�x on GaAs(1 0 0). The experimental data are taken fromUesugi et al. [40].
The dashed line is simply estimated from Vegard law between c-GaN and GaAs. The solid lines are
calculated from Equation (1.23) with a||¼ 5.6517A

�
(const.). The relaxed parameters a0 and Poisson’s

ratios P are taken from Vegard law between c-GaN and GaAs
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The essentially same analysis as in Figure 1.27 is performed on strained AlxGa0.9�xIn0.1N
grown by MOCVD [24]. The solid line in Figure 1.14 represents the result of this analysis.
Note that Poisson’s ratio is a crystallographic plane- and direction-dependent quantity. The
expressions of Poisson’s ratio P and corresponding numeric values for some hexagonal
semiconductors are summarized in Tables 3.19 and 3.20 of Adachi [1]. The quaternary
P values used in Equation (1.23) are estimated fromVegard law. The in-plane lattice constant a||
is assumed to be 5.240A

�
. In Figure 1.14, there is good agreement between the calculated and

experimental values even in the wurtzite crystal structure. However, in the case of relaxed
AlxIn1�xN alloyVegrad law leads to an overestimation of the Inmole fraction, which cannot be
explained by either strain state or impurity levels. The In atomic fraction can be overestimated
by as much as 6–37% in the range of 0.18 < x < 0.93 [41].

Figures 1.28(a) and 1.28(b) show the experimental lattice parameters a and c forMgxZn1�xO
layers on sapphire (0001) [42] and on 6H-SiC (0001) [43]. The solid lines show the linear
interpolation results of c and a between MgO and ZnO. The effective cubic lattice parameters
aeff¼ (H3a2c)1/3 for MgO and ZnO are, respectively, 4.484 and 4.567A

�
, while those for

sapphire and 6H-SiC are 6.335A
�
and 4.359A

�
, respectively. Coherently grownMgxZn1�xO films

on the sapphire and 6H-SiC substrates will be tensile- and compressive-strained, respectively.
The ZnO (x¼ 0) layers, however, exhibited virtually relaxed lattice constants of 3.246 and
5.205A

�
along the a and c axes, respectively. As seen in Figure 1.28, the c- (a-) axis length

decreased (increased) with increasing x for MgxZn1�xO both on the sapphire and 6H-SiC
substrates. The resulting ratio c/a decreased with increasing x, indicating that the MgxZn1�xO
films are considerably distorted from the ideal wurtzite although they are in the relaxed states.

1.5.3 Critical Thickness

Pseudomorphic epitaxy, in which a high-quality thin film is epitaxially grown on a lattice-
mismatched substrate, has found its application in many areas [44]. SLs and QWs are
high-quality multilayered structures grown from lattice matched and mismatched materials.

Figure 1.28 (a) a-axis and (b) c-axis lattice parameters at 300K forMgxZn1�xOgrown onAl2O3 (0001)
substrate by Ohtomo et al. [42] and on 6H-SiC (0001) substrate by Ashrafi and Segawa [43]. The solid
lines in (a) and (b) show the linearly interpolated values of a and c between MgO and ZnO. The
corresponding c/a ratios are plotted in (c)
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The large lattice mismatch is totally accommodated by uniform elastic strains in the layers if
the layer thicknesses are kept below certain critical values. The idea for thin films emerged
from a critical layer thickness hc below which a dislocation-free, coherently strained
interface would be stable and above which a misfit dislocation structure and semi-coherent
interface would be stable. Knowledge of the so-called critical thickness is essential for
realizing the advantages of lattice-mismatched heterostructure systems.

The critical thickness hc of an epilayer, which was first considered by Frank and van der
Merwe [45], is a parameter introduced to explain the experimental observation of coherent,
pseudomorphic or strained-layer epitaxy. The breakdown of coherency can be determined
in several ways. XRD and PL are commonly employed methods of determining the loss of
coherency by demonstrating a change in average lattice constant (XRD) or a shift in PL peak
energy and a reduction in PL intensity, following the release of strain. TEM is the direct
manifestation of the breakdown of coherency.

We show in Figure 1.29 the critical thickness hc versus x for (a) SixGe1�x layer on Si,
(b) GaxIn1�xAs layer on InP and (c) GaNxAs1�x layer on GaAs, respectively. Note that
x¼ 0.47 in Figure 1.29(b) is the lattice-matching composition to InP.

Although several theories have been proposed to predict hc [44], most semiconductor
device designers rely upon the model of Matthews and Blakeslee [46]. The solid lines in
Figure 1.29 show the results based on this model. The experimental hc data usually exceed
the Matthews–Blakeslee’s prediction. It is also understood that for SixGe1�x there is little
dependence of hc on x. The heavy solid line in Figure 1.29(a) represents the theoretical
curve obtained from an energy-balanced misfit dislocation generation model by People and
Bean [47]. This model is in excellent agreement with the experimental data.

The critical thicknesses hc for AlxGa1�xN and GaxIn1�xN on relaxed GaN layers were
measured by Akasaki and Amano [48]. The experimental hc values were in the range 300
to 700 nm for AlxGa1�xN/GaN (0.05� x� 0.2) and �40 nm for GaxIn1�xN/GaN (0.8� x
� 0.95).
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Figure 1.29 Critical thickness hc versus x for (a) SixGe1�x layer on Si, (b) GaxIn1�xAs layer on InP
and (c) GaNxAs1�x layer on GaAs. The solid lines represent the theoretical model of Matthews and
Blakeslee [46]. The heavy solid line in (a) is obtained from an energy-balanced misfit dislocation
generation model by People and Bean [47]
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The hc values for SixGe1�x/Si and some III–Vand II–VI semiconductors grown on various
lattice-mismatched substrates are summarized in Figure 1.30. The solid lines are obtained
by least-squares fitting with (hc in A

�
, Da/a in at%)

hc ¼ A

Da=a

� �n

ð1:25Þ

with A¼ 7.5 and n¼ 3.5 for SixGe1�x/Si, A¼ 16 and n¼ 2.4 for III–V semiconductors and
A¼ 52 and n¼ 1.5 for II–VI semiconductors. It should be noted that the II–VI semiconductors
have weak bond strength. The dislocation energy in such semiconductors is much smaller
than those in SixGe1�x/Si and III–V semiconductors. Therefore, dislocations can bemore easily
generated in the II–VI semiconductors.

1.6 STRUCTURAL PHASE TRANSITION

At high pressure the group-IV elemental semiconductors show metallic transitions in a
sequence from cubic (diamond) ! tetragonal (b-Sn) ! simple hexagonal ! hexagonal
close packed. Similarly, the III–V and II–VI binary semiconductors exhibit a variety of the
crystal structures at high pressures. In Tables 1.8 and 1.9 ofAdachi [1], transition pressure to the
first phase (PT) and transition sequences can be found for some group-IV, III–V and II–VI
semiconductors. The additional data are: PT¼ 56 GPa (zinc-blende ! hexagonal (NiAs))
for BeSe; PT¼ 35GPa (zincblende ! hexagonal (NiAs)) for BeTe; and PT¼ 90.6GPa
(rocksalt ! CsCl) for CdO.

There are a very few studies on the structural phase transition in semiconductor alloys.
Some of these studies are summarized in Table 1.16. Webb et al. [49] observed the phase
transition in ZnxCd1�xTe from the zinc-blende to rocksalt structures. However, the recent
studies on ZnTe and CdTe suggest the presence of cinnabar phase between the zinc-blende
and rocksalt structures [50]. Vnuk et al. [51] studied the effect of pressure on semiconductor
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Figure 1.30 Critical thickness hc for (a) SixGe1�x, (b) III–Vand (c) II–VI semiconductors grown on
various lattice-mismatched substrates. The solid lines represent the least-squares fit using
Equation (1.25)
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(a-Sn)-to-metal (b-Sn) transition temperature in dilute GexSn1�x (x� 1 at%). They obtained a
slope of �48.4� 6K/kbar, in good agreement with thermodynamic prediction.

Figure 1.31 plots the transition pressure to the first phase PT versus x for GaxIn1�xSb. The
experimental data are taken from Liu et al. [52]. A slight bowing can be found in the PT versus

Table 1.16 Phase-transition sequence observed for some III–V and II–VI ternaries at high pressures.
zb¼ zinc-blende; or¼ orthorhombic; w¼wurtzite; rs¼ rocksalt (NaCl); cin¼ cinnabar

System Material Sequence Ref.

III–V GaxIn1�xP semiconductor ! metal (optical absorption) a
AlxGa1�xAs zb ! or (Pmm2)/or (Cmcm) (GaAs like) b
GaxIn1�xSb zb ! b-Sn c

II–VI MgxZn1�xO w ! rs d
ZnxCd1�xS zb ! rs e
ZnxCd1�xSe zb ! rs (x¼ 0.9) f

semiconductor ! metal (0� x� 0.32) g
ZnxCd1�xTe zb ! rs h
ZnSxSe1�x semiconductor ! metal (resistance) i
ZnSexTe1�x zb ! cin ! rs (0� x� 0.55) j

zb ! rs (0.55<x� 1) j

aA. R. Go~ni et al., Phys. Rev. B 39, 3178 (1989)
bW. Paszkowicz et al., Acta Phys. Pol. A, 91, 993 (1997)
cC. Y. Liu et al., J. Phys. Chem. Solids 39, 113 (1978)
dJ. A. Sans and A. Segura, High Pressure Res. 24, 119 (2004)
eA. B�eliveau and C. Carlone, Phys. Rev. B 44, 3650 (1991)
fC.-M. Lin et al., Phys. Rev. B 58, 16 (1998)
gY. C. Lin et al., J. Appl. Phys. 101, 073507 (2007)
hA. W. Webb et al., J. Appl. Phys. 61, 2492 (1987)
iS. R. Tiong et al., Jpn. J. Appl. Phys. 28, 291 (1989)
jJ. Pellicer-Porres et al., Phys. Rev. B 71, 035210 (2005)
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Figure 1.31 Transition pressure to the first phase PT versus x for GaxIn1�xSb. The experimental data
are taken from Liu et al. [52]. The solid line shows the quadratic-fit result using Equation (1.26).
zb¼ zinc-blende
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x plots. The solid line shows the best-fit result of the quadratic expression (in GPa)

PTðxÞ ¼ 2:3þ 6:5x�2:6x2 ð1:26Þ
The transition pressures to the first phase PT against alloy composition x for some II–VI

semiconductors are shown in Figure 1.32. The experimental data are taken for ZnxCd1�xS from
B�eliveau and Carlone [53], for ZnSxSe1�x from Tiong et al. [54] and for ZnSexTe1�x from
Pellicer-Porres et al. [55]. In Figure 1.32(c), the transition pressure to the second phase is also
plotted with the open circles. The linear interpolation is concluded to be an efficient tool to
estimate the phase transition pressure in semiconductor alloys.

1.7 CLEAVAGE PLANE

1.7.1 Cleavage

The cleavage properties of a crystal are strongly related to the atomic arrangement and
corresponding electron densitymap. Themost readily cleaved crystallographic planes can then
be determined only by the crystalline structure. They are (111) plane for alloys of diamond
type, (1 1 0) plane for zinc-blende type, ð11�20Þ and ð10�10Þ planes for wurtzite type and (100)
plane for rocksalt type [1].

1.7.2 Surface Energy

The cleavage energy is assumed equal to twice the surface energy of that plane. There is a dearth
of experimental measurements on surface energy. The surface energies for several group-VI
elemental, III–Vand II–VI binary semiconductors are listed in Tables 1.11–1.13 of Adachi [1].
No surface energy data are available for semiconductor alloys.
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Figure 1.32 Transition pressures to the first phasePTagainst x for (a) ZnxCd1�xS, (b) ZnSxSe1�x and (c)
ZnSexTe1�x. The transition pressure to the second phase is plotted in (c) by the open circles. The
experimental data are taken for (a) ZnxCd1�xS from B�eliveau and Carlone [53], for (b) ZnSxSe1�x from
Tiong et al. [54] and for (c) ZnSexTe1�x from Pellicer-Porres et al. [55]. cin¼ cinnabar; m¼metal;
rs¼ rocksalt (NaCl); s¼ semiconductor; zb¼ zinc-blende
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2 Thermal Properties

2.1 MELTING POINT AND RELATED PARAMETERS

2.1.1 Phase Diagram

(a) Group-IV semiconductor alloy

Figure 2.1 shows the phase diagram for the Si–Ge system at temperatures near the melting
point. The experimental data are taken from various sources. The solid lines show the quadratic
fit results (in �C)

Solidus surface : TsðxÞ ¼ 937þ 244xþ 231x2 ð2:1aÞ
Liquidus surface : TlðxÞ ¼ 937þ 916x�442x2 ð2:1bÞ

The phase diagram in Figure 2.1 suggests that Si and Ge are completely miscible as liquid
and as solid. Stable phases formed by Si and Ge are the liquid and a cubic diamond-type
substitutional solid solution. No phase changes or decompositions were detected roentgen-
ographically after annealing homogeneous SixGe1�x solid solutions for several months at
temperatures in the range 177–925 �C [1]. At high pressures above�15GPa, the bct structure
of a Si–Ge solid solution is estimated to be more stable than the diamond structure [2]. The
Si–Ge system is a typical representative of a systemwith strong segregation, i.e. a solid solution
in which the solid and liquid phases are separated by a large regime of coexistence.

(b) III–V semiconductor alloy

A series of papers demonstrated the feasibility of calculating phase diagrams in III–V ternary
systems based upon the regular or quasichemical equilibrium model for the solid and liquid
phases [3–5]. Because of the small lattice difference between GaAs and AlAs, their solid
solutions are the closest in the III–V semiconductor systems to being ideal and the alloys
are among the easiest to prepare by LPE. A perspective diagram depicting the solidus surface,
liquidus surface and binaryboundaries of theAl–Ga–As ternary system is shown inFigure 2.2(a).
Figure 2.2(b) also shows the pseudobinary phase diagram of AlAs–GaAs system.

We can see in Figure 2.2 that AlAs and GaAs are completely miscible as liquid and as solid.
Stable phases formed by these binary compounds are the liquid and a cubic zinc-blende sub-
stitutional solid solution of Al and Ga atoms in the cation site. The solid lines in Figure 2.2(b)
represent the solidus and liquidus surfaces (in �C) [6]

Solidus surface : TsðxÞ ¼ 1238�54xþ 560x2 ð2:2aÞ
Liquidus surface : TlðxÞ ¼ 1238þ 1082x�580x2 ð2:2bÞ

Properties of Semiconductor Alloys: Group-IV, III–V and II–VI Semiconductors    Sadao Adachi
© 2009 John Wiley & Sons, Ltd. ISBN: 978-0-470-74369-0



Figure 2.3 shows the solidus and liquidus curves for (a) GaP–InP, (b) GaAs–InAs and
(c) GaSb–InSb systems. These systems provided a homogeneous series of alloys differing
only in the anion substitution. The pseudobinary GaSb–InSb system can be approximated by
the quadratic expressions (in �C)

Solidus surface : TsðxÞ ¼ 524�72xþ 261x2 ð2:3aÞ

Liquidus surface : TlðxÞ ¼ 524þ 280x�90x2 ð2:3bÞ

This is not the case for the GaP–InP and GaAs–InAs systems, as seen in Figures 2.3(a)
and 2.3(b).
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Figure 2.1 Normal-pressure phase diagram of a Si–Ge system. The solid lines represent the quadratic
fits using Equation (2.1)

Figure 2.2 (a) Perspective diagram depicting the solidus surface, liquidus surface and binary
boundaries in the Al–Ga–As ternary system. (b) Solidus and liquidus curves for the AlAs–GaAs
pseudobinary system. The solid lines in (b) represent the solidus and liquidus surfaces calculated from
Equation (2.2)
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GaxIn1�xN is a random alloy having the wurtzite structure. Due to the large difference
(�11%) in the lattice constants between GaN and InN, the solid solution has a tendency to
undergo phase separation. It is possible to grow thin epitaxial GaxIn1�xN layers with the cubic
structure. The phase stability of GaxIn1�xN has been the subject of several experimental [7,8]
and theoretical studies [9–15].

We reproduce in Figure 2.4 the pseudobinary diagram of zinc-blende and wurtzite
GaxIn1�xN obtained theoretically by Gan et al. [15]. A direct comparison of the predicted
phase diagram to an experimental phase diagram cannot bemade since the latter has never been
determined.However, an experimental study onGa0.91In0.09N [8] suggested that this alloy does
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Figure 2.3 Solidus and liquidus curves for (a) GaP–InP, (b) GaAs–InAs and (c) GaSb–InSb pseu-
dobinary systems. The solid lines in (c) represent the solidus and liquidus surfaces calculated from
Equation (2.3)
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Figure 2.4 Pseudobinary phase diagram of zinc-blende and wurtzite GaxIn1�xN. The solid and open
circles represent the experimental data forwhich phase separationwas andwas not observed, respectively;
data taken from Doppalapudi et al. [8]. [Reprinted with kind permission from C. K. Gan, Y. P. Feng, and
D. J. Srolovitz, Phys. Rev. B 73, 235214 (2006). Copyright (2006) by the American Physical Society]
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not phase separate at the growth temperature of 923K. The corresponding data point
(x, T)¼ (0.09, 923K) is shown by the open circle in Figure 2.4. It lies in the region between
the binodal and spinodal, suggesting that the solid solution is metastable with respect to phase
segregation. Additional experimental points in Figure 2.4 show that phase separation occurs in
both Ga0.63In0.37N and Ga0.65In0.35N grown at 998K (solid circles) [8], in agreement with the
predicted phase diagram (i.e. the data fall in the spinodal region). Gan et al. [15] suggested that
the wurtzite structure is thermodynamically more stable than the zinc-blende structure at all
temperatures and alloy compositions. They also demonstrated that the lattice vibrations can
drastically alter the thermodynamic properties and phase diagram of GaxIn1�xN.

(c) II–VI semiconductor alloy

Figure 2.5 shows the phase diagram of the MgO–ZnO system at 4.4 GPa (solid lines) and at
ambient pressure (dashed lines). The ambient and high-pressure diagrams are taken from
Raghavan et al. [16] and Solozhenko et al. [17], respectively. At ambient pressure [16], the
MgO–ZnO system is of eutectic type and is characterized by the extensive solubility of ZnO in
MgO and the restricted solubility of MgO in ZnO. The two-phase region in the MgO–ZnO
system extends from 3.5 to 70.5mol% ZnO at 1000 �C and becomes narrower at higher
temperatures. Solozhenko et al. [17] observed a phase transition of w-MgxZn1�xO solid
solution into rocksalt by stepwise heating at various temperatures. The quenching of the
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Figure 2.5 Phase diagramofMgO–ZnOpseudobinary system at ambient pressure taken fromRaghavan
et al. [16] (dashed lines) and at 4.4 GPa (solid lines). MZO¼MgZnO; L¼ liquid; rs¼ rocksalt;
w¼wurtzite. [Reprinted with permission from V. L. Solozhenko et al., Solid State Commun. 138,
534–537 (2006), Copyright (2006) Elsevier]
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reaction mixtures resulted in the formation of stable MgxZn1�xO solid solutions with the
rocksalt structure. The phase diagram at 4.4 GPa in Figure 2.5 was proposed based on these
facts [17].

Figure 2.6 shows the ZnTe–CdTe solidus and liquidus curves. The experimental data are
taken from Steininger et al. [18]. XRD measurements indicated that ZnxCd1�xTe forms a
complete series of solid solutions with lattice parameters varying almost linearly with x. The
solidus and liquidus curves in Figure 2.6 represent monotonic and sublinear variations with x
from the melting point of CdTe to that of ZnTe. This type of x versus T variation suggests small
and nearly comparable positive deviations from ideality in the solid and liquid phases and is
similar to those observed in other II–VI systems, such as ZnSe–ZnTe [19],CdSe–CdTe [20] and
HgSe–HgTe (Figure 2.9).

The solid lines in Figure 2.6 represent the quadratic expressions (in �C)

Solidus surface : TsðxÞ ¼ 1092þ 30xþ 173x2 ð2:4aÞ
Liquidus surface : TlðxÞ ¼ 1092þ 131xþ 72x2 ð2:4bÞ

Of particular interest in Figure 2.6 is the slow increase in liquid temperatures and the relatively
narrow gap between solidus and liquidus curves (less than 0.16mole fraction). These are very
favorable for the growth of alloys from the melts in standard quartz ampoules up to relatively
high values of Zn content [21].

The CdS–CdTe system has different crystal structures, that is, the zinc-blende and wurtzite
structures, when prepared high temperatures. Early studies on this alloy system failed to
produce mixed crystals for the full range of compositions, concluding that a large miscibility
gap exists in the CdS–CdTe system. More recently, Ohata et al. [22] studied the system for the
full range of compositions and observed a change of phase from the zinc-blende to wurtzite at
x� 0.2. Wood et al. [23] confirmed using PIXE and XRD that bulk CdSxTe1�x alloy has the
zinc-blende structure for x� 0.2 and the wurtzite structure for x� 0.25. Figure 2.7 shows the
phase diagram of the CdS–CdTe system obtained by these authors [22,23].

Figure 2.8 illustrates the phase diagram for theCdSe–CdTe system [21]. This system and the
ZnTe–CdTe system in Figure 2.6 show typical ‘lens-shape’ phase diagrams with sublinear
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Figure 2.6 Solidus and liquidus curves for ZnTe–CdTe pseudobinary system. The experimental data are
taken from Steininger et al. [18]. The solid lines represent the solidus and liquidus surfaces calculated
from Equation (2.4)
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variations in temperature with composition and relatively narrow solidus–liquidus gaps. The
CdSe–CdTe system represents almost the same type of solidus–liquidus diagram with a
degenerate eutectic near 20mol% CdSe. The narrow zincblende–wurtzite two-phase region
inside the solidus field shows increasing stability of the wurtzite phase with increasing
temperature.
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Figure 2.7 Phase diagram of CdS–CdTe pseudobinary system. The experimental curves are taken from
Ohata et al. [22] and Wood et al. [23]

Figure 2.8 Phase diagram of CdSe–CdTe pseudobinary system. [Reprinted with permission from
J. Cryst. Growth, Phase diagrams and crystal growth of pseudobinary alloy semiconductors by
J. Steininger and A. J. Strauss, 13–14, 657. Copyright (1972), Elsevier]
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Harman and Strauss [24] determined the phase diagram for the HgSe–HgTe system. The
liquidus data in Figure 2.9 were measured by differential thermal analysis of cooling curves,
while the solidus points were obtained by determining the composition of the alloys that were
the first to freeze frommelts of known composition [24]. The solidus and liquidus curves show
a very small separation (about 3 mol% between 25 and 75mol% HgSe). The solid lines in
Figure 2.9 represent the quadratic expressions (in �C)

Solidus surface : TsðxÞ ¼ 670�12xþ 141x2 ð2:5aÞ
Liquidus surface : TlðxÞ ¼ 670þ 3xþ 127x2 ð2:5bÞ

2.1.2 Melting Point

The melting point Tm is one of the most essential thermophysical parameters. Some thermo-
physical parameters, including Tm, for a number of group-IV, III–Vand II–VI semiconductors
are summarized in Table 2.1.

Figure 2.10 shows the melting point Tm versus x for CxSi1�x. The open circles show the
experimental data for diamond and Si, while the solid circle represents the 3C-SiC (x¼ 0.5)
data. The solid line represents Vegard law. It predicts generally acceptable alloy values. We
have, however, already shown in Section 2.1.1 that a quadratic function or a higher-order
polynomial can be fitted to the solidus curves of many alloys. Therefore, attention should be
paid to the estimation of Tm using the linear interpolation scheme.

2.2 SPECIFIC HEAT

2.2.1 Group-IV Semiconductor Alloy

Specific heat is a strongly temperature-dependent quantity [25]. There has been no experi-
mental data on the specific heat of group-IV semiconductor alloys. Kagaya et al. [26]
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Figure 2.9 Phase diagram of HgSe–HgTe pseudobinary system. The experimental data are taken from
Harman [24]. The solid lines represent the solidus and liquidus surfaces calculated from Equation (2.5)
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Table 2.1 Melting point Tm, specific heat Cp, Debye temperature uD, thermal expansion coefficient ath

and thermal conductivity K for some group-IV, III–Vand II–VI semiconductors at 300K. d¼ diamond;
zb¼ zinc-blende; w¼wurtzite; h¼ hexagonal (P63/mmc (D6h)); rs¼ rocksalt; rh¼ rhombohedral

System Material Tm (K) Cp (J/gK) uD (K) ath (10
�6 K�1) K (W/cmK)

IV Diamond (d) 4100a 0.5148 1870 1.05 22
Si (d) 1687 0.713 643 2.616 1.56
Ge (d) 1210.4 0.3295b 348b 5.75 0.6
Sn (d) 0.278c 238c 5.25d

3C-SiC (zb) 2810 0.677e 1122 2.77 3.4f

2H-SiC (w) 2810

III–V BN (zb) > 3246 0.643 1613 1.15 �13g

BN (h) > 3246 0.805 323 �2.75 (?c) 3.9h

38.0 (jjc)
BP (zb) > 3300 0.75 1025i 2.94 3.5
BAs (zb) 2300 0.408 800
AlN (zb) 3487
AlN (w) 3487 0.728 988 3.042 (?c) 3.19h

2.227 (jjc)
AlP (zb) 2823 0.727 687 0.9
AlAs (zb) 2013 0.424 450 4.28 0.91
AlSb (zb) 1338 0.326b 370b 4.2j 0.57
GaN (zb) 2791
GaN (w) 2791 0.42 821 5.0 (?c) 1.95h

4.5 (jjc)
GaP (zb) 1730 0.313 493k 4.89 0.77
GaAs (zb) 1513 0.327 370 6.03 0.45
GaSb (zb) 991 0.344b 240b 6.35 0.36
InN (zb) 2146
InN (w) 2146 2.274 674 3.830 (?c) 0.45h,l

2.751 (jjc)
InP (zb) 1335 0.322 420b 4.56 0.68
InAs (zb) 1210 0.352 280b 5.50m 0.3
InSb (zb) 797 0.350b 161b 5.04 0.165–0.185

II–VI BeO (w) 2851 1.029 1280 7.2 (?c)n 3.7h

6.0 (jjc)n
BeS (zb) 0.83 900
BeTe (zb) 7.66
MgO (rs) 3250 0.928 745 10.5 0.52
MgS (rs) 2783o

MgSe (zb) �1560
MgTe (w) > 1300
ZnO (zb) 1975
ZnO (w) 1975 0.497 416 4.31 (?c) 0.54h

2.49 (jjc)
ZnS (zb) 2196 0.486 440 6.71 0.27

(continued)
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investigated theoretically the specific heat of SixGe1�x from 0 to 500K. The difference in
specific heat between at constant pressure and constant volume Cp–Cv was found to be
negligible at low temperatures, but increased by less than 3–3.5% at 500K. The calculated Cp

values fell between the endpoint values of Si and Ge.
Figure 2.11 shows the specific heatCp versus x for CxSi1�x at 300K. The experimental data

for diamond, Si and 3C-SiC (x¼ 0.5) are shown by the open and solid circles. The dashed line
represents the linear interpolation result between the experimental diamond and Si values
written as (in J/g K)

CpðxÞ ¼ 0:713�0:198x ð2:6Þ

Table 2.1 (Continued )

System Material Tm (K) Cp (J/gK) uD (K) ath (10
�6 K�1) K (W/cmK)

ZnS (w) 2196 351 6.54 (?c) 0.17h,p

4.59 (jjc)
ZnSe (zb) 1793 0.360 340 7.8 0.19
ZnTe (zb) 1568 0.258 260 8.33 0.18
CdO (rs) 1700 0.340 255 14 0.007
CdS (zb) 1748
CdS (w) 1748 0.3280 310 4.30 (?c) 0.20h,q

2.77 (jjc)
CdSe (zb) 1531
CdSe (w) 1531 0.281 135 4.13 (?c) �0.09h

2.76 (jjc)
CdTe (zb) 1365 0.211 185 4.70 0.075
HgS (zb) 1723 4.3r

HgSe (zb) 1072 0.355 242 1.41 0.001–0.035
HgTe (zb) 943 0.162 143 4.70 0.0238

aAt 12.5GPa
bAt 273K
cAt 100K
dAt 220K
eCv value
fAt 290K
gEstimated
hThis semiconductor has two tensor components,K? andKjj; however, the difference betweenK? andKjj appears to be
less than the experimental uncertainty at room temperature
iAt 320K
jAt 280K
kAt 150K
lCeramics
mObtained from an analysis of GaInPAs quaternary data
nAt 373 K
oTheoretical
pNote that thew-ZnS crystal used in the experiment may be faulted; therefore, the value for this crystal is much smaller
than that for c-ZnS
qAt 283K
rT¼ 484� 621K
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The linear interpolation is concluded to estimate generally acceptable alloy Cp values. The
solid line in Figure 2.11 shows the result of quadratic fit (in J/g K)

CpðxÞ ¼ 0:713þ 0:051x�0:245x2 ð2:7Þ

2.2.2 III–V Semiconductor Alloy

Sirota et al. [27] determined theCp andCv values of InPxAs1�x from5 to 160K and theirCp data
obtained at 160K are shown graphically in Figure 2.12. The solid line shows the linear
interpolation result between InP and InAs (in J/g K)

CpðxÞ ¼ 0:220þ 0:027x ð2:8Þ
The linear interpolation scheme is found to yield generally acceptable alloy values.
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Figure 2.10 Melting point Tm versus x for CxSi1�x. The open and solid circles show the experimental
data. The solid line represents the result of Vegard law between diamond and Si
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Figure 2.11 Specific heat Cp versus x for CxSi1�x at 300K. The open and solid circles show the
experimental data. The dashed line shows the linear interpolation result given by Equation (2.6), while the
solid line is calculated from Equation (2.7)
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Sirota et al. [28] measured the Cp and Cv values of (GaAs)x(InP)1�x quaternary from 5 to
300K. Figure 2.13 shows the Cp data measured at 300K. The solid line represents the result of
linear interpolation given by (in J/gK)

CpðxÞ ¼ 0:309þ 0:014x ð2:9Þ

It should be noted that the GaAs and InP values of 0.323 and 0.309 J/gK reported by Sirota
et al. [28] are slightly smaller than those listed in Table 2.1. It can be seen in Figure 2.13,
however, that the linear interpolation scheme is a useful tool for estimating alloy Cp

values. Using the linear interpolation scheme, we obtain Cp versus x (0� x� 1.0) and T
(300� T� 1500K) for AlxGa1�xAs as (Cp in J/g K) [29]

Cpðx; TÞ ¼ ð0:343þ 0:133xÞþ ð4:7þ 1:5xÞ � 10�5T�ð3:2þ 3:3xÞ � 103T�2 ð2:10Þ
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Figure 2.13 Specific heat Cp versus GaAs composition x for (GaAs)x(InP)1�x at 300K. The experi-
mental data are taken from Sirota et al. [28]. The solid line shows the linear interpolation result between
the endpoint binary data
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Figure 2.12 Specific heat Cp versus x for InPxAs1�x at 160K. The experimental data are taken from
Sirota et al. [27]. The solid line shows the linear interpolation result between the endpoint binary data
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2.2.3 II–VI Semiconductor Alloy

The specific heat of CdxHg1�xTe was measured from 5 to 300K by Sirota et al. [30] and from
room temperature up to 523 K by Gambino et al. [31]. The data of Gambino et al. revealed a
remarkable anomaly in the formofanabrupt increasebelowa ‘step temperature’whichdepended
on x, as shown in Figure 2.14(a). The step temperature reached a maximum at about mid-range
composition. It clearly signified an equilibrium solid-state phase change, which they suggested,
could be a miscibility gap. As plotted in Figure 2.14(b), this phase change reaches 358K at
x¼ 0.253 and might reach 240K at x¼ 0.2. Maleki and Holland [32] subjected Gambino’s data
to a polynomial fit and summarized their results in tabular form. Sirota et al. [30] mentioned ‘an
anomaly’ which caused their data to scatter from 15 to 80K, but did not observe the phase
boundary reported by Gambino et al., possibly because their temperatures were too low [32].

The Cp versus x data for CdxHg1�xTe measured at 500K by Gambino et al. [31] are shown
in Figure 2.14(c). The solid line represents the linear interpolation between CdTe and HgTe.
It is understood that Cp can be successfully estimated from the linear interpolation scheme;
however, a shallow dip in the experimental Cp–x plots is observed in the region centered
at x� 0.5. Gambino et al. [31] considered that the dip in Cp at x� 0.5 is due to the pre-
sence of two phases and to the thermal effect associated with the change in equilibrium
(solid $ solid(1) þ solid(2)) during Cp measurement, i.e. sample heating.

2.3 DEBYE TEMPERATURE

2.3.1 General Considerations

Principally, the X-ray Debye temperature uD for pure metal can be given by [33]

mu2D ¼ 9f�h2

Ck2Ba
ð2:11Þ
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Figure 2.14 (a) Specific heat Cp versus temperature T for CdxHg1�xTe with x¼ 0� 1.0. (b) Misci-
bility gap versus x for CdxHg1�xTe. (c) Specific heat Cp versus x for CdxHg1�xTe at 500K. The
experimental data in (a)–(c) were obtained fromGambino et al. [31]. The solid line in (c) shows the linear
interpolation result between the endpoint binary data
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where m is the displacement of an atom from its lattice site, f is an average nearest-neighbor
force constant, C is a numeric constant which depends on the lattice structure, kB is
Boltzmann’s constant and a is the atomicmass unit. For a random alloy, the Debye temperature
can be simply written as [33]

mu2D ¼
X
i

ximiu
2
Di þ

1

2

X
i„j

Aijxixjðmiu
2
Di þmju

2
DjÞ ð2:12Þ

where Aij is the factor accounting for the effect of an alloy disorder on the nearest-neighbor
force constant.

Although Equation (2.12) is for X-ray Debye temperature, it can also be applied to specific-
heat Debye temperatures since the two differ by a factor depending on Poisson’s ratio, which
does not vary significantly from metal to metal and also from semiconductor to semiconduc-
tor [25]. Ifmi is not dependent on material and Aij is negligibly small, Equation (2.12) can then
be simply written as

u2DðxÞ ¼
X
i

xiu
2
Di ð2:13Þ

The simplest Vegard law can be expressed as

uDðxÞ ¼
X
i

xiuDi ð2:14Þ

2.3.2 Group-IV Semiconductor Alloy

Figure 2.15 shows the Debye temperature uD versus x for CxSi1�x at 300K. The open and solid
circles represent the experimental data for diamond, Si and 3C-SiC (x¼ 0.5). The light solid
line is calculated from Equation (2.13), while the dashed line is obtained from Equation (2.14).

0 0.2 0.4 0.6 0.8 1.0
0

500

1000

1500

2000

θ D
(K

)

x

3C-SiC

CxSi1- x

Figure 2.15 Debye temperature uD versus x for CxSi1�x at 300 K. The heavy solid, light solid and
dashed lines are calculated from Equations (2.12), (2.13) and (2.14), respectively
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The heavy solid line can also be obtained from Equation (2.12) with m¼mi(¼mj)¼ 1
and Aij¼ 1.4 (all these quantities are assumed to be non-dimensional). The high Debye
temperature reflects low atomic mass and therefore short interatomic bond length in ANB8�N

semiconductors [25].

2.3.3 III–V Semiconductor Alloy

The specific-heat Debye temperature uD for (a) InPxAs1�x at 160K and (b) (GaAs)x(InP)1�x

at 300K is shown in Figure 2.16. The experimental data are taken from Sirota et al. [27,28].
The solid lines show the calculated results obtained using Equation (2.14). It was found that
the uD versus x data can be satisfactorily explained by this expression. The Debye temperatures
for these alloys are also found to vary with temperature in the same way as for the endpoint
binaries, passing through a deep minimum in the region 10–20K [27,28].

2.3.4 II–VI Semiconductor Alloy

Nikiforov and Sredin [34] determined the specific-heat Debye temperature uD for CdxHg1�xTe
using a calorimeter. These results are shown in Figure 2.17. The solid line represents the linear
interpolation result between the endpoint data in Table 2.1. As in the case of the III–V
semiconductor alloys, the Debye temperature of CdxHg1�xTe is a smooth and monotonic
function of x; however, we can see an abrupt change at x¼ 0.2. This may be due to an
experimental error or may be the effect of any difference in crystalline quality. Since the Debye
temperature is amodel parameter that cannot bemeasured directly, it may contain considerable
uncertainty, including numeric error.
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Figure 2.16 Debye temperature uD versus x for (a) InPxAs1�x at 160K and (b) (GaAs)x(InP)1�x at
300K. The experimental data for InPxAs1�x are taken fromSirota et al. [27] and for (GaAs)x(InP)1�x from
Sirota et al. [28]. The solid lines show the results calculated using Equation (2.14)
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2.4 THERMAL EXPANSION COEFFICIENT

2.4.1 Group-IV Semiconductor Alloy

During cooling down in epitaxial growth, a difference in thermal expansion can produce the
driving force that moves the defects in the semiconductor heterostructure. Knowledge of the
thermal expansion coefficient is, thus, essential not only from a physical point of view, but also
for semiconductor device engineering.

Figure 2.18 shows the linear thermal expansion coefficient ath for CxSi1�x at 300K.
The experimental data are shown by the open and solid circles. The dashed line represents the
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Figure 2.17 Debye temperature uD versus x for CdxHg1�xTe at 300K. The experimental data are taken
fromNikiforov and Sredin [34]. The solid line shows the linear interpolation result using Equation (2.14)
between the endpoint binary data
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Figure 2.18 Linear thermal expansion coefficient ath versus x for CxSi1�x at 300 K. The dashed line
represents the linearly interpolated result of Equation (2.15). The solid line shows the quadratic fit of
Equation (2.16)
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linear interpolation between diamond and Si (in 10�6 K�1)

athðxÞ ¼ 2:62�1:57x ð2:15Þ

3C-SiC can be regarded as an alloy of C and Si (x¼ 0.5); however, the linearly interpolated
x¼ 0.5 value in Figure 2.18 does not show good agreement with the experimental 3C-SiC data.
It should be noted that C and Si crystallize in the diamond structure, but 3C-SiC crystallizes in
the zinc-blende structure. The solid line in Figure 2.18 represents the quadratic fit (in 10�6 K�1)

athðxÞ ¼ 2:62þ 2:03x�3:60x2 ð2:16Þ

The ath value for SixGe1�xwas measured by Zhdanova et al. [35] and their results obtained
at temperatures between 473 and 773K are reproduced in Figure 2.19. The expansion
decreased monotonically from Ge to Si. A gradual increase in ath was also found with
increasing temperature from�300Kup to�1100K. In Figure 2.19, there is a sudden change in
the slope at x� 0.15, which coincides with the transition of electronic properties from Ge-like
to Si-like (Figure 6.8).

The linear expansion coefficient ath is proportional to the specific heat Cv (Gr€uneisen
rule) [25]

ath ¼ 1

a

qa
qT

� �

p

¼ gCvCo

3V
ð2:17Þ

Figure 2.19 Linear thermal expansion coefficientath versus x for SixGe1�x at 473 and 773K. [Reprinted
from Izv. Akad. Nauk. SSSR Neorg. Mater. 3, 1263 (1967)]
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where g is the averaged Gr€uneisen parameter, Cv is the specific heat at constant volume, Co is
the isothermal compressibility andV is the volume of the crystal. Theoretical work onath, g and
Cv was carried out by Kagaya et al. [26]. A simplified model was used where the lattice
vibrations of Si and Ge atoms in the Si–Ge solid solution were assumed to be those of pure Si
and Ge except that the lattice constant of the alloy was used. As in pure Si and Ge, the negative
thermal expansion was predicted at low temperatures in SixGe1�x.

2.4.2 III–V Semiconductor Alloy

Figure 2.20 shows the x dependence ofath for AlxGa1�xAs at 300K. The experimental data are
taken from Takahashi [36] and Bak-Misiuk [37]. The result of linear interpolation between
AlAs andGaAs is shown by the solid line. The difference inath between theGaAs substrate and
the AlxGa1�xAs epilayer can be approximated in Figure 2.20 by (in K�1)

DathðxÞ ¼ 1:75x� 10�6 ð2:18Þ

The linear thermal expansion coefficients ath plotted against x for GaxIn1�xP and GaPxAs1�x

at 300K are shown in Figures 2.21(a) and 2.21(b), respectively. The experimental data are taken
for GaxIn1�xP from Kudman and Paff [38] and Leszczynski et al. [39] and for GaPxAs1�x from
Straumanis et al. [40]. It is apparent fromFigure 2.21(a) that the thermal expansion ofGaxIn1�xP
by Kudman and Paff [38] can be expressed as a linear function of x (solid circles). However, the
endpoint values extrapolated from these data seem to be considerably larger than the generally
accepted values (Table 2.1). Leszczynski et al. [39]measured theath value of relaxedGa0.5In0.5P
layers grown on GaAs by LPE and reported it as �4.6� 10�6K�1. This value (open circle)
agrees well with the linear interpolation scheme (solid line).

The data in Figure 2.21(b) can be approximated by the linear interpolation scheme (solid line).
The experimental data can be read more exactly from the dashed curve written as (in 10�6K�1)

athðxÞ ¼ 6:03�3:14xþ 2:00x2 ð2:19Þ
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Figure 2.20 Linear thermal expansion coefficient ath versus x for AlxGa1�xAs at 300K. The experi-
mental data are taken from Takahashi [36] and Bak-Misiuk et al. [37] (open circles). The linear
interpolation result between the AlAs and GaAs values is shown by the solid line
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The x dependence of ath for GaxIn1�xPyAs1�y has been investigated by many authors (see
Adachi [41]). The experimental ath versus y for GaxIn1�xPyAs1�y/InP at 300K is plotted in
Figure 2.22 [41]. The ath values are found to almost linearly decrease with increasing y. The
endpoint binary data are available for GaP,GaAs and InP, but not for InAs (Table 2.1). The solid
line in Figure 2.22 represents the linear interpolation expression (in 10�6 K�1)

athðxÞ ¼ 4:89xyþ 6:03xð1�yÞþ 4:56ð1�xÞyþ 5:50ð1�xÞð1�yÞ ð2:20Þ
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Figure 2.21 Linear thermal expansion coefficients ath as a function of x for (a) GaxIn1�xP and
(b) GaPxAs1�x at 300K. The experimental data in (a) are taken from Kudman and Paff [38] (solid
circles) and Leszczynski et al. [39] (open circle) and in (b) fromStraumanis et al. [40] (open squares). The
solid lines in (a) and (b) show the linear interpolation results between the endpoint binary data. The dashed
line in (b) represents the result calculated using Equation (2.19)
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Figure 2.22 Linear thermal expansion coefficients ath versus y for GaxIn1�xPyAs1�y/InP at 300K. The
experimental data are taken from Adachi [41]. The solid line represents the linear interpolation result of
Equation (2.20)
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In obtaining Equation (2.20), we assumed the InAs value to be ath¼ 5.50� 10�6 K�1.
The linear interpolation expression in Figure 2.22 explains the experimental data satisfactorily.
The ath value for AlxGa1�xP has also been reported by Bessolov et al. [42].

2.4.3 II–VI Semiconductor Alloy

The ath variations in ZnxHg1�xTe and CdxHg1�xTe have been measured from 4 to 290K [43].
The bulk crystals were grown by the THM. The negative thermal expansions at temperatures
below�65K were clearly observed in ZnTe, CdTe and HgTe binaries and also in their alloys.
The solid circles and triangles in Figure 2.23 show the experimental data measured at
280K [43]. They are largely scattered. This is especially true for ZnxHg1�xTe.

The thermal expansion behaviors were also studied for ZnS0.03Se0.97 from 300 to 550K [44]
and for MgxZn1�xSe (0.1� x� 0.5) from 10 to 300K [45]. The negative thermal expansion in
conjunction with abnormal temperature dependence of the E0 edge was observed at T� 75K
for MgxZn1�xSe [45].

2.5 THERMAL CONDUCTIVITYAND DIFFUSIVITY

2.5.1 Thermal Conductivity

(a) General considerations

An exact calculation of the lattice thermal conductivity K is possible in principle, but lack of
knowledge of various material parameters and the difficulty of obtaining an exact solution of
phonon– phonon interactions are formidable barriers. In the case of semiconductor alloys, an
additional contribution, which is the result of a random distribution of constituent atoms in
sublattice sites, should be taken into consideration. A phenomenological model of the lattice
thermal conductivity for semiconductor alloys was first proposed by Abeles [46]. His model
starts from three kinds of relaxation times: t�1

N ¼ B1v
2 (three-phonon normal process),

t�1
U ¼ B2v

2 (three-phononUmklapp process) and t�1
D ¼ AGv2 (strain andmass point defects),
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Figure 2.23 Linear thermal expansion coefficients ath as a function of x for ZnxHg1�xTe and
CdxHg1�xTe at 280K. The experimental data are taken from Bagot et al. [43]. The solid lines represent
the linear interpolation results between the endpoint binary data
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where v is the phonon frequency, B1, B2 and A are constants independent of v and G is the
disorder parameter depending on the masses and radii of the constituent atoms.

The lattice thermal resistivity W¼K�1 obtained by Abeles [46] is given by

WðxÞ
WpðxÞ ¼ 1þ 5

9
a

� �
tan�1U

U
þ ½1�ðtan�1U=UÞ�2

½ð1þaÞ=5a�U4�ð1=3ÞU2�ðtan�1U=UÞþ 1

( )�1

ð2:21Þ

with

UðxÞ2 ¼ U0ðxÞ2 1þ 5

9
a

� ��1

ð2:22Þ

where

U0ðxÞ2 ¼ A1GðxÞWpðxÞ�1 ð2:23Þ

In Equations (2.21)–(2.23), Wp(x) is the lattice thermal resistivity of the crystal in which the
disorder lattice is replacedby anorderedvirtual crystal,a is a normal/Umklapp ratio (a¼B1/B2)
and A1 is nearly constant within a group of ANB8�N semiconductors. G(x) can be written as

GðxÞ ¼ xð1�xÞ DM
MðxÞ

� �2
þ «

Dd
dðxÞ2

" #( )
ð2:24Þ

where DM¼MA�MB, Dd¼ dA� dB, M(x)¼ xMA þ (1� x)MB and d(x)¼ xdA þ (1� x)dB
(Mi and di (i¼A, B) are the masses and radii of the constituent atoms). « is regarded as a
phenomenological, adjustable parameter. The first and second terms in the curly brackets in
Equation (2.24) correspond to the contributions from the mass-defect and strain scatterings,
respectively.

Abeles’s model was used by Adachi [47,48] and Nakwaski [49] for several III–V alloys.
Adachi [47] showed that for an AxB1�xC alloy

WðxÞ ¼ xWAC þð1�xÞWBC þ xð1�xÞCAB ð2:25Þ

is essentially the same as Equation (2.21), where WAC and WBC are the binary thermal
resistivities and CAB is a contribution arising from the lattice disorder (G) due to the random
distribution of A and B atoms in the cation sublattice sites. Equation (2.25) is known as the
Nordheim rule [50,51] and can be readily converted to the lattice thermal conductivity K

KðxÞ ¼ 1

WðxÞ ¼
1

xWAC þð1�xÞWBC þ xð1�xÞCAB
ð2:26Þ

In an AxB1�xCyD1�y quaternary alloy, not only should the A–B disorder due to the random
distribution of the A and B atoms in the cation sublattice and the C–D disorder due to the
random distribution of the C and D atoms in the anionic sublattice be taken into consideration,
but also the fact that both the cation and anion sublattices are disordered as well. Neglecting the
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cation–anion interaction effect, we obtain

Kðx;yÞ ¼ 1

Wðx;yÞ
¼ 1

xyWACþxð1�yÞWADþð1�xÞyWBCþð1�xÞð1�yÞWBDþxð1�xÞCABþyð1�yÞCCD

ð2:27Þ

In doped semiconductors, the thermal conductivity can be given by the sumof the lattice and
electronic contributions. In a metal, the electronic thermal conductivity K and electrical
conductivity s at temperature T are related by the Wiedemann–Franz law

K ¼ LTs ð2:28Þ

or, equivalently

r ¼ LTW ð2:29Þ

where L is the Lorenz number and r is the electrical resistivity.
The thermal resistivity W as a function of x for CuxAu1�x is shown in Figure 2.24. Cu–Au

alloy is among the best studied of all metallic alloy systems. The solid and open circles
represent the experimental data for the ordered (CuAu and Cu3Au) and disordered phases,
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Figure 2.24 Thermal resistivityW as a function of x for CuxAu1�x at 300K. The solid circles represent
the experimental data obtained from ordered alloys (CuAu and Cu3Au), while the open circles represent
the data taken from disordered alloys. The solid and dashed lines are calculated fromEquation (2.25) with
CCuAu¼ 8.15 cmK/W and with and without properly taking into account the alloy ordering effect at
x¼ 0.5 and 0.75 (CuAu and Cu3Au), respectively
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respectively. These data were obtained from various sources (e.g. Jacobsson and Sundqvist
[52]). The solid and dashed lines are calculated from Equation (A.5) (Equation (2.25)) with
CCuAu¼ 8.15 cmK/Wand with and without properly taking into account the ordering effect at
x¼ 0.5 and 0.75 (CuAu andCu3Au), respectively. It is evident fromFigure 2.24 that the ordered
alloy data are much smaller than those estimated from Equation (2.25) (dashed line). The
ordering in metallic alloy is, thus, found to greatly decrease W, irrespective of the ordered
structure (CuAu¼L10 (tetragonal) or Cu3Au¼L12 (cubic)). Similarly, the electrical resisti-
vity r of the ordered phase is much lower than that of the disordered phases (Figure 12.1).

The ordering effect in semiconductor alloys was observed to occur spontaneously during
epitaxial growth [53]. Kuan et al. [54] first observed an ordered phase (CuAu-I type) in an
MOCVD-grown AlGaAs epilayer. Since the first finding of CuPt-type ordering in SiGe
alloy [55], this type of ordering and others have also been reported in many III–V and II–VI
semiconductor alloys (Section 1.3.2). However, no clear ordering effect on the carrier transport
properties in semiconductor alloys has been observed. In the following, therefore, we pay no
attention to the spontaneous ordering effect, except for CxSi1�x with x¼ 0.5 (3C-SiC).

Since the lifetimes of the dominant phonons in semiconductor alloys are �100 ps, the
frequency dependence of K would not be observable in experiments unless f > 1GHz.
However, the frequency-dependent K of Si0.4Ge0.6, Ga0.51In0.49P and Ga0.47In0.53As was
clearly observed over a wide range of modulation frequencies 0.1 < f < 10MHz and tempera-
tures 88 <T < 300K from time-dependent TR measurements [56]. The reduction in K at high
frequencies was consistent with a model calculation assuming that phonons with mean free
paths larger than the thermal penetration depth do not contribute to K as measured in the
experiment.

(b) Group-IV semiconductor alloy

There has been no experimental or theoretical work on the thermal conductivity of CxSi1�x.
This is because of the low solubility of C in Si (�6� 10�6) [57]. In Figure 2.25 only the
experimental K andW data for 3C-SiC (x¼ 0.5) together with those for diamond and Si have
been plotted [48]. Note that diamond and Si crystallize in the diamond structure, while 3C-SiC
crystallizes in the zinc-blende structure. It is, therefore, considered that 3C-SiC is an ordered
form of CxSi1�x (x¼ 0.5), or more succinctly, it is a compound, not an alloy.

The solid lines in Figure 2.25 are calculated fromEquations (2.25) and (2.26) without taking
into account the contribution of alloy disorder (i.e. CCSi¼ 0 cmK/W), while the dashed lines
are obtained by assuming CCSi¼ 15 cmK/W and properly taking into account the ordering
effect at x¼ 0.5. The diamond and Si values used in the calculation are taken fromTable 2.2. In
Figure 2.25, the thermal conductivity and resistivity of 3C-SiC can be satisfactorily interpreted
by the linear interpolation scheme (CAB¼ 0 cmK/W). It is also expected from Figure 2.25(b)
that the alloying leads to a large increase inW due to increased disorder scattering (dashed line).
Similarly, not only a large increase in W in doped Si [58,59], but also a decrease in W in
isotopically enriched diamond [60–62] and Si [59,63] has been reported.

Systematic work on the thermal conductivity of SixGe1�x was carried out by Dismukes
et al. [64] and the values they obtained for K andW are plotted in Figure 2.26. The solid lines
represent the results calculated usingEquations (2.25) and (2.26)withCSiGe¼ 50 cmK/W[48].
The thermal resistivity markedly increased with alloying. The W value at x� 0.5 is about 28
times as large as those of Si and Ge. Such a feature was motivated by desire to obtain increased
performance for thermoelectric power conversion since the figure of merit for such a device
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Figure 2.25 (a) Thermal conductivity K and (b) resistivity W versus x for CxSi1�x at 300K. The
experimental data for diamond, Si and 3C-SiC (x¼ 0.5) are taken from Table 2.2. The solid lines are
calculated from Equations (2.25) and (2.26) without taking into account the contribution of alloy disorder
(i.e. CCSi¼ 0 cmK/W), while the dashed lines are obtained assuming CCSi¼ 15 cmK/W and properly
taking into account the alloy ordering effect at x¼ 0.5 (3C-SiC). [Reprinted with permission from
S. Adachi, J. Appl. Phys. 102, 3502 (2007). Copyright (2007), American Institute of Physics]

Table 2.2 Room-temperature thermal conductivity K and resistivity W for some group-IV and III–V
semiconductors, together with alloy disorder parameters Cab used in the calculation of K and W.
d¼ diamond; w¼wurtzite; zb¼ zinc-blende

Material K (W/cmK) W (cmK/W) Cab (cmK/W)

Diamond (d) 22 0.045 CSiGe¼ 50
Si (d) 1.56 0.64 CAlGa¼ 32
Ge (d) 0.60 1.67 CAlIn¼ 15a

AlN (w) 3.19 0.31 CGaIn¼ 72
AlP (zb) 0.90 1.1 CNP¼ 36a

AlAs (zb) 0.91 1.10 CNAs¼ 12a

AlSb (zb) 0.57 1.75 CNSb¼ 10a

GaN (w) 1.95 0.51 CPAs¼ 25
GaP (zb) 0.77 1.30 CPSb¼ 16a

GaAs (zb) 0.45 2.22 CAsSb¼ 91
GaSb (zb) 0.36 2.78
InN (w) 0.45 2.22
InP (zb) 0.68 1.47
InAs (zb) 0.30 3.3
InSb (zb) 0.175 5.71

aEstimated from Equation (2.31)
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applicationvaries proportionally toW. Onemethod of achieving a high value forW is by the use
of a fine-grain SiGe technique, in which a decrease in thermal conductivity of up to 50% was
attained by increasing grain-boundary scattering of phonons [65].

(c) III–V semiconductor alloy

Figure 2.27 shows the thermal conductivity K versus x for (Al, Ga)–V ternaries: (a) w-
AlxGa1�xN and (b) AlxGa1�xAs [48]. The experimental data are taken forw-AlxGa1�xN from
Daly et al. [66] and Liu and Balandin [67] and for AlxGa1�xAs from Afromowitz [68] and
Pichardo et al. [69]. The solid lines represent the results calculated using Equation (2.26). The
III–V binary data are taken from Table 2.2. The reduction in K from the binary value is much
larger inw-AlxGa1�xN than inAlxGa1�xAs.However, these (Al, Ga)–V ternaries have the same
disorder parameterCAlGa¼ 32 cmK/W (solid lines). It was also found [66] that polycrystalline
GaN has a thermal conductivityK, which is more than an order of magnitude lower than that of
bulk GaN.

It should be noted that the thermal conductivity K (or thermal resistivity W) is a quantity
given by a second-rank symmetric tensor [25]. The wurtzite-type III–N semiconductors thus
have two tensor components, K? and Kk. However, the difference between K? and Kk usually
appears to be less than the experimental uncertainty at room temperature [70].

Figure 2.28 shows the thermal conductivity K versus x for (Ga, In)–V ternaries:
(a) w-GaxIn1�xN, (b) GaxIn1�xAs and (c) GaxIn1�xSb [48]. The experimental data in (a)
are taken from Pantha et al. [71], in (b) from Abrahams et al. [72] and Arasly et al. [73] and in
(c) from Magomedov et al. [74]. The solid lines in (a)–(c) represent the results calculated using
Equation (2.26)withCGaIn¼ 72cmK/W. It should be noted that the InNvalueWInN¼ 2.22cmK/W
used in the calculation corresponds to that for InN ceramics, not the bulk crystalline value.
The dashed line in Figure 2.28(a) shows the result calculated using Equation (2.26) and a

0

0.5

1.0

1.5

2.0

K
 (

W
/c

m
 K

) SixGe1-x

(a)

(b)

0 0.2 0.4 0.6 0.8 1
0

5

10

15

20

x

W
 (

cm
K

/W
)

Figure 2.26 (a) Thermal conductivity K and (b) resistivity W versus x for SixGe1�x at 300K. The
experimental data are taken fromDismukes et al. [64]. The solid lines are obtained from Equations (2.25)
and (2.26) withCSiGe¼ 50 cmK/W. [Reprinted with permission from S. Adachi, J. Appl. Phys. 102, 3502
(2007). Copyright (2007), American Institute of Physics]
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Figure 2.27 Thermal conductivity K versus x for (Al, Ga)-based III–V ternaries at 300K:
(a) w-AlxGa1�xN and (b) AlxGa1�xAs. The experimental data in (a) are taken from Daly et al. [66]
and Liu and Balandin [67] and in (b) from Afromowitz [68] and Pichardo et al. [69]. The solid lines are
obtained from Equation (2.26) with CAlGa¼ 32 cmK/W. [Reprinted with permission from S. Adachi,
J. Appl. Phys. 102, 3502 (2007). Copyright (2007), American Institute of Physics]
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Figure 2.28 Thermal conductivity K versus x for (Ga, In)-based III–V ternaries at 300 K:
(a) w-GaxIn1�xN, (b) GaxIn1�xAs and (c) GaxIn1�xSb. The experimental data in (a) are taken from
Pantha et al. [71] (solid triangles), in (b) fromAbrahams et al. [72] andArasly et al. [73] (solid circles) and
in (c) from Magomedov et al. [74] (solid circles). The solid lines in (a)–(c) are obtained from
Equation (2.26) with CGaIn¼ 72 cmK/W. The dashed line in (a) is also obtained from Equation (2.26)
with a properly chosen value of WInN¼ 0.5 cmK/W (open circle), instead of the ceramics InN value of
WInN¼ 2.22 cmK/W (solid line). [Reprinted with permission from S. Adachi, J. Appl. Phys. 102, 3502
(2007). Copyright (2007), American Institute of Physics]
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properly chosenvalue ofWInN¼ 0.5 cmK/W, instead of the ceramics valueWInN¼ 2.22 cmK/W
(solid line). The small WInN effect is remarkable only in the limited region x< 0.2.

It is well known that dilute alloying of GaAs with InAs is a very effective technique
for reducing the dislocation density of semiinsulating GaAs crystals grown by the liquid-
encapsulated Czochralski method. Ohmer et al. [75] studied the effect of the addition of a small
quantity of InAs on the thermal properties of GaAs. They reported that for x¼ 0.005 the thermal
conductivity is reduced to 50% of the GaAs value. This region is in accordancewith theory if the
size difference is considered and combined coherently with the mass difference [76].

Values of K and W versus x for AlAsxSb1�x are shown in Figures 2.29(a) and 2.29(b),
respectively [48]. The experimental data are taken from Borca-Tasciuc et al. [77]. The solid
lines are calculated from Equations (2.25) and (2.26) withCAsSb¼ 91 cmK/W. The agreement
between the calculated and experimental results was found to be very satisfactory.

The lattice thermal conductivity K versus x plots for III–(P, As) ternaries GaPxAs1�x and
InPxAs1�x are shown in Figures 2.30(a) and 2.30(b), respectively [48]. The experimental data
for GaPxAs1�x are taken from Carlson et al. [78] and Maycock [79] and for InPxAs1�x from
Maycock [79] and Bowers et al. [80]. The solid lines represent the results calculated using
Equation (2.26) with CPAs¼ 25 cmK/W. The fit-determined disorder parameter CPAs¼ 25 cm
K/W is comparable to CAlGa¼ 32 cmK/W, but much smaller than CGaIn¼ 72 cmK/W and
CAsSb¼ 91 cmK/W.

The K values of some III–V quaternaries are shown in Figure 2.31 [48]. The experimental
data for AlxGa1�xAsySb1�y/GaSb are taken from Borca-Tasciuc et al. [77] and Both
et al. [81], for GaxIn1�xPyAs1�y/InP from Both et al. [82] and for GaxIn1�xAsySb1�y/GaSb
from Both et al. [81].

The theoretical curves in Figure 2.31 are obtained from Equation (2.27) with (a) CAlGa¼
32 cmK/W and CAsSb¼ 91 cmK/W, (b) CGaIn¼ 72 cmK/W and CPAs¼ 25 cmK/W and
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Figure 2.29 (a) Thermal conductivity K and (b) resistivityW versus x for AlAsxSb1�x at 300K. The
experimental data are taken from Borca-Tasciuc et al. [77]. The solid lines are obtained from
Equations (2.25) and (2.26) with CAsSb¼ 91 cmK/W. [Reprinted with permission from S. Adachi,
J. Appl. Phys. 102, 3502 (2007). Copyright (2007), American Institute of Physics]
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Figure 2.30 Thermal conductivityK versus x for (P, As)-based III–V ternaries at 300K: (a) GaPxAs1�x

and (b) InPxAs1�x. The experimental data in (a) are taken fromCarlson et al. [78] andMaycock [79] and
in (b) fromMaycock [79] and Bowers et al. [80]. The solid lines are obtained from Equation (2.26) with
CPAs¼ 25 cmK/W. [Reprinted with permission from S. Adachi, J. Appl. Phys. 102, 3502 (2007).
Copyright (2007), American Institute of Physics]
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Figure 2.31 Thermal conductivity K versus x or y for III–V quaternaries at 300K: (a)
AlxGa1�xAsySb1�y/GaSb, (b) GaxIn1�xPyAs1�y/InP and (c) GaxIn1�xAsySb1�y/GaSb. The experimen-
tal data for AlxGa1�xAsySb1�y/GaSb are taken from Borca-Tasciuc et al. [77] and Both et al. [81], for
GaxIn1�xPyAs1�y/InP from Both et al. [82] and for GaxIn1�xAsySb1�y/GaSb from Both et al. [81]. The
solid lines are calculated from Equation (2.27) with (a) CAlGa¼ 32 cmK/W and CAsSb¼ 91 cmK/W,
(b) CGaIn¼ 72 cmK/W and CPAs¼ 25 cmK/W and (c) CGaIn¼ 72 cmK/Wand CAsSb¼ 91 cmK/W. The
dashed line in (c) represents the result calculated using Equation (2.27) with the introduction of the very
small disorder parameters CGaIn¼ 10 cmK/Wand CAsSb¼ 20 cmK/W. [Reprinted with permission from
S. Adachi, J. Appl. Phys. 102, 3502 (2007). Copyright (2007), American Institute of Physics]
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(c) CGaIn¼ 72 cmK/W and CAsSb¼ 91 cmK/W. The disorder parameters Cab are obtained
from the III–V ternary data analyses. The lattice-matching relationships between x and y are
taken from Tables 1.9 and 1.10.

The agreement between the experimental and calculated data in Figures 2.31(a) and 2.31(b) is
very good and successfully explains the composition dependence ofK in the alloys. It should be
noted, however, that the calculation in Figure 2.31(c) produces aK value considerably lower than
the experimental value. The input of very smallCab values into Equation (2.27) improves the fit
very well; however, the endpoint ternary K value (InAs0.91Sb0.09) becomes very large and the
binaryK value (GaSb) very small, comparedwith the generally accepted values. The dashed line
in Figure 2.31(c) shows an example of such a calculation. Putting CGaIn¼ 10 cmK/W and
CAsSb¼ 20 cmK/W into Equation (2.27), we obtain K¼ 0.30W/cmK for x¼ 0 (InAs0.91Sb0.09)
and 0.25W/cmK for x¼ 1.0 (GaSb), which are far from the generally accepted values.

If the endpoint K values and Cab are available, the lattice thermal conductivity and its
dependence on alloy composition can easily be calculated from Equation (2.26) or
Equation (2.27). At the limit of weak scattering, the disorder parameter G in Equation (2.24)
can be simply written as

G ¼
X
i

ci
Mi� �M

�M

� �2

ð2:30Þ

where ci is the fractional concentration of the ith species,Mi is the atomicmass of the ith species
and �M is the average atomic mass.

Figure 2.32 plots the obtained Cab values versus G [48]. It can be seen that Cab decreases
with the increase inG. The solid line represents the least-squares fit of the III–V ternaries given
by (Cab in cmK/W)

Cab ¼ G
7:7

� ��0:90

ð2:31Þ
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Figure 2.32 Cab versus G determined for some group-IV binary and III–V ternary alloys and metallic
Cu–Au alloy at 300K. The solid line represents the least-squares fit (III–V ternary data) using
Equation (2.31). [Reprinted with permission from S. Adachi, J. Appl. Phys. 102, 3502 (2007). Copyright
(2007), American Institute of Physics]
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Using this expression, the unknownCab value can be estimated. For example, G of the cationic
disorder system i¼( Al, In) in Equation (2.30) is 0.384. Introducing this value into Equa-
tion (2.31), we obtain CAlIn¼ 15 cmK/W.

Figure 2.33 shows the lattice thermal conductivity as a function of x for (a) GaxIn1�xP and
(b) GaAsxSb1�x [48]. No experimental data are available for these alloys. The solid lines are
calculated from Equation (2.26) withCGaIn¼ 72 cmK/W in (a) and CAsSb¼ 95 cmK/W in (b).
As expected, the calculatedK value markedly decreases with alloying and exhibits a minimum
at x� 0.5.

In an AxByCzD (ABxCyDz) quaternary alloy, the lattice thermal conductivity K can be
written as

Kðx; y; zÞ ¼ 1

Wðx; y; zÞ ¼
1

xWAD þ yWBD þ zWCD þ xyCAB þ xzCAC þ yzCBC
ð2:32Þ

with

xþ yþ z ¼ 1 or z ¼ 1�x�y ð2:33Þ

Since the thermal conductivity or resistivity in Equation (2.32) is specified in terms of the
alloy composition x, y and z only, K orW of a quaternary alloy with arbitrary composition can
easily be calculated. For example, the thermal conductivity ofAlxGayIn1�x�yNcan be estimated
from (in W/cmK)

KAlGaInNðx; y; zÞ ¼ 1

3:19xþ 1:95yþ 0:45zþ 32xyþ 15xzþ 72yz
ð2:34Þ
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Figure 2.33 Thermal conductivity K versus x for some III–V ternaries at 300K: (a) GaxIn1�xP and
(b) GaAsxSb1�x. These values were estimated from Equation (2.26) with CGaIn¼ 72 cmK/W (a) and
CAsSb¼ 95 cmK/W (b) (solid lines). The solid circles represent the experimental endpoint binary data.
[Reprintedwith permission fromS. Adachi, J. Appl. Phys. 102, 3502 (2007). Copyright (2007), American
Institute of Physics]
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Similarly, the K values for (AlxGa1�x)0.53In0.47P/GaAs and (AlxGa1�x)0.48In0.52As/InP can be
estimated, as shown in Figure 2.34 [48]. The disorder parameters Cab used are taken from
Table 2.2. The lattice-matching relationships between x and y for these quaternaries are taken
from Table 1.11.

(d) II–VI semiconductor alloy

Ioffe and Ioffe [83] reported the thermal conductivity of ZnTe–CdTe, CdSe–HgSe,
ZnSe–ZnTe, HgSe–HgTe, ZnSe–CdTe and ZnTe–CdSe alloys. Each of the starting materials
was crushed into a fine powder, carefully blended in the required proportions, compressed
under a pressure of 2–5 t/cm2 at a temperature of about 300 �C and then repeatedly annealed at
higher temperatures until a stable value of thermal conductivity was attained. All the
experimental data showed a marked decrease in thermal conductivity with alloying. Because
of the ceramic-like nature of the samples, their absolute valuesmay bemuch smaller than those
of the bulk crystalline materials.

Aliev et al. [84] have reported the temperature dependence of K for CdxHg1�xTe with
x¼ 0�0.2. These results are shown in Figure 2.35. The data give amaximumK near 8K. In the
temperature range from 10 to 100K, HgTe (x¼ 0) has a thermal conductivity proportional to
T�1.2. The alloys with x > 0 have lower thermal conductivities and the temperature exponents
are also less. The experimentally determined exponents for various non-alloyed group-IV,
III–V and II–VI semiconductors are summarized in Table 2.9 of Adachi [25].

The thermal conductivities K for ZnxHg1�xTe and CdxHg1�xTe and their melts were
reported by Sha et al. [85] and Su [86], respectively. These data were determined from the
experimental diffusivities and theoretical specific heats (Section 2.5.2).
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Figure 2.34 Thermal conductivity K versus x for some III–V quaternaries at 300K: (a)
(AlxGa1�x)0.53In0.47P/GaAs and (b) (AlxGa1�x)0.48In0.52As/InP. These values were estimated from
Equation (2.32) with CAlGa¼ 32 cmK/W, CAlIn¼ 15 cmK/W and CGaIn¼ 72 cmK/W. [Reprinted with
permission from S. Adachi, J. Appl. Phys. 102, 3502 (2007). Copyright (2007), American Institute of
Physics]
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2.5.2 Thermal Diffusivity

(a) General considerations

The thermal diffusivity D can be obtained from the thermal conductivity K by means of the
definition

D ¼ K

Cpg
ð2:35Þ

whereCp and g represent the specific heat at constant pressure and crystal density, respectively.
Thermal diffusivity D is measured in cm2/s.

(b) Alloy value

Figure 2.36 shows the inverse plots of D versus x for (a) CxSi1�x and (b) AlxGa1�xAs. The
endpoint data are indicated by the open circles. The experimental data for 3C-SiC is also shown
in Figure 2.36(a) by the solid circle. The solid line in Figure 2.36(b) is obtained from
Equation (2.35) using the K and Cp values in Table 2.2 (Equation (2.26)) and Equation (2.10),
respectively. The inverse thermal diffusivity D�1 of 3C-SiC is found to be well interpreted by
the linear interpolation between the endpoint data.

Figure 2.37 shows the plot ofK andD versus x for (GaAs)x(InP)1�x quaternary. TheK values
are obtained from (in W/cmK)

KðGaAsÞðInPÞðxÞ ¼ 1

2:22xþ 1:47ð1�xÞþ 72xð1�xÞþ 25xð1�xÞ ð2:36Þ

Figure 2.35 Thermal conductivityK for CdxHg1�xTewith x¼ 0, 0.05, 0.1 and 0.2. [Reprinted from Sov.
Phys Solid State 2, 719 (1960)] The solid line represents the exponential relationship, K/ T�1.2
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TheCp values used in the calculation ofD are taken fromEquation (2.9), whileg is interpolated
between GaAs and InP.
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3 Elastic Properties

3.1 ELASTIC CONSTANT

3.1.1 General Considerations

The second-order elastic stiffness [C] and compliance tensors [S] are defined by the general-
ized Hooke’s law: ½X� ¼ ½C�½e� or ½e� ¼ ½S�½X�, where [X] and [e] are, respectively, the elastic
stress and strain tensors which have six components. The elastic tensors [C] and [S] are
second-order fourth-rank and have symmetric 6� 6 components. Their explicit tensor forms
are given in Adachi [1]. We present in Tables 3.1–3.3 the elastic stiffness and compliance
constants for a number of group-IV, III–Vand II–VI semiconductors used for obtaining alloy
values.

3.1.2 Room-temperature Value

(a) Group-IV semiconductor alloy

Figure 3.1 shows the elastic constants Cij of the metallic alloy Cu–Au. The solid and open
circles represent the experimental ordered (CuAu3 and Cu3Au) and disordered phase data,
respectively, gathered from various sources. The solid lines show the linear interpolation
values betweenAu and Cu. No clear ordering effect can be found in the elastic properties of the
metallic alloy.

Figure 3.2 shows the plots of experimentalCij data for 3C-SiC (x¼ 0.5), together with those
for diamond and Si. Note that 3C-SiC crystallizes in the zinc-blende structure and is a
compound, not an alloy. The solid lines show the linear interpolation between diamond and Si.
Because of the extremely large Cij values of diamond, the linearly interpolated SiC values
deviate considerably from the experimental values.

Mendik et al. [2] determined the elastic constants of a relaxed Si0.49Ge0.51 film using
Brillouin scattering and his data are shown in Figure 3.3, together with those of Si and Ge. The
alloy value can be safely estimated using the linear interpolation scheme.

(b) III–V semiconductor alloy

Only a few reports of the direct measurement of elastic constants are available for III–V
semiconductor alloys. The elastic constants Cij of GaxIn1�xSb have been determined using
a pulse echo method [3]. Figure 3.4 shows these results. The linearly interpolated values are
shown by the solid lines and the experimental data are in good agreement with the linear
interpolation results.

Figure 3.5 shows the elastic constants Cij versus y or x for (a) GaxIn1�xPyAs1�y/InP and
(b) (AlxGa1�x)0.53In0.47P/GaAs. The solid circles show the endpoint data determined by
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Table 3.1 Elastic stiffness Cij and compliance constants Sij for a number of cubic group-IV, III–V
and II–VI semiconductors at 300K. d¼ diamond; zb¼ zinc-blende; rs¼ rocksalt

System Material Cij (10
11 dyn/cm2) Sij (10

�12 cm2/dyn)

C11 C12 C44 S11 S12 S44

IV Diamond (d) 107.9 12.4 57.8 0.0949 �0.00978 0.1730
Si (d) 16.564 6.394 7.951 0.7691 �0.2142 1.2577
Ge (d) 12.870 4.770 6.670 0.9718 �0.2628 1.499
Sn (d)a 6.90 2.93 3.62 1.94 �0.578 2.76
3C-SiC (zb) 39.0 14.2 25.6 0.318 �0.085 0.391

III–V BN (zb) 82.0 19.0 48.0 0.134 �0.025 0.208
BP (zb) 31.5 10 16 0.37 �0.09 1.00
BAs (zb)b 27.9 12.0 11.3 0.484 �0.145 0.885
AlN (zb)b 31.5 15.0 18.5 0.458 �0.148 0.541
AlP (zb)b 15.0 6.42 6.11 0.897 �0.269 1.64
AlAs (zb) 11.93 5.72 5.72 1.216 �0.394 1.748
AlSb (zb) 8.769 4.341 4.076 1.697 �0.5618 2.453
GaN (zb)b 29.1 14.8 15.8 0.523 �0.176 0.633
GaP (zb) 14.050 6.203 7.033 0.9756 �0.2988 1.422
GaAs (zb) 11.88 5.38 5.94 1.173 �0.366 1.684
GaSb (zb) 8.838 4.027 4.320 1.583 �0.4955 2.315
InN (zb)b 19.2 7.30 9.35 0.659 �0.182 1.07
InP (zb) 10.22 5.73 4.42 1.639 �0.589 2.26
InAs (zb) 8.329 4.526 3.959 1.945 �0.6847 2.526
InSb (zb) 6.608 3.531 3.027 2.410 �0.8395 3.304

II–VI BeS (zb)b 12.3 7.30 5.69 1.47 �0.55 1.76
BeSe (zb)b 11.0 6.66 5.03 1.66 �0.63 1.99
BeTe (zb)b 8.87 5.54 3.86 2.16 �0.83 2.59
MgO (rs) 29.4 9.3 15.5 0.401 �0.096 0.647
MgS (zb)b 8.88 5.53 3.87 2.16 �0.83 2.58
MgSe (zb)b 7.58 4.86 3.17 2.64 �1.03 3.15
MgTe (zb)b 5.28 3.66 1.93 4.38 �1.79 5.18
ZnS (zb) 10.2 6.46 4.46 1.95 �0.76 2.25
ZnSe (zb) 8.57 5.07 4.05 2.09 �0.78 2.47
ZnTe (zb) 7.15 4.08 3.11 2.39 �0.85 3.25
CdS (zb) 7.70 5.39 2.36 3.07 �1.26 4.24
CdSe (zb) 6.67 4.63 2.23 3.48 �1.42 4.48
CdTe (zb) 5.35 3.69 2.02 4.27 �1.74 4.95
HgS (zb) 8.13 6.22 2.64 3.65 �1.58 3.79
HgSe (zb) 6.08 4.46 2.23 4.34 �1.84 4.49
HgTe (zb) 5.32 3.68 2.08 4.33 �1.77 4.80

aObtained from an analysis of the phonon dispersion curves at 90K
bCalculated or estimated
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Brillouin scattering for Ga0.47In0.53As [4] and Ga0.53In0.47P [5]. Since the lattice-matched
quaternaries have the same lattice constants over the entire composition range (aInP¼ 5.8690A

�

or aGaAs¼ 5.65330 A
�
), their elastic constants are not expected to show strong dependence

on the alloy composition [1]. The solid lines in Figures 3.5(a) and 3.5(b) represent the results
calculated using Equations (A.6) and (A.8), respectively.

Table 3.2 Elastic stiffness constant Cij for a number of hexagonal group-IV, III–V and II–VI
semiconductors at 300K (in 1011 dyn/cm2). w¼wurtzite; h¼ hexagonal (P63/mmc (D6h))

System Material C11 C12 C13 C33 C44 C66
a

IV 2H-SiC (w)b 50.1 11.1 5.2 55.3 16.3 19.5

III–V BN (h) 52.0 43.1 37.0 42.4 6.5 4.5
AlN (w) 41.0 14.0 10.0 39.0 12.0 13.5
GaN (w) 37.3 14.1 8.0 38.7 9.4 11.6
InN (w) 19.0 10.4 12.1 18.2 0.99 4.3

II–VI BeO (w) 46.1 12.6 8.85 49.2 14.8 16.8
ZnO (w) 20.9 12.0 10.4 21.8 4.41 4.45
ZnS (w) 12.2 5.8 4.2 13.8 2.87 3.2
CdS (w) 8.65 5.40 4.73 9.44 1.50 1.63
CdSe (w) 7.41 4.52 3.9 8.43 1.34 1.45

aC66¼ 1/2(C11�C12)
bAssuming that the 2H-SiC values are the same as those for 6H-SiC within experimental error

Table 3.3 Elastic compliance constant Sij for a number of hexagonal group-IV, III–V and II–VI
semiconductors at 300K (in 10�12 cm2/dyn). w¼wurtzite; h¼ hexagonal (P63/mmc (D6h))

System Material S11 S12 S13 S33 S44 S66
a

IV 2H-SiC (w)b 0.211 �0.045 �0.016 0.184 0.614 0.512

III–V BN (h) 0.726 �0.398 �0.286 0.735 1.54 2.25
AlN (w) 0.285 �0.085 �0.051 0.283 0.833 0.740
GaN (w) 0.320 �0.112 �0.043 0.276 1.06 0.864
InN (w) 0.957 �0.206 �0.499 1.21 10.1 2.33

II–VI BeO (w) 0.240 �0.060 �0.032 0.215 0.677 0.600
ZnO (w) 0.782 �0.345 �0.210 0.664 2.24 2.254
ZnS (w) 1.10 �0.45 �0.20 0.86 3.48 3.10
CdS (w) 2.08 �1.00 �0.54 1.60 6.66 6.16
CdSe (w) 2.32 �1.12 �0.55 1.69 7.47 6.88

aS66¼ 2(S11� S12)
bAssuming that the 2H-SiC values are the same as those for 6H-SiC within experimental error
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(c) II–VI semiconductor alloy

The elastic constant C11 of MBE-BexZn1�xSe on GaAs(100) has been determined using
Brillouin scattering [6]. Figure 3.6 shows these results. The BeSe value is estimated from the
simple Cij–a (lattice parameter) relationship described in Adachi [1]. The solid line is linearly
interpolated between the endpoint binary data. The experimental data in Figure 3.6 suggest
an upward bowing. Peiris et al. [6] determined C11 from the sound velocities vs by measuring
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Figure 3.1 Elastic constants Cij of Cu–Au. The solid and open circles represent the experimental
ordered (LI2 type) and disordered alloy data, respectively. The solid lines show the linear interpolation
results between Au and Cu
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Figure 3.2 Elastic constants Cij of CxSi1�x at 300K. The solid circles represent the 3C-SiC data
(x¼ 0.5). The solid lines show the linear interpolation results between the endpoint elemental data
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frequency shift Dv of the Brillouin components using the relationship

Dv ¼ �2vLn
vs
c
sin

u

2

� �
ð3:1Þ

wherevL is the frequencyof the incident laser radiation, n is the refractive indexof thematerial,
c is the speed of light in vacuum and u is the scattering angle (180�). Using a prism coupler
technique, they also determined n for BexZn1�xSe.

Figure 3.7 shows the elastic constants Cij versus x for ZnxCd1�xTe. The experimental data
are taken from Andrusiv et al. [7] (x¼ 0.35, 0.57 and 0.71), from Maheswaranathan et al. [8]
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Figure 3.3 Elastic constants Cij of SixGe1�x at 300K. The experimental data (x¼ 0.49) are taken from
Mendik et al. [2]. The solid lines show the linear interpolation results between the endpoint elemental data
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Figure 3.4 Elastic constants Cij of GaxIn1�xSb at 300K. The experimental data are taken from Galibert
and Bougnot [3]. The solid lines show the linear interpolation results between the endpoint binary data
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(x¼ 0.48) and from Queheillalt and Wadley [9] (x¼ 0.04). These data are in agreement with
the linearly interpolated values within experimental accuracy.

3.1.3 External Perturbation Effect

(a) Temperature effect

Only a few reports are available on the temperature dependence of Cij for III–V and II–VI
alloys [3,7,9]. Figure 3.8 shows the linearly interpolated dCij/dT versus y for GaxIn1�xPyAs1�y/
InP calculated from Equation (A.6). The binary values used are taken from Table 3.8 in
Adachi [1].
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Figure 3.5 Elastic constants Cij versus y or x for (a) GaxIn1�xPyAs1�y/InP and (b) (AlxGa1�x)0.53
In0.47P/GaAs at 300K. The open circles in (a) represent the InP data, while the solid circles in (a) and
(b) show the endpoint ternary data taken from Carlotti et al. [4] (Ga0.47In0.53As) and Hassine et al. [5]
(Ga0.53In0.47P), respectively. The solid lines show the linear interpolation results of Equations (A.6)
and (A.8)
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The temperature-dependent Cij values of ZnxCd1�xTe have been determined from 78 to
300K [7] and from 300 up to 1413K [9]. The solid circles in Figure 3.9 show the dCij/dT data
for ZnxCd1�xTe (x¼ 0.04) [9]. The endpoint data taken from Table 3.8 in Adachi [1] are also
shown by the open circles. The x¼ 0.04 data are found to largely deviate from the linearly
interpolated values. The temperature-dependent Cij values for GaxIn1�xSb (x¼ 0.78–0.95)
were also measured using the pulse echo method between 4 and 300K [3].
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Figure 3.7 Elastic constantsCij versus x for ZnxCd1�xTe at 300K. The experimental data are taken from
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Figure 3.8 Linearly interpolated dCij/dT versus y for GaxIn1�xPyAs1�y/InP at 300K. The binary dCij/dT
data used in the calculation (Equation (A.6)) are taken from Adachi [1]

ELASTIC PROPERTIES 87



(b) Pressure effect

The pressure coefficient dCij/dp is a dimensionless quantity [1]. The linearly interpolated
dCij/p values for GaxIn1�xPyAs1�y/InP are shown in Figure 3.10. The binary data are taken
from Table 3.8 in Adachi [1]. Like dCij/dT in Figure 3.8, the dCij/dp versus y plots show very
weak nonlinearity with respect to y.

Maheswaranathan et al. [8] measured the pressure coefficients dCij/dp of CdTe and
ZnxCd1�xTe for p up to 4 kbar. They obtained dC11/dp¼ 3.6� 0.1, dC12/dp¼ 4.4� 0.1
(296K) and dC44/dp¼ 1.99� 0.01 (196K) for CdTe; dC11/dp¼ 4.0� 0.1, dC12/dp¼ 4.4�
0.1 (296K) and dC44/dp¼ 2.38� 0.02 (196K) for Zn0.48Cd0.52Te.
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Figure 3.9 dCij/dT versus x for ZnxCd1�xTe at 300K. The data represented by solid circles are taken
from Queheillalt and Wadley [9] (x¼ 0.04), while the open circles represent the endpoint binary data [1]
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3.2 THIRD-ORDER ELASTIC CONSTANT

No experimental data has been reported on the third-order elastic constants (Cijk) of group-IV,
III–Vor II–VI semiconductor alloys. This necessitates the use of some sort of an interpolation
scheme. The reported Cijk values for some non-alloyed group-IV, III–V and II–VI semicon-
ductors are summarized in Tables 3.11 and 3.12 of Adachi [1].

3.3 YOUNG’S MODULUS, POISSON’S RATIO
AND SIMILAR PROPERTIES

3.3.1 Group-IV Semiconductor Alloy

The general properties of various elastic moduli, such as Young’s modulus and Poisson’s ratio,
are presented in Adachi [1]. The alloy Cij values can be estimated with good accuracy using
the linear interpolation scheme (Section 3.1.2). Thus, the various elastic moduli can be
calculated from the linearly interpolated Cij values. The expressions of the various elastic
moduli can be found in Adachi [1].

As an example, the bulk moduli Bu calculated from the linearly interpolated Cij values of
CxSi1�x (dashed line) are illustrated in Figure 3.11. The endpoint and 3C-SiC data are shown
by the open and solid circles, respectively [1]. These data show weak downward bowing (solid
line).

Using a Monte Carlo simulation, Kelires [10] found that CxSi1�x exhibits an accurate
power-law dependence of Bu on the lattice constant a or, equivalently, on the �average� nearest-
neighbor distance d, over the whole composition range.

3.3.2 III–V Semiconductor Alloy

A technique using XRD was demonstrated for the simultaneous determination of Poisson’s
ratio P, lattice constant a and composition x for some III–V ternaries [11]. In Figure 3.12 P
versus x has been plotted for (a) AlxIn1�xAs, (b) GaxIn1�xP and (c) GaxIn1�xAs. The solid lines
represent the results calculated from the linearly interpolated Cij values.
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Figure 3.11 BulkmodulusBu versus x for CxSi1�x at 300K calculated using the linearly interpolatedCij

values (dashed line). The endpoint and 3C-SiC values are shown by the open and solid circles,
respectively [1]. These experimental data exhibit weak downward bowing (solid line)
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Figure 3.13 shows the bulkmodulusBu as a function of y forGaxIn1�xPyAs1�y/InP. The solid
line represents the Bu versus y curve calculated from the linearly interpolated Cij values.
The experimental data plotted are taken fromPrins andDunstan [12]. The experimentalBu data
are found to be the same as InP to within 1%, while Ga0.47In0.53As (y¼ 0) is 5% lower.

Caro et al. [13] determined Poisson’s ratio P of AlxGa1�xAs using a HRXRD. They con-
cluded that both the lattice parameter a and Poisson’s ratioP are in agreement with Vegard law.

3.3.3 II–VI Semiconductor Alloy

The elastic constantsCij for the Be-based II–VI semiconductors, BeS, BeSe and BeTe listed in
Table 3.1, are estimated from the simple Cij–a (lattice parameter) relationship in Adachi [1].
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Figure 3.12 Poisson’s ratio P versus x for (a) AlxIn1�xAs, (b) GaxIn1�xP and (c) GaxIn1�xAs at 300K.
The solid lines represent the P versus x curves calculated from the linearly interpolated Cij values. The
solid circles show the experimental data taken from Hoke et al. [11], while the open circles represent the
endpoint binary data taken from Adachi [1]
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Figure 3.13 Bulk modulus Bu versus y for GaxIn1�xPyAs1�y/InP at 300K. The solid line represents the
Bu versus y curve calculated from the linearly interpolated Cij values. The solid circles represent the
experimental data taken from Prins and Dunstan [12]. The open circle also represents the InP data taken
from Adachi [1]
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These elastic constants yield the bulk moduliBu of 90, 81 and 67 GPa for BeS, BeSe and BeTe,
respectively. On the other hand, the experimental data were Bu¼ 92.2� 1.8 GPa for BeSe and
66.8� 0.7 GPa for BeTe if the pressure derivatives dBu/dp were fixed at 4 [14].

TheWDXS techniquewas employed to study the elastic properties of ZnxM1�xSe (M¼Cd,
Fe or Mn) [15]. Figure 3.14 shows the ZnxCd1�xSe data for x¼ 0.9. The Bu versus x curve is
calculated from the linearly interpolated Cij values, while the dBu/dp curve is simply obtained
from the linear interpolation between the endpoint values inAdachi [1]. The pressure derivative
of Bu can now be written as [1]

dBu

dp
¼ 1

3

dC11

dp

� �
þ 2

3

dC12

dp

� �
ð3:2Þ

The bulk moduli Bu of ZnSexTe1�x (0� x� 1.0) have been determined using the WDXS
[16]. These data are presented in Figure 3.15. The solid line shows the linear least-squares fit
given by

BuðxÞ ¼ 53:0þ 13:5x ð3:3Þ
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Figure 3.14 Bulk modulus Bu and pressure derivative dBu/dp versus x for c-ZnxCd1�xSe at 300K. The
solid line represents the Bu versus y curve calculated using the linearly interpolated Cij values. The solid
line for dBu/dp is also obtained from the linear interpolation scheme using the endpoint binary data in
Adachi [1] (open triangles). The experimental data (x¼ 0.9) are taken from Lin et al. [15]
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Figure 3.15 Bulk modulus Bu versus x for ZnSexTe1�x at 300K. The experimental data are taken from
Pellicer-Porres et al. [16]. The solid line represents the least-squares fit of Equation (3.3). The open circles
show the endpoint binary data taken from Adachi [1]
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The x-dependent Young’s moduli Y have been determined for BexZn1�xSe grown on
GaP(100) and GaAs(100) by MBE [17]. The measured Y values increased almost linearly
with increasing x. However, these data are slightly larger than the generally accepted values,
e.g. about 10% larger for ZnSe.

3.4 MICROHARDNESS

3.4.1 Group-IV Semiconductor Alloy

No detailed studies relating to the microhardness of group-IV semiconductor alloys have been
found in the literature. The hardness values H for Si, diamond and 3C-SiC are shown
graphically in Figure 3.16. The experimental data are taken from Table 3.23 in Adachi [1].
The 3C-SiC value deviates slightly from the weighted average of diamond and Si.

3.4.2 III–V Semiconductor Alloy

Several authors have carried out measurements on the microhardness H of III–V semiconduc-
tor alloys. The H values for some (Al, Ga)- and (Ga, In)-based ternaries are shown in
Figures 3.17 and 3.18, respectively. The experimental data in Figure 3.17 are taken from
C�aceres et al. [18] and Hjort et al. [19] and in Figure 3.18 fromBourhis and Patriarche [20] and
Schenk and Silber [21]. The open circles represent the data taken from Adachi [1].

It can be seen fromFigures 3.17 and 3.18 that themicrohardness is almost linearwith respect
to x, except in the case of GaxIn1�xP. The considerable strengthening observed in GaxIn1�xP
(x� 0.5) was attributed to the high crystal friction as confirmed by the flow-stress values [20].

Themicrohardness anisotropywas determined for GaxIn1�xPyAs1�y/InP. Figure 3.19 shows
the 3D representation of the Knoop hardness anisotropy on the (100) surfaces of
GaxIn1�xPyAs1�y/InP with y as a parameter [22]. The ternary (y¼ 0) and quaternary hardness
anisotropy in Figure 3.19 share a general shape, which is fundamentally different from that of
InP, having two or more maxima and one or more minima instead of one maximum and two
minima. The major slip system in the diamond and zinc-blende structures is 1/2<110 > {111}.
Dislocations generated by plastic deformation, therefore, lie on the {111} planes with
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Figure 3.16 MicrohardnessH versus x for CxSi1�x at 300K. The endpoint and 3C-SiC values are plotted
by the solid circles. These data are taken fromAdachi [1]. The solid line represents the linear interpolation
result between the endpoint elemental data
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1/2<110 > Burgers vectors. The radically different shape of the anisotropy curves observed
may suggest significant differences between the deformation behavior of the alloys and InP,
which might be associated with different dislocation dynamics and even, perhaps, a primary
slip system different from the <110 > , {111} system.

The composition dependence of the average Knoop hardness H in Figure 3.19 shows
that H increases with increasing y from the ternary value (�5.2GPa), peaking at y� 0.5
(H� 5.4GPa), and decreasing with further increases of y (H� 4GPa at y¼ 1.0) [22].

3.4.3 II–VI Semiconductor Alloy

Themicrohardness of BeO has been reported to beH� 0.92–13GPa [23]. There has, however,
been no experimental data for H in BeS, BeSe and BeTe. Alloying ZnSe with a more covalent
II–VI compound such as BeSemay significantly alter themechanical properties and eventually
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Figure 3.17 Microhardness H versus x for (a) w-AlxGa1�xN and (b) AlxGa1�xAs at 300K. The
experimental data in (a) are taken from C�aceres et al. [18] and in (b) from Hjort et al. [19]. The solid
line in (b) shows the linear interpolation result between the endpoint binary data [1]
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Figure 3.18 MicrohardnessH versus x for (a)GaxIn1�xPand (b)GaxIn1�xSb at 300K. The experimental
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lead to viable devices. In particular, both hardness and elastic modulus are expected to be
enhanced by increasing the bond covalency. The composition dependence ofH for BexZn1�xSe
has been investigated by several authors. We summarize these results in Figure 3.20. The
experimental data are taken from Waag et al. [24] (open circles) and Paszkowicz et al. [25]
(solid circles). The solid line also shows the experimental data of Grillo et al. [26]. Although
there is a large difference inH, all these data show an increase inHwith increasing x. The data
of Grillo et al. [26] show a peak in H at x� 0.7.

The microhardness H for ZnSexTe1�x (0� x� 0.06) and BexZn1�xSeyTe1�y (0� x� 0.11)
has been measured by Maruyama et al. [27]. These data show an increase inHwith increasing
Se or Be concentration.

Figure 3.21 shows the experimentalH data for ZnxHg1�xSe as measured by Fang et al. [28].
The open circles represent the endpoint data taken from Adachi [1]. The solid line represents
the linearly interpolated result. The experimental curve shows a pronounced peak at

Figure 3.19 Three-dimensional representation of microhardness anisotropy observed on (1 0 0)-
oriented GaxIn1�xPyAs1�y/InP with y as a parameter (y¼ 0–1.0) at 300K. [Reproduced with permission
from D. Y. Watts and A. F. W. Willoughby, J. Mater. Sci. 23, 272 (1988), Copyright (1988) Springer]
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Figure 3.20 Microhardness H versus x for BexZn1�xSe at 300K. The experimental data are taken from
Waag et al. [24] (open circles) and Paszkowicz et al. [25] (solid circles). The solid line also represents the
experimental data by Grillo et al. [26]
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x� 0.7. Similarly, the experimental curve for ZnxCd1�xTe obtained by Schenk andDunog [29]
showed a peak at x� 0.7, as shown in Figure 3.22. A peak at x� 0.7 was also observed in
CdxHg1�xTe [28]. The microhardness at x� 0.7 in ZnxHg1�xSe is about 1.6 GPa, which is at
least twice the value of that in CdxHg1�xTe. The microhardness H of CdxHg1�xTe decreased
with increasing temperature from 300 to 600K, e.g. fromH� 0.7GPa at 300K to�0.2GPa at
600K for x¼ 0.7 [30].

Generally, isoelectronic doping in the order of ppm leads to a softening of the crystal lattice
due to thevacancies in the lattice being filledwith dopant atoms, andhence the etch-pit density is
reduced, virtuallywithout affecting the electrical properties of thematerial. Softening as a result
of isoelectronic doping has been observed in In-doped GaAs [31] and in Zn-doped CdS [32].

Figure 3.21 Microhardness H versus x for ZnxHg1�xSe at 300K. [Reproduced with permission from
S. Fang, L. J. Farthing, M.-F. S. Tang, and D. A. Stevenson, J. Vac. Sci. Technol. A 8, 1120 (1990).
Copyright (1990), American Vacuum Society]. The solid line shows the linear interpolation result
between the endpoint binary data [1]

Figure 3.22 Microhardness H versus x for ZnxCd1�xTe at 300K. [Reproduced with permission from
M. Schenk and L. T. H. Dunog, Semicond. Sci. Technol. 13, 335 (1998), Copyright (1998) Institute of
Physics]. The solid line shows the linear interpolation result between the endpoint binary data [1]
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In conclusion of this section, themicrohardnessH of some tetrahedral semiconductor alloys
shows a liner relationship between H and the alloy composition. More ionic semiconductor
alloys, namely, II–VI alloys, however, show not only a clear upward bowing, but also a
deviation from the parabolic behavior of the microhardness H. Such deviations lead to a peak
in H at x� 0.7 and not at x� 0.5.

3.5 SOUND VELOCITY

If the crystal density g and elastic stiffnessCij of a solid are known, the sound velocity v can be
calculated from the simple relationship

v ¼
ffiffiffiffiffiffi
Cij

g

s
ð3:4Þ

The detailed functional forms, in terms of Cij, of Equation (3.4) are shown in Tables 3.25 and
3.27 of Adachi [1]. The alloy Cij and g values can be approximated with good accuracy by the
linear interpolation scheme. Thus, we can easily calculate the sound velocities propagating
in the various crystallographic directions.

For example, Figure 3.23 shows the calculated sound velocities propagating in the [110]
direction in (a) AlxGa1�xAs and (b) GaxIn1�xPyAs1�y/InP, where vLA corresponds to the
longitudinal mode and vTA1 and vTA2 correspond to the slow and fast transverse modes,
respectively. It can be seen that the sound velocities propagating in these alloys exhibit a weak
nonlinear dependence on x or y.
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Note that in piezoelectric semiconductors like GaAs and GaN, the sound velocity given by
Equation (3.4) should be modified as

v ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Cij þK2

g

s
ð3:5Þ

where K2 is the electromechanical coupling constant [1], which leads to a piezoelectrically
stiffened elastic constant if the sound wave is involved with piezoelectricity. The change in
sound velocity due to piezoelectricity is only �0.1% for GaAs, but is �0.5% for GaN [33].
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86, 6773 (1999).
[19] K. Hjort, F. Ericson, J.-A

�
. Schweitz, C. Hallin, and E. Janz�en, Thin Solid Films 250, 157 (1994).

[20] E. L. Bourhis and G. Patriarche, Philos. Mag. Lett. 84, 373 (2004).
[21] M. Schenk and C. Silber, J. Mater. Sci.: Mater. Electron. 9, 313 (1998).
[22] D. Y. Watts and A. F. W. Willoughby, J. Mater. Sci. 23, 272 (1988).
[23] L. Garrato and A. Rucci, Philos. Mag. 35, 1681 (1977).
[24] A. Waag, F. Fischer, H.-J. Lugauer, T. Litz, T. Gerhard, J. N€urnberger, U. Lunz, U. Zehnder,

W. Ossau, G. Landwehr, B. Roos, and H. Richter, Mater. Sci. Eng. B 43, 65 (1997).

ELASTIC PROPERTIES 97



[25] W. Paszkowicz, K. Godwod, J. Domagała, F. Firszt, J. Szatkowski, H.Męczy�nska, S. Łęgowski, and
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4 Lattice Dynamic Properties

4.1 PHONON DISPERSION RELATIONSHIPS

Theoretical work on the lattice dynamics of semiconductor alloys has been carried out by
several authors. For example, Myles [1] evaluated the spectral density of phonon states for 1D
mass-disordered alloys using a generalized embedded-cluster method. Baroni et al. [2] studied
the lattice vibronic properties ofAlxGa1�xAs using large supercells to simulate the disorder and
ab initio interatomic force constants. They found that there are well-defined AlAs- and GaAs-
like phonon dispersions for any concentration, in agreement with experimental evidence [3].
In addition to broadening phonon states with definite wavevectors, alloying also narrows the
optical phonon branches and lowers the longitudinal modes more than the transverse modes,
thus reducing the LO–TO splitting. The acoustic phonon bands are in contrast also found to be
rather insensitive to the alloy composition.

4.2 PHONON FREQUENCY

4.2.1 General Considerations

Lattice vibronic properties in semiconductor alloys have received a great deal of attention
over a long period of time [4]. The defect-induced local or gap modes for small concentrations
of impurities are broadened into vibrational bands for high impurity concentrations as in
solid solutions. In an AxB1�xC alloy, such vibrational bands exhibit either �one-mode� or �two-
mode� behavior (or more rigorously, three different types of mode behavior, namely, �one-,�
�two-� and �one-two-mode (mixed-mode)� behaviors; see Figure 4.1). In a one-mode system
(Figure 4.1(a)), such as most I–VII alloys, a single set of long-wavelength optical phonons
appear. The one-mode phonon spectrum is approximately constant in strength but varies in
energy as the alloy composition is varied from one end member to another. The two-mode
system (Figure 4.1(b)), which is common for III–V ternaries, exhibits two distinct sets of
optical modes with frequencies characteristic of each end member and strengths roughly
proportional to the respective concentration. The one-two-mode system exhibits a single mode
over only a part of the composition range, with two modes observed over the remaining range
of composition (Figures 4.1(c) and 4.1(d)).

A number of models have been proposed to explain the so-called multi-mode behavior
in solid solutions [5]. Of these different models, the MREI model of Chang and
Mitra [5,6] appears to be the most successful. In the MREI model, if an alloy AxB1�xC has
the relationship

MA <mBC ð4:1Þ
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it exhibits two-mode behavior. Here,m�1
BC ¼ M�1

B þM�1
C is the reduced mass of the binary

material BC. The opposite is true for one-mode behavior. In other words, for an alloy to exhibit
two-mode (one-mode) behavior itmust (must not) have one substituting elementwhosemass is
smaller than the reduced mass of the compound formed by the other two elements. Given the
masses of the end members, the MREI model can predict whether an alloy will show one- or
two-mode behavior and also the dependence of the optical phonon frequencies on x [5, 6].

Table 4.1 summarizes the long-wavelength optical phonon frequencies, h̄vLO and h̄vTO, for
a number of cubic group-IV, III–Vand II–VI semiconductors at 300K and Table 4.2 lists those
for some hexagonal III–V and II–VI semiconductors at 300K.

In an ordered alloyGa0.5In0.5P, four additional phononmodes at 60, 205, 310 and 354 cm�1,
attributed to spontaneous ordering in this material, have been identified and explained using
various experimental techniques [7]. However, a major obstacle to further enhancing the
understanding of this subject is the lack of a theoreticalmodel that can satisfactorily explain the
experimental optical phonon frequencies and selection rules in ordered alloys. In the following,
the data mainly refers to fully disordered semiconductor alloys.

4.2.2 Room-temperature Value

(a) Group-IV semiconductor alloy

The experimental long-wavelength optical phonon frequencies vLO and vTO for 3C-SiC,
together with those for diamond and Si, are shown in Figure 4.2. 3 C-SiC is considered to be an
ordered alloy, or more succinctly, it is a compound, not an alloy. Note that for diamond-type
structures the LO and TO branches are degenerate at q¼ 0 and thus vLO¼vTO. The solid line
in Figure 4.2 shows the linear interpolation result between Si (x¼ 0) and diamond (x¼ 1.0).
The 3C-SiC values can be satisfactorily interpreted by the average values of Si and diamond.

SixGe1�x has three types of cell and consequently shows multi-mode behavior consisting
of three main peaks due to the vibrations of Si�Si, Ge�Ge and Si�Ge pairs (Table 4.3).
The composition dependence of the Si�Si, Si�Ge andGe�Gemode frequencies for SixGe1�x
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Figure 4.1 Four different types of long-wavelength phonon mode behavior in ternary alloy: (a) one-
mode; (b) two-mode; (c) one-two-mode (1); (d) one-two-mode (2)
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is shown in Figure 4.3(a). The experimental data were obtained from Pezzoli et al. [8].
The homopolar-bond frequencies vary almost linearly with x, while the heteropolar-bond
frequency shows a maximum at x� 0.5. These can be written as (in cm�1)

vSi�SiðxÞ ¼ 521�67x ð4:2aÞ

Table 4.1 Long-wavelength optical phonon frequencies, h̄vLO and h̄vTO, for some cubic group-IV,
III�V and II�VI semiconductors at 300K. d¼ diamond; zb¼ zinc-blende; rs¼ rocksalt

System Material h̄vLO (cm�1) h̄vTO (cm�1)

IV Diamond (d) 1332 1332
Si (d) 519.2 519.2
Ge (d) 301 301
Sn (d) 200 200
3C-SiC (zb) 972 796

III–V BN (zb) 1305 1054.7
BP (zb) 828.9 799
AlN (zb) 902 655
AlP (zb) 501.0 439.4
AlAs (zb) 402 362
AlSb (zb) 340.0 318.7
GaN (zb) 739 553
GaP (zb) 402.5 365.3
GaAs (zb) 292 268
GaSb (zb) 233 224
InN (zb) 586 455
InP (zb) 346.4 304.5
InAs (zb) 241.4 219.6
InSb (zb) 190.7 179.7

II–VI BeSe (zb) 576 496
BeTe (zb) 502 461
MgO (rs) 725 401
MgS (zb) 425 327
MgSe (zb) 340 237
MgTe (zb) 292 235
ZnS (zb) 350.5 272.0
ZnSe (zb) 252 205
ZnTe (zb) 210 181
CdO (rs) 478 262
CdS (zb) 303a 237a

CdSe (zb) 211a 169a

CdTe (zb) 167 139
HgS (zb) 224 177
HgSe (zb) 174 132
HgTe (zb) 135 116

aCalculated or estimated
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Table 4.2 Long-wavelength optical phonon frequencies for some hexagonal III–V and II–VI
semiconductors at 300K. h¼ hexagonal (P63/mmc (D6h)); w¼wurtzite

System Material Phonon frequency (cm�1)

E2 low A1 (TO) E1 (TO) E2 high A1 (LO) E1 (LO)

III–V BN (h) 49 770 1383 1367 778 1610
AlN (w) 248 610 670 657 890 915
GaN (w) 144 533 560 569 736 743
InN (w) 87 457 490 475 588 582

II–VI BeO (w) 340 680 724 684 1083 1098
ZnO (w) 100 380 410 439 576 587
ZnS (w) 65 270 273 281 350 350
CdS (w) 41 233 239 255 301 304
CdSe (w) 34 166 170 210 211
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Figure 4.2 Long-wavelength optical phonon frequencies vLO and vTO for 3C-SiC at 300K, together
with those for diamond and Si. The solid line represents the linear interpolation result between the
endpoint elemental data

Table 4.3 Long-wavelength optical phonon mode observed in some group-IV semiconductor alloys

Alloy Phonon mode Reference

SiGe Si�Si, Ge�Ge, Si�Ge a
CSiGe Si�Si, Ge�Ge, C�Si, C�Ge (?), Si�Ge b
SiGeSn Si�Si, Ge�Ge, Si�Ge, Sn�Sn c

aF. Pezzoli et al., Mater. Sci. Eng. B 124–125, 127 (2005)
bC� 0.3 at% (M. Mel�endez-Lira et al., Phys. Rev. B 54, 12866 (1996))
cSi� 20 at%, Sn� 10 at% (V. R. D�Costa et al., Phys. Rev. B 76, 035211 (2007))
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vGe�GeðxÞ ¼ 280þ 19x ð4:2bÞ

for the homopolar-bond modes and

vSi�GeðxÞ ¼ 400þ 24:5x�4:5x2�33:5x3 ð4:3Þ

for the heteropolar-bond mode.
The corresponding Raman intensities are plotted in Figure 4.3(b). The probability of finding

Si�Si, Si�Ge and Ge�Ge vibrating pairs is proportional to the relative numbers of the bond
types: x2, 2x(1� x) and (1� x)2, respectively. The experimental data in Figure 4.3(b) follow
this statistic very well.

The ordering effect and/or compositional fluctuation should influence the vibronic proper-
ties of alloys, and in particular, the relative intensities and linewidths of the Raman modes.
Tsang et al. [9] measured the Raman spectra of compositionally ordered Si0.5Ge0.5 layers and
compared them to the spectrum of a random alloy. They observed changes in the relative
intensities of the different optical phonons, suggesting that the ordering is associated with an
increase in the number of homopolar bonds and a decrease in the number of heteropolar bonds.
The Raman scattering data also suggested that the ordering is not complete; the changes in the
Raman intensities are quantitatively consistent with XRD-estimated ordering of �80%.

The effects of substitutional carbon in SixGe1�x have been studied by several authors
[10–12]. Because of the significant difference in covalent bond radii between Si and C atoms,
the C defect in the Si lattice is surrounded by a considerable strain field, with substitutional
defect bonds under tensile strain and interstitial bonds under compressive strain. A substitu-
tional C defect in SixGe1�x is expected to be surrounded by an even stronger strain field than

Figure 4.3 (a) Three main optical phonon frequencies due to the vibrations of Si�Si, Si�Ge and
Ge�Ge pairs versus x for SixGe1�x at 300K. (b) Relative Raman intensities against x for SixGe1�x at
300K. [Reprinted with permission from Mater. Sci. Eng. B, Raman spectroscopy of Si1�xGex epilayers
by F. Pezzoli et al., 124–125, 127. Copyright (2005), Elsevier]
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that in pure Si, due to the increase in the C bond lengths with theGe atoms. Interstitial C defects
will be under smaller compressive strain due to the increase in the average lattice constant with
Ge. The experimental frequencies of the Si�Si, Ge�Ge and Si�Ge modes in SixGe1�x

increased as a function of C concentration, which can be explained qualitatively in terms of the
large bond distortions caused by the lattice mismatch between SixGe1�x and diamond [10].
A number of phonon modes associated with the substitutional C defects in SixGe1�x have been
detected and attributed to localized phononmodes of C defects with different nearest-neighbor
configurations of Si and Ge atoms (Table 4.3).

(b) III–V semiconductor alloy

Most III�V ternaries exhibit two-mode behavior. Some III�V ternaries exhibit one- or one-
two-mode behavior. These are summarized in Table 4.4. The long-wavelength optical phonon

Table 4.4 Behavior of the long-wavelength optical phonon modes in some III–V semiconductor alloys.
zb¼ zinc-blende; w¼wurtzite; O¼ one mode; T¼ two mode; O-T¼one-two mode; Tr-F¼ three-four
mode; Tr¼ three mode; F¼ four mode; T-Tr¼ two-three mode

Alloy Material Behavior Reference

Ternary AlGaN (zb) O (LO), T (TO) a
AlGaN (w) T (E1(TO)), O (others) b

O (A1(LO), E1(LO)), T (others) c
O d

AlInN (w) O (E1(TO)) e
AlGaP (zb) T f
AlGaAs (zb) T g
AlGaSb (zb) T h
AlInP (zb) T i
AlInAs (zb) T j
AlInSb (zb) T k
GaInN (zb) O l
GaInN (w) O m
GaInP (zb) T n
GaInAs (zb) T o
GaInSb (zb) O-T p
AlAsSb (zb) O q
GaNP (zb) T r
GaNAs (zb) T s
GaPAs (zb) T t
GaPSb (zb) T u
GaAsSb (zb) T v
InPAs (zb) T w
InPSb (zb) T x
InAsSb (zb) O-T y

Quaternary AlGaPAs (zb) Tr-F z
AlGaAsSb (zb) Tr aa
GaInPSb (zb) F ab

(continued)
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frequencies vLO and vTO versus x for (a) c-AlxGa1�xN and (b) c-GaxIn1�xN are shown in
Figure 4.4. The experimental data for c-AlxGa1�xN are taken from Harima et al. [13] and for
c-GaxIn1�xN from Tabata et al. [14] and Torii et al. [15].

The LO phonon frequencies in Figure 4.4(a) exhibit one-mode behavior, while the two-
mode behavior is observed for the TOphonon frequencies. Themass criterion of Equation (4.1)
suggests that AlxGa1�xN may exhibit one-mode behavior (MAl,Ga > mAlN,GaN). Harima

Table 4.4 (Continued)

Alloy Material Behavior Reference

GaInPAs/InP (zb) F ac
GaInPAs/GaAs (zb) F ad
GaInAsSb (zb) Tr ae
AlGaInP/GaAs (zb) T-Tr af
AlGaInAs/InP (zb) Tr ag
InPAsSb (zb) Tr ah

aH. Harima et al., Appl. Phys. Lett. 74, 191 (1999)
bM. Kazan et al., J. Appl. Phys., 100, 013508 (2006)
cV. Y. Davydov et al., Phys. Rev. B 65, 125203 (2002)
dM. S. Liu et al., J. Appl. Phys. 90, 1761 (2001)
eA. Kasic et al., Appl Phy. Lett. 78, 1526 (2001)
fG. Armelles et al., Solid State Commun. 65, 779 (1988)
gD. J. Lockwood and Z. R. Wasilewski, Phys. Rev. B 70, 155202 (2004)
hR. Ferrini et al., Phys. Rev. B 56, 7549 (1997)
iH. Asahi et al., J. Appl. Phys. 65, 5007 (1989)
jS. Emura et al., J. Appl. Phys. 62, 4632 (1987)
kV. P. Gnezdilov et al., J. Appl. Phys. 74, 6883 (1993)
lK. Torii et al., Appl. Phys. Lett. 82, 52 (2003)
mS. Hern�andez et al., J. Appl. Phys. 98, 013511 (2005)
nB. Jusserand and S. Slempkes, Solid State Commun. 49, 95 (1984)
oZ. S. Piao et al., Phys. Rev. B 50, 18644 (1994)
pZ. C. Feng et al., Can. J. Phys. 69, 386 (1991)
qH. C. Lin et al., Solid State Commun. 107, 547 (1998)
rG. Leibiger et al., Appl. Phys. Lett. 79, 3407 (2001)
sT. Prokofyeva et al., Appl. Phys. Lett. 73, 1409 (1998)
tG. Armelles et al., Appl. Phys. Lett. 68, 1805 (1996)
uY. T. Cherng et al., J. Appl. Phys. 65, 3285 (1989)
vT. C.McGlinn et al., Phys. Rev. B 33, 8396 (1986)
wD. J. Lockwood et al., J. Appl. Phys. 102, 033512 (2007)
xM. J. Jou et al., J. Appl. Phys. 64, 1472 (1988)
yN. L. Rowell et al., J. Vac. Sci. Technol. A 22, 935 (2004)
zP. N. Sen and G. Lucovsky, Phys. Rev. B 12, 2998 (1975)
aaD. H. Jaw et al., J. Appl. Phys. 69, 2552 (1991)
abD. H. Jaw and G. B. Stringfellow, J. Appl. Phys. 72, 4265 (1992)
acT. Sugiura et al., Jpn. J. Appl. Phys. 37, 544 (1998)
adT. Sugiura et al., Jpn. J. Appl. Phys. 32, 2718 (1993)
aeD. H. Jaw et al., J. Appl. Phys. 66, 1965 (1989)
afT. Hofmann et al., Phys. Rev. B 64, 155206 (2001)
agR. Manor et al., Phys. Rev. B 56, 3567 (1997)
ahL.-C. Chen et al., Jpn. J. Appl. Phys. 37, L1365 (1998)
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et al. [13] calculated the phonon frequencies using the MREI model and considered that the
two-mode behavior of vTO is a consequence of the different vibrating masses.

In Figure 4.4(b), clear one-mode phonon behavior of c-GaxIn1�xNcan be seen, in agreement
with the criterion of Equation (4.1) (MGa,In > mGaN,InN). The solid lines represent the linear
interpolation results (in cm�1)

vLOðxÞ ¼ 739�153x ð4:4aÞ

vTOðxÞ ¼ 553�98x ð4:4bÞ

Figure 4.5 shows the LO and TO phonon frequencies as a function of x for AlxGa1�xAs.
The experimental data are taken from Jusserand [16]. Only the AlAs-like LO mode exhibits
weak nonlinearity with respect to x. Each phonon frequency can be expressed as (in cm�1)

vLO;AlAsðxÞ ¼ 354þ 81x�33x2 ð4:5aÞ

vTO;AlAsðxÞ ¼ 354þ 8x ð4:5bÞ

vLO;GaAsðxÞ ¼ 292�37x ð4:6aÞ

vTO;GaAsðxÞ ¼ 268�13x ð4:6bÞ

The two-mode behavior in AlxGa1�xAs is the most prominent disorder-induced effect
(MAl <mGaAs). Additional disorder-induced effects in AlxGa1�xAs have been observed, i.e. an
asymmetric line broadening and an activation of new phonon bands [16]. A low energy GaAs-
like LO tail developed when the concentration of Al increased, and vice versa. When this
concentration becomes very large, an additional line appears on the lower energy side. Apart
from this broadening, additional phonon bands are observed in the TA (�100 cm�1) and LA
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Figure 4.4 Long-wavelength optical phonon frequencies vLO and vTO versus x for (a) c-AlxGa1�xN
and (b) c-GaxIn1�xN at 300K. The experimental data for c-AlxGa1�xN are taken from Harima et al. [13]
and for c-GaxIn1�xN from Tabata et al. [14] and Torii et al. [15]. The solid line in (a) shows the linear
interpolation result between the endpoint binary data (LO). The solid lines in (b) represent the linear
interpolation results of Equation (4.4)
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range (�200 cm�1). The asymmetric broadening and the emergence of additional phonon
bands can be explained by a disorder activated relaxation of the q¼ 0wavevector selection rule.

The LO and TO phonon frequencies for GaxIn1�xSb determined by Raman scattering at
80K by Feng et al. [17] are shown in Figure 4.6. They also reported the room-temperature data,
which are essentially the same as those at 80K. In Figure 4.6, the so-called one-two-mode
behavior is observed; however, the mass criterion of Equation (4.1) indicates that the alloy will
exhibit one-mode behavior (MGa,In > mGaSb,InSb). The one-two-mode behavior was also
confirmed using IR spectroscopy [18].
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Figure 4.5 Long-wavelength optical phonon frequencies vLO and vTO versus x for AlxGa1�xAs at
300K. The open squares represent the endpoint binary data. The solid lines show the results calculated
using Equations (4.5) and (4.6)
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Figure 4.6 Long-wavelength optical phonon frequenciesvLO andvTO versus x for GaxIn1�xSb at 80K.
[Reproducedwith permission fromZ.C. Feng, S. Perkowitz, R. Rousina, and J. B.Webb,Can. J. Phys. 69,
386–389 (1991), Copyright (1991) NRC Research Press]
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The long-wavelength optical phonon behaviors in GaxIn1�xPyAs1�y/InP have been studied
by Raman and IR spectroscopy [19]. In Figure 4.7 the vLO and vTO frequencies versus y for
GaxIn1�xPyAs1�y/InP are illustrated graphically. The experimental data are taken from Sugiura
et al. [20]. The data fall into four separate bands, that is, a four-mode category, except for the
GaAs mode at y > 0.6.

The composition dependence of vLO and vTO for (AlxGa1�x)0.48In0.52As/InP is shown in
Figure 4.8. The experimental data were obtained by Raman scattering [21]. Three modes,
AlAs-, GaAs- and InAs-like modes, dominate the Raman spectra in (AlxGa1�x)0.48In0.52As/
InP. The GaAs- and InAs-like modes vary almost linearly with x. The AlAs-like TO mode
also varies linearly with x, but its LO branch exhibits weak nonlinearity with respect to x.

The one-mode behavior of AlAsxSb1�x and two-mode behavior of GaPxAs1�x, GaPxSb1�x

and InPxAs1�x in Table 4.4 agree with the mass criterion of Equation (4.1); however, the two-
mode behavior observed in GaxIn1�xP and GaAsxSb1�x is contrary to this criterion. Let us
consider GaPxAs1�x and GaxIn1�xP, the former shows two-mode behavior, while the latter
shows one-mode (or a very weak two-mode) behavior. These behaviors are easily understood
by noting that the optical-phononDOSofGaP andGaAs do not overlap unlike those ofGaP and
InP which do overlap (but in a narrow frequency range). Thus, the two-mode behavior of
GaPxAs1�x is expected from Equation (4.1) (MP <mGaAs). BecauseMGa > mGaP,InP, the MREI
model predicts one-mode behavior in GaxIn1�xP.

Figure 4.7 Long-wavelength optical phonon frequencies vLO and vTO versus y for GaxIn1�xPyAs1�y/
InP at 300K. [Reprinted with permission from Jpn. J. Appl. Phys., Raman scattering study of InGaAsP
quaternary alloys grown on InP in the immiscible region by T. Sugiura et al., 37, 544. Copyright (1998)
Japanese Society of Pure and Applied Physics] The open circles represent the InP data
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(c) II–VI semiconductor alloy

II–VI ternaries grow either in the zinc-blende or wurtzite structure and mostly exhibit one- or
two-mode behavior, as summarized in Table 4.5. Some II–VI ternaries exhibit a variation with
composition that is intermediate between one- and two-mode.

Figure 4.9 shows the long-wavelength optical phonon frequencies vLO and vTO as a
function of x for ZnxCd1�xS. The experimental data are taken from Lucovsky et al. [22]. Since
ZnxCd1�xS crystallizes in the wurtzite structure, the experimental data produced by Lucovsky
et al. shows a small anisotropy splitting (�6 cm�1) between A1 (LO, TO) and E1 (LO, TO)
modes for all values of x. For clarity, however, the averaged vLO and vTO values have been
plotted in Figure 4.9. ZnxCd1�xS serves a typical example of the one-mode phonon behavior.

Figure 4.10 shows the LO and TO phonon frequencies for CdxHg1�xTe measured by IR
spectroscopy at 77K [23]. Like ZnxHg1�xTe [24], CdxHg1�xTe exhibits two-mode behavior.
However, the ZnTe-like TO frequency in ZnxHg1�xTe increased with increasing Zn content,
while the CdTe-like TO phonon mode in CdxHg1�xTe (Figure 4.10) decreased with increasing
Cd content. This could be due to the fact that the ZnxHg1�xTe lattice constant decreases with
increasing Zn content but the CdxHg1�xTe lattice constant increases with increasing Cd
content. Note that the MREI model predicts ZnxHg1�xTe to be of the two-mode type
(MZn <mHgTe) and CdxHg1�xTe to be of the one-mode type (MCd,Hg > mCdTe,HgTe).

Both ZnxCd1�xSe and ZnSexTe1�x exhibit an intermediate-mode behavior [25,26]. As an
example, the data for ZnSexTe1�x is shown in Figure 4.11 [25]. Not only are the one-mode LO
and TO phonons (LO1 and TO1) but also a new LO2–TO2 pair inside the reststrahlen band.

Figure 4.8 Long-wavelength optical phonon frequencies vLO and vTO versus x for (AlxGa1�x)0.48
In0.52As/InP at 300K. [Reproduced with permission from R. Manor, O. Brafman, and R. F. Kopf, Phys.
Rev. B 56, 3567–3570 (1997). Copyright (1997) American Physical Society]
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Table 4.5 Behavior of the long-wavelength optical phonon modes in some II–VI semiconductor alloys.
zb¼ zinc-blende; w¼wurtzite; O¼ one mode; T¼ two mode; I¼ intermediate mode; Tr¼ three mode

Alloy Material Behavior Reference

Ternary BeZnSe Tr a
BeZnTe Tr b
MgZnO (zb) T c
MgZnO (w) O d
MgZnO (w) T (E1), O (A1) e
MgZnS O f
MgZnSe T g
MgZnTe T h
MgCdTe T i
ZnCdS O j
ZnCdSe I k
ZnCdTe T l
ZnHgTe T m
CdHgTe T n
ZnSSe T o
ZnSTe T p
ZnSeTe I q
CdSSe T o
CdSTe T r
CdSeTe T s

Quaternary MgZnSSe Tr f
MgZnSeTe T t
MgZnCdTe Tr h
ZnCdHgTe Tr u
CdSSeTe Tr v

aShowing extra BeSe-like mode (O. Pag�es et al., Phys. Rev. B 70, 155319 (2004))
bShowing extra BeTe-like mode (O. Pag�es et al., Appl. Phys. Lett. 80, 3081 (2002))
cJ. Chen and W. Z. Shen, Appl. Phys. Lett. 83, 2154 (2003)
d0� x < 0.3 (Z. P. Wei et al., Phys. Status Solidi C 3, 1168 (2006))
ex�0.47–0.60 (J.Chen and W. Z. Shen, Appl. Phys. Lett. 83, 2154 (2003))
fD. Wang et al., J. Appl. Phys. 80, 1248 (1996)
gD. Huang et al., Appl. Phys. Lett. 67, 3611 (1995)
hR. Vogelgesang et al., J. Raman Spectrosc. 27, 239 (1996)
iE. Oh et al., Phys. Rev. B 48, 15040 (1993)
jM. Ichimura et al., Phys. Rev. B 46, 4273 (1992)
kR. G. Alonso et al., Phys. Rev. B 40, 3720 (1989)
lD. N. Talwar et al., Phys. Rev. B 48, 17064 (1993)
mM. P. Volz et al., Solid State Commun. 75, 943 (1990)
nS. P. Kozyrev et al., Sov. Phys. Solid State 34, 1984 (1992)
oI. F. Chang and S. S. Mitra, Phys. Rev. 172, 924 (1968)
pY.-M. Yu et al., J. Appl. Phys. 95, 4894 (2004)
qT. R. Yang and C. C. Lu, Physica B 284–288, 1187 (2000)
rR. Pal et al., J. Phys. D: Appl. Phys. 26, 704 (1993)
sZ. C. Feng et al., J. Cryst. Growth 138, 239 (1994)
tH. Makino et al., J. cryst. Growth 214/215, 359 (2000)
uJ. Polit et al., Phys. Status Solidi B 208, 21 (1998)
vV. M. Burlakov et al., Phys. Status Solidi B 128, 389 (1985)
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Pag�es et al. [27, 28] investigated the Raman spectra of BexZn1�xSe and BexZn1�xTe. The
TOmodes were of particular interest because they consist of quasi-independent oscillators and
thereby carry clear information. In the LO symmetry, complexity arose due to coupling via the
macroscopic polarization field. They observed the atypical TO one-bond ! two-mode
behavior in the vibrational range of the stiff Be–VI bond in BexZn1�xSe and BexZn1�xTe.
This was explained by using a double-branch percolation picture which discriminates between
vibrations within the randomly formed hard Be-rich host region and the soft Zn-rich region.
The resulting phonon frequency versus composition plots showed that the (Be, Zn)–VI
ternaries exhibit a three-mode (two usual modes plus one mode) behavior [27, 28] .

The composition dependence of vLO and vTO for MgxZn1�xSySe1�y/GaAs is shown in
Figure 4.12. The experimental data were obtained by Raman scattering [29]. In brief, we can
expect four-mode behavior (AB-, AC-, BC- and BD-like) in an AxB1�xCyD1�y alloy. However,
the data in Figure 4.12 reveal three-mode behavior (MgSe-, ZnSe- andMgZnS-like). Similarly,
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Figure 4.9 Long-wavelength optical phonon frequenciesvLO andvTO versus x for ZnxCd1�xS at 300K.
The experimental data are taken from Lucovsky et al. [22]. The solid lines show the linearly interpolated
results between the endpoint binary data

Figure 4.10 Long-wavelength optical phonon frequencies vLO and vTO versus x for CdxHg1�xTe at
77K. [Reprinted with permission from J. Baars and F. Sorger, Solid State Commun. 10, 875 (1972),
Copyright (1972) Elsevier]
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MgxZn1�xSeyTe1�y showed two-mode behavior (MgSeTe- and ZnSeTe-like), not four-mode
behavior [30]. As expected, both ZnxCd1�xHg1�x�yTe and CdSxSe1�xTe1�x�y exhibited three-
mode behavior (Table 4.5).

4.2.3 External Perturbation Effect

(a) Group-IV semiconductor alloy

The phonon frequency is dependent both on temperature T and pressure p. The long-
wavelength optical phonon frequency vop versus T can be expressed as [31]

vopðTÞ ¼ vopð0Þ� aT2

T þb
ð4:7Þ

Figure 4.11 Long-wavelength optical phonon frequencies vLO and vTO versus x for ZnSexTe1�x

at 300K. [Reprinted with permission from Physica B, Infrared studies and optical characterization of
ZnSe1�xTexmolecular beamepitaxial films byT. R.Yang andC.C. Lu, 284–288, 1187. Copyright (2000),
Elsevier] The open circles represent the InP data
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Figure 4.12 Long-wavelength optical phonon frequencies vLO and vTO versus y (S) for
MgxZn1�xSySe1�y/GaAs at 300K. [Reprinted with permission from D. Wang et al., J. Appl. Phys.
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where vop(0) is the T¼ 0K value, a is in cm�1 per degree Kelvin and b is a quantity
proportional to the Debye temperature (in Kelvins). No detailed data on the temperature
dependence of vop¼vLO,TO in group-IV semiconductor alloys has been reported.

The pressure dependence ofvop in Si0.55Ge0.45 determined by Raman scattering is shown in
Figure 4.13. The experimental data are taken from Sui et al. [32]. The pressure coefficients dv/
dp obtained from these plots are�7,�5 and�4 cm�1/GPa for the Si�Si, Si�Ge and Ge�Ge
modes, respectively. The solid lines in Figure 4.13 show the bulk Si and Ge data [33].

(b) III–V semiconductor alloy

Figure 4.14 (a) shows the vLO versus T plots for the GaAs-like mode in AlxGa1�xAs.
The experimental data are taken from Jim�enez et al. [34]. The temperature variations are
almost linear in the range between 300 and 650K. The corresponding coefficient dvLO/dT for
AlxGa1�xAs is plotted in Figure 4.14 (b) [34]. TheGaAs (x¼ 0) andAlAs (x¼ 1.0) data are also
shown by the solid and open triangles, respectively [35]. It can be seen that the temperature
coefficients are almost composition independent (dvLO/dT�2� 10�2 cm�1/K).

The pressure dependence of the LO phonon frequencies in Al0.58Ga0.42As is shown in
Figure 4.15. The LO phonon frequencies weremeasured byRaman scattering up to 7GPa [36].
The pressure coefficients for the LO and TO modes in AlAs and GaAs were reported to be
�5 (AlAs) and �4 cm�1/GPa (GaAs), respectively [36]. The slopes for the experimental
Al0.58Ga0.42As data in Figure 4.15 are nearly the same as those for AlAs and GaAs.

The pressure coefficients dvLO,TO/dp for the AlAs- and GaAs-like LO and TO modes for
AlxGa1�xAs are plotted as a function of x in Figure 4.16. The experimental data are taken from
Holtz et al. [36]. Although the experimental data largely scatter, we can see that they fall in the
range 5.3� 1.3 cm�1/GPa, as shown by the vertical bar.

Figure 4.13 Hydrostatic-pressure dependence of the optical phonon frequency vop for Si0.55Ge0.45 at
300K. The experimental data are taken from Sui et al. [32]. The bulk Si and Ge data are taken from
Adachi [33]
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Figure 4.14 (a) Temperature dependence of the GaAs-like LO phonon frequency vLO for AlxGa1�xAs.
The data for bulkGaAs are also shown. [From J. Jim�enez, E.Mart�ın, A. Torres, and J. P. Landesman,Phys.
Rev. B 58, 10463–10469 (1998). Copyright (1998) American Physical Society.] (b) Temperature
coefficient dvLO/dT versus x for AlxGa1�xAs at 300K. The experimental data are taken from Jim�enez
et al. [34]. The solid and open triangles represent the endpoint binary data taken from Adachi [35]

Figure 4.15 Hydrostatic-pressure dependence of the AlAs- and GaAs-like LO phonon frequencies for
Al0.58Ga0.42As at 300K. The experimental data are taken from Holtz et al. [36]. The bulk GaAs data are
also taken from Adachi [35]
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The GaP- and InP-like LO phonon frequencies versus temperature T for Ga0.5In0.5P
are plotted in Figure 4.17. The experimental data were measured by Raman spectroscopy [37].
The bulk InP vLO(T) values which were calculated from Equation (4.7) with vLO(0)¼ 348.3
cm�1, a¼ 2.8� 10�2 cm�1/K and b¼ 420K are also shown [35]. The temperature variation
in GaxIn1�xP is found to be nearly the same as that in InP.

The pressure dependence of the GaP- and GaAs-like LO and TO data for GaP0.11As0.89 is
shown in Figure 4.18. The experimental data are taken from Galtier et al. [38]. The solid lines
represent the bulk LO and TO values versus p for GaP and GaAs taken from Adachi [35]. The
GaP0.11As0.89 data are found to be very similar to those for GaP.

(c) II–VI semiconductor alloy

The temperature variations of the LO and TO phonon frequencies vLO and vTO for
c-ZnxCd1�xSe are shown in Figure 4.19. The experimental data are taken from Valakh
et al. [39]. The LO phonons in c-ZnxCd1�xSe exhibit one-mode behavior, while the
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Figure 4.17 GaP- and InP-like LO phonon frequencies versus temperature T for Ga0.5In0.5P. The
experimental data are taken from Shealy and Wicks [37]. The bulk InP data are also taken from
Adachi [35]
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TO phonon branch is much more complicated. The resulting optical phonon behavior in
c-ZnxCd1�xSe is of the intermediate type, neither one-mode nor two-mode behavior.

The experimental vLO versus T behavior in Figure 4.19 can be found in many ANB8�N

tetrahedral semiconductors. On the other hand, the effect of resonant interaction of the one-
phonon (TO) and two-phonon (2TA) states in c-ZnxCd1�xSe [39] leads not only to the peculiar
temperature dependence of intensity and line-shape of the bands, but also to the temperature
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Figure 4.18 Hydrostatic-pressure dependence of the GaP-like LO (solid circles) and TO phonon
frequencies (open circles) in GaP0.11As0.89 at 85K. The experimental data are taken from
Galtier et al. [38]. The solid lines represent the bulk GaP and GaAs data taken from Adachi [35]

Figure 4.19 Temperature dependence of the LO and TO phonon frequencies vLO and vTO in
c-ZnxCd1�xSe. [Reprinted with permission from M. Y. Valakh et al., Phys. Status Solidi B 113, 635
(1982), Copyright (1982) Wiley–VCH]
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shift of the phonon frequencies. The latter can be easily identified in Figure 4.19. The ordinary
temperature shift in vLO takes place for x� 0.75 for which the resonant interaction is small.
When this interaction is significant (0.4 < x < 0.6), the phonon frequency vTO exhibits
anomalous dependence on temperature; i.e. at x¼ 0.50 and 0.58 vTO is practically unchanged
over awide temperature range from 100 to 450K (Figure 4.19). This is due to the strengthening
of anharmonic coupling with increasing temperature and, as a result, to the stronger repulsion
effect of the TO and 2TA bands [39].

The pressure dependence of vLO for Zn0.68Cd0.32Se layer on GaAs(100) is shown in
Figure 4.20. The Raman spectra were recorded up to 7GPa [40]. The solid line represents the
experimental data (vLO in cm�1, p in GPa)

vLOðpÞ ¼ 241:07þ 4:066p ð4:8Þ

Also shown in Figure 4.20 are the experimental results for ZnSe [41] (vLO,TO in cm�1,
p in GPa)

vLOðpÞ ¼ 251:9þ 3:44p�0:02p2 ð4:9aÞ

vTOðpÞ ¼ 204:2þ 4:98p�0:07p2 ð4:9bÞ

The pressure dependence of the ZnSe-like LO and TO phonon frequencies for MBE-grown
ZnSe0.96Te0.04 layer is shown in Figure 4.21. The optical phonon frequencies were obtained by
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Figure 4.20 Hydrostatic-pressure dependence of the LO phonon frequency for Zn0.68Cd0.32Se layer
grownonGaAs(100)measured at 300K. The experimental data are taken fromLi et al. [40]. The solid line
shows the result calculated using Equation (4.8) (Zn0.68Cd0.32Se). The bulk ZnSe LO and TO phonon
frequencies are obtained from Adachi [41]
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Raman scattering and FTIR measurements under pressures of up to 20GPa [42]. Both
ZnxCd1�xSe (Figure 4.19) and ZnSexTe1�x exhibit an intermediate-mode behavior (Table 4.5).
In addition to the usual ZnSe-like LO and TOmodes, a new LO–TO phonon pair can therefore
be identified inside the reststrahlen band in ZnSexTe1�x [25]. The ZnSe-like LO phonon
frequency in Figure 4.21 can be approximated as (vLO in cm�1, p in GPa)

vLOðpÞ ¼ 250þ 3:3p ð4:10Þ

On the other hand, the ZnSe-like TO phonon frequency exhibits anomalous dependence on p,
i.e. it increases almost linearly up to�3GPa and tends to show a saturated value of�225 cm�1

for p > 3GPa. There have been many Raman peaks observed in ZnSexTe1�x for 0 < x < 1.0
between the ZnSe-like LO and TO phonon frequency region. The anomalous pressure
dependence of the ZnSe-like TO phonon frequency may be correlated with this fact [42].

Raman scattering has been used to investigate anharmonicity and disorder-induced effects
in MBE-BexZn1�xSe/GaAs(100) epilayers [43]. The anharmonicity is found to be higher in
BexZn1�xSe than in ZnSe, increasing with compositional disorder.

In conclusion of this section, the temperature and pressure coefficients of the long-
wavelength optical phonon frequencies dvop/dT (or v�1

op dvop=dT ¼ d lnvop=dT) and dvop/
dp (or v�1

op dvop=dp ¼ d lnvop=dp) in alloys of exhibiting one-mode behavior can be simply
estimated from the linear interpolation between the endpoint values. In the case of two-mode
(three- or four-mode) behavior in group-IV binaries and in III–V and II–VI ternaries
(quaternaries), the temperature and pressure coefficients of the endpoint material values can
be used, to a first approximation, as those for each phonon mode. For example, in an AxB1�xC
alloy, the temperature coefficient of the AC-like (BC-like) LO phonon frequency is the same as
that of the bulk material AC (BC). These are schematically shown in Figure 4.22. Avariety of
the endpoint material data can be found in Adachi [33, 35, 41].

Figure 4.21 Hydrostatic-pressure dependence of the ZnSe-like LO and TO phonon frequencies for
ZnSe0.96Te0.04 at 300K. [Reprinted with permission from C. S. Yang et al., Phys. Rev. B 59, 8128–8131
(1999). Copyright (1999) American Physical Society]
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4.3 MODE GR€UNEISEN PARAMETER

The anharmonic properties of solids are customarily described in terms of the Gr€uneisen
parameter g. As a measure of the volume dependence of the phonon frequency ni(q) of the ith
mode, the mode Gr€uneisen parameter g i(q) can be defined by

g iðqÞ ¼ � d½lnniðqÞ�
d½lnV � ¼ � V

niðqÞ
dniðqÞ
dV

ð4:11Þ

whereV is the crystal volume. ThemodeGr€uneisen parameters for the long-wavelength (q¼ 0)
phonons in some non-alloyed group-IV, III–V and II–VI semiconductors are summarized in
Tables 4.5 and 4.6 of Adachi [31].

Figure 4.23 shows the g parameters for (a) Si�Si, (b) Si�Ge and (c) Ge�Ge modes in
SixGe1�x. The experimental data are taken from Sui et al. [32]. The Si and Ge values are also
taken from Adachi [33]. The Si�Si (Ge�Ge) mode parameter slightly decreases (increases)
with increasing x, while the Si�Ge mode parameter is nearly independent of x.

The LO and TO phonon g parameters versus x for AlxGa1�xAs are plotted in Figure 4.24.
The alloy data are taken fromHoltz et al. [36]. The binary data are also taken fromAdachi [35].
These data scatter relatively largely, but show no strong dependence on x. They fall in the range
gLO,TO¼ 1.1� 0.3, as indicated by the vertical bar.

Figure 4.25 plots the mode Gr€uneisen parameter g versus x for c-GaNxAs1�x.
The experimental data are taken from G€ungerich et al. [44]. These authors used the
pressure-dependent shift of the GaAs-like local vibrational mode to calculate the
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Figure 4.22 Schematic representations of the composition dependence of the temperature and pressure
coefficients, dvop/dT and dvop/dp, in an alloy of composition AxB1�xC (solid lines). The solid and open
circles represent the endpoint binary data. The dependence ofvop on x is also schematically shown by the
dashed lines. The schemes represented by the solid lines can also be used for estimating mode Gr€uneisen
parameters and PDPs
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anharmonicity of the Ga�N bond potential and qualitatively confirmed the simple picture in
which the Ga�N bonds are significantly overstretched in Ga(N, As) with respect to their
equilibrium length realized in GaN.

Finally, the composition dependence of the mode Gr€uneisen parameter in various semi-
conductor alloys can be estimated, to a first approximation, from the scheme shown in
Figure 4.22. Using an AxB1�xC alloy that exhibits the two-mode behavior as an example, the
AC-like LO phonon mode has the same Gr€uneisen parameter as that of AC, irrespective of x.
Similarly, the BC-like LO phonon mode has the same Gr€uneisen parameter as that of BC
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Figure 4.24 Mode Gr€uneisen parameter g versus x for AlxGa1�xAs at 300K. The experimental data are
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Figure 4.23 Mode Gr€uneisen parameters g versus x for (a) Si�Si, (b) Si�Ge and (c) Ge�Ge phonon
pairs in SixGe1�x at 300K. The experimental data are taken from Sui et al. [32]. The endpoint elemental
data are also taken from Adachi [33]
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(Figure 4.22(b)). The endpoint g values for some non-alloyed group-IV, III–V and II–VI
semiconductors can be found in Adachi [31,33,35,41].

4.3.1 Phonon Deformation Potential

Strain- or stress-induced shift of the phonon frequency can be explained by the PDP [31].
The PDPs for some non-alloyed group-IV, III–Vand II–VI semiconductors are summarized in
Adachi [31, 33, 35, 41]. A very few data have, however, been reported on alloy materials.
This necessitates the use of some sort of an interpolation scheme. The interpolation scheme in
Figure 4.22may be the simplest andmost reliableway to estimate alloy PDP values. Indeed, the
GaN- and AlN-like E2 (high) phonon modes in w-AlxGa1�xN have the same PDPs as
the relevant endpoint binary values (w-GaN and w-AlN), respectively. [45].

The strain («)-induced shift of the LO phonon frequency can now be given by

DvLO« ¼ vLO K12ðLOÞ�C12

C11
K11ðLOÞ

� �
« ¼ vLO K12ðLOÞþ S12

S11 þ S12
K11ðLOÞ

� �
«

ð4:12Þ

where Kij is the dimensionless PDP and Cij (Sij) is the elastic stiffness (compliance) constant.
The Kij is usually defined, using p and q, as [31]

K11 ¼ p

v2
LO

; K12 ¼ q

v2
LO

ð4:13Þ

Equation (4.12) can, then, be rewritten as

DvLO« ¼ 1

vLO
qðLOÞ�C12

C11
pðLOÞ

� �
« ¼ 1

vLO
qðLOÞþ S12

S11 þ S12
pðLOÞ

� �
« 	 b« ð4:14Þ

The b versus x data for SixGe1�x are shown in Figure 4.26. The experimental data are taken
from Lockwood and Baribeau [46] (open circles), Stoehr et al. [47] (open squares),
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Figure 4.25 ModeGr€uneisen parameter g versus x forc-GaNxAs1�x at 300K. The experimental data are
taken from G€ungerich et al. [44]

LATTICE DYNAMIC PROPERTIES 121



Wong et al. [48] (open triangles) and Pezzoli et al. [49] (solid circles). It can be seen that the
Si�Ge andGe�Gemodes gradually decreasewith increasing x, while the Si�Simode is nearly
independent of x. However, Reparaz et al. [50] were unable to observe any clear composition
dependence of the Si-like, Ge-like and Si�Ge modes in SixGe1�x between x¼ 0 and 0.6.

TheGaP- andGaAs-like LO-phonon coefficients b for GaPxAs1�x are shown in Figure 4.27.
The experimental data correspond to those for the (001) biaxial strain [51]. A much higher
frequency shift of the GaAs-like mode than that of the GaP-like mode can be seen, suggesting

0 0.2 0.4 0.6 0.8 1.0
-1200

-900

-600

-300

0

x

b 
(c

m
-1

)

GaPxAs1-x

LO (GaAs)

LO (GaP)

Figure 4.27 GaP- andGaAs-like LO-phonon strain-shift coefficients b versus x forGaPxAs1�x at 300K.
The experimental data are taken from Armelles et al. [51]. The solid lines represent the linear least-
squares fit (in cm�1): b¼�308–437x (GaP-like) and �513–1069x (GaAs-like)
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Figure 4.26 Optical-phonon strain-shift coefficient b versus x for SixGe1�x at 300K. The experimental
data are taken from Lockwood and Baribeau [46] (open circles), Stoehr et al. [47] (open squares), Wong
et al. [48] (open triangles) and Pezzoli et al. [49] (solid circles). The solid lines represent the linear least-
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that the biaxial strain is not accommodated in the same way by the two types of bonds in
GaPxAs1�x.
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5 Collective Effects and Some
Response Characteristics

5.1 PIEZOELECTRIC CONSTANT

5.1.1 General Considerations

A crystal with a center of symmetry cannot be piezoelectric [1]. Thus, the diamond-type
crystals (diamond, Si, Ge and a-Sn) cannot be piezoelectric. Tables 5.1 and 5.2 summarize the
piezoelectric constants for someANB8�N tetrahedral semiconductorswith cubic and hexagonal
crystal structures, respectively. Note that the piezoelectric strain constant dij is connected
reciprocally with the stress constant eik in the following manner

dij ¼
X
k

eikSkj ð5:1Þ

or, vice versa

eij ¼
X
k

dikCkj ð5:2Þ

where Skj (Ckj) is the elastic compliance (stiffness) constant [1].

5.1.2 Alloy Value

Figure 5.1 shows the plot of e14 versus x for CxSi1�x. The theoretical e14 value for 3C-SiC is
�0.345C/m2 [2]. However, no experimental e14 data for 3C-SiC has been reported. Similarly,
SixGe1�x will in principle have a nonzero e14 value at an ordered phase x� 0.5. In the fully
disordered group-IV semiconductor alloys (CxSi1�x, SixGe1�x, etc.), we have zero e14 values
over the whole alloy range 0� x� 1.0.

Using the endpoint binary data in Table 5.2, the liner interpolation scheme provides a set of
the piezoelectric constants eij for w-AlxGa1�xN (in C/m2)

e15ðxÞ ¼ �0:33�0:15x ð5:3aÞ

e31ðxÞ ¼ �0:55�0:03x ð5:3bÞ

e33ðxÞ ¼ 1:12þ 0:43x ð5:3cÞ
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The piezoelectric properties of ordered and disordered III�N alloys have been theoretically
studied by several authors [3,4]. The piezoelectric constant e33 versus x for w-GaxIn1�xN is
reproduced in Figure 5.2 [4]. The solid line shows the x dependence of e33 for disordered
w-GaxIn1�xN, while the solid circles refer to ordered values. Four ordered structures,
all exhibiting ordering along the c axis, will be considered. The first structure is denoted
1� 1 and consists of a single Ga plane alternating with a simple In plane. This structure has
also been studied by Bernardini and Fiorentini [3] and has an overall composition
x¼ 0.5. The second structure, denoted 2� 2, also has an overall composition of 50 at% but

Table 5.1 Piezoelectric stress and strain constants, e14 and d14, for some cubic group-IV, III–Vand II–VI
semiconductors. d¼ diamond; zb¼ zinc-blende; rs¼ rocksalt

System Material e14 (C/m
2) d14 (10

�12m/V)

IV Diamond (d)a 0 0
Si (d)a 0 0
Ge (d)a 0 0
Sn (d)a 0 0
3C-SiC (zb) �0.345b �1.35b

III–V BN (zb) �1.04b

BP (zb) �0.36b

AlN (zb) 1.13b 9.7b

AlP (zb) �0.06b

AlAs (zb) �0.23b �3.9b

AlSb (zb) 0.068 1.7
GaN (zb) 0.61b 6.4b

GaP (zb) 0.10 1.42
GaAs (zb) �0.16 �2.7
GaSb (zb) 0.126 2.92
InN (zb) 0.71b

InP (zb) �0.083 �1.80
InAs (zb) 0.045 1.14
InSb (zb) 0.071 2.4

II–VI MgO (rs)a 0 0
ZnS (zb) 0.147 3.18
ZnSe (zb) 0.049 1.10
ZnTe (zb) 0.028 0.91
CdO (rs)a 0 0
CdS (zb) 0.37b

CdSe (zb) 0.27b

CdTe (zb) 0.0335 1.68
HgS (zb) 0.14b 5.3b

HgSe (zb) 0.058b 2.6b

HgTe (zb) 0.029b 1.4b

aPrincipally showing no piezoelectricity
bEstimated or calculated
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Table 5.2 Piezoelectric stress and strain constants eij and dij for some hexagonal group-IV, III–V and
II–VI semiconductors. w¼wurtzite; h¼ hexagonal (P63/mmc (D6h))

System Material eij (C/m
2) dij (10

�12 m/V)

e15 e31 e33 d15 d31 d33

IV 2H-SiC (w) �0.08a 0.2a

III–V BN (h)b 0 0 0 0 0 0
AlN (w) �0.48 �0.58 1.55 �4.07 �2.65 5.53
GaN (w) �0.33c �0.55 1.12 3.1 �1.9 3.7
InN (w) �0.41c 0.81c 4.7

II–VI BeO (w) �0.051 0.092 �0.12 0.24
ZnO (w) �0.37 �0.62 0.96 �8.3 �5.12 12.3
ZnS (w) �0.118 �0.238 0.265 �4.37 �2.14 3.66
CdS (w) �0.183 �0.262 0.385 �11.91 �5.09 9.71
CdSe (w) �0.138 �0.160 0.347 �10.51 �3.92 7.84

aAssuming that the 2H-SiC values are the same as those for 6H-SiC within experimental error
bPrincipally showing no piezoelectricity
cEstimated or calculated

Figure 5.2 Theoretical piezoelectric stress constant e33 versus x for w-GaxIn1�xN. The solid line shows
the disordered alloy values, while the solid circles plot the ordered values. [Reprinted with permission from
A. Al-Yacoub, L. Bellaiche, and S.-H. Wei, Phys. Rev. Lett. 89, 7601–7604 (2002). Copyright (2002)
American Physical Society]
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Figure 5.1 Piezoelectric stress constant e14 versus x for CxSi1�x. The open circles show the endpoint
elemental data (e14¼ 0), while the solid circle refers to the theoretical 3C-SiC (x¼ 0.5) value
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differentiates itself from the 1� 1 structure by exhibiting two pure Ga planes alternating with
two pure In planes. The third (respectively, fourth) structure exhibits a succession of three
(respectively, one) Ga and one (respectively, three) In planes. Consequently, it is denoted as
3� 1 (respectively, 1� 3) while having a Ga composition of 75 at% (respectively, 25 at%).

The theoretical results in Figure 5.2 indicate that the atomic ordering can have a large
effect on the piezoelectricity and that e33 of disordered alloys is nearly linear with respect to x.
The simple linear interpolation scheme, using the endpoint binary data in Table 5.2, provides
e33 for w-GaxIn1�xN (in C/m2)

e33ðxÞ ¼ 0:81þ 0:31x ð5:4Þ

Equation (5.4) indicates an increase in e33with increasing x, in direct contrast to that obtained in
Figure 5.2 [4].

Figure 5.3 shows the piezoelectric constant e14 as a function of x for GaxIn1�xAs. The
experimental data are taken from S�anchez-Rojas et al. [5] (solid circles), Chan et al. [6]
(open square) and Izpura et al. [7] (open triangle). The solid line is obtained from the linear
interpolation scheme between the endpoint data (open circles). It can be seen from Figure 5.3
that e14 passes through zero at x� 0.2 while undergoing a reversal in sign. The experimental
data are slightly larger than the linearly interpolated values.

No experimental data on alloy eij values have been reported, except for GaxIn1�xAs
(Figure 5.3). The piezoelectric constants e14 for AlxGa1�xAs and GaxIn1�xPyAs1�y/InP
in Figure 5.4 have been calculated from Equations (A.4) and (A.6), respectively, and can
be given by

e14ðxÞ ¼ �0:23þ 0:07x ð5:5Þ

for AlxGa1�xAs and

e14ðyÞ ¼ �0:05þ 0:15y�0:18y2 ð5:6Þ

for GaxIn1�xPyAs1�y/InP.
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Figure 5.3 Piezoelectric stress constant e14 versus x for GaxIn1�xAs. The experimental data
are taken from S�anchez-Rojas et al. [5] (solid circles), Chan et al. [6] (open square) and
Izpura et al. [7] (open triangle). The solid line represents the linearly interpolated result between the
endpoint binary data
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5.2 FR€OHLICH COUPLING CONSTANT

5.2.1 General Considerations

The theory of Fr€ohlich interaction in alloys of multi-mode phonon behaviors is very complex.
Simply, it is possible to assume that there is a value for the Fr€ohlich coupling constant aF for
each phonon mode given by

aF ¼ 1

2

e2=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�h=2ma

cvLO

p
�hvLO

1

«¥
� 1

«s

� �
ð5:7Þ

where e is the electron charge,ma
c is the electron effectivemass (conductivity mass),vLO is the

LO phonon frequency and «¥ and «s are the high-frequency and static dielectric constants,
respectively. The final alloy aF value can be obtained from theweighted average of each mode
(i.e. Equation (5.7)).

Nash et al. [8] discussed the Fr€ohlich interaction in alloys of two-mode behavior based on
a MREI model. They found that the electron–phonon coupling in In0.53Ga0.47As is much
weaker for the InAs-like mode than for the GaAs-like mode. The primary reason for this was
considered to be the coupling of the LO distortions by the macroscopic electric field. A theory
of the Fr€ohlich interaction in semiconductor alloys has also been proposed by several
authors [9,10].

5.2.2 Alloy Value

Table 5.3 summarizes the Fr€ohlich coupling constant aF for some non-alloyed group-IV, III–V
and II–VI semiconductors. The simplest way to obtain the alloy value is to use the linear
interpolation scheme using the endpoint data in Table 5.3.
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Figure 5.4 Piezoelectric stress constant e14 versus x or y for (a) AlxGa1�xAs and (b) GaxIn1�x

PyAs1�y/InP calculated from the linear interpolation scheme. The open circles show the endpoint binary
data
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The x dependence of aF for CxSi1�x is shown in Figure 5.5. The Fr€ohlich coupling constant
aF is strongly dependent on the ionic polarization of the crystal, which is related to the static
and high-frequency dielectric constants «s and «¥. Note that «s is equal to «¥ in such diamond-
type crystals. Thus, no Fr€ohlich coupling occurs in diamond-type crystals (aF¼ 0, see
Equation (5.7)).

The aF value of 3C-SiC is 0.256 [11]. This means that the bond polarity of SiC resembles
that of III–V and II–VI semiconductors (aF 6¼ 0) rather than that of Si or diamond (aF¼ 0).
Similarly, an alloy of SixGe1�x will have a nonzero aF value near the ordered phase x� 0.5,
although this has never been confirmed experimentally. In the fully disordered alloys (CxSi1�x,
SixGe1�x, etc.), a value of aF¼ 0 can be expected over the whole alloy range 0� x� 1.0.

Table 5.3 Fr€ohlich coupling constant aF for some group-IV, III–V and II–VI semiconductors.
d¼ diamond; zb¼ zinc-blende; w¼wurtzite; rs¼ rocksalt

System Material aF System Material aF

IV Diamond (d)a 0 II–VI ZnO (w) 1.19
Si (d)a 0 ZnS (zb) 0.63
Ge (d)a 0 ZnSe (zb) 0.432
Sn (d)a 0 ZnTe (zb) 0.332
3C-SiC (zb) 0.256 CdO (rs) 0.75

CdS (w) 0.514
III–V AlN (w) 0.65 CdSe (w) 0.46

AlAs (zb) 0.126 CdTe (zb) 0.35
AlSb (zb) 0.023
GaN (w) 0.48
GaP (zb) 0.201
GaAs (zb) 0.068
GaSb (zb) 0.025
InN (w) 0.24
InP (zb) 0.15
InAs (zb) 0.0454
InSb (zb) 0.022

aPrincipally showing no Fr€ohlich coupling interaction
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Figure 5.5 Fr€ohlich coupling constant aF versus x for CxSi1�x. The open circles show the endpoint
elemental data, while the solid circle refers to the experimental 3C-SiC (x¼ 0.5) value
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The linearly interpolated aF value, obtained using Equation (A.6), is shown versus y for
GaxIn1�xPyAs1�y/InP in Figure 5.6. This plot gives very weak upward bowing and can be
expressed as

aFðyÞ ¼ 0:056þ 0:107y�0:013y2 ð5:8Þ
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6 Energy-band Structure:
Energy-band Gaps

6.1 INTRODUCTORY REMARKS

6.1.1 Quasi-cubic Band Model

The review in this chapter is concernedwith themost important band-gap energies as a function
of alloy composition. They are: E0, E0 þ D0, E1, E1 þ D1, E2, E

X
g , E

L
g , etc., and some of these

gaps are shown in Figure 6.1 (see also Adachi [1]).
In Figure 6.1, the fundamental absorption refers to band-to-band or to excitonic transitions.

The fundamental absorption manifests itself by a rapid rise in absorption and can be used to
determine the band-gap energy of semiconductors and insulators. In most semiconductors, the
lowest direct band-gap transitions occur at the E0 edge, i.e. at the center of the BZ. Birman [2]
discussed the relationship between the k¼ 0 (G) CB andVB states of thewurtzite structure and
the corresponding states of the zinc-blende structure. The essential difference between the
potential that an electron experiences in an idealwurtzite lattice and that in a zinc-blende lattice
is the relatively small difference in ‘crystal field’due to sites beyond the next nearest neighbors.

Figure 6.2 shows the CB and VB states for (a) zinc-blende (Dso¼Dcr¼ 0), (b) zinc-blende
(Dso 6¼ 0, Dcr¼ 0) and (c) wurtzite semiconductors at k¼ 0. In the actual VB structure of a
wurtzite crystal, the three VBs illustrated in Figure 6.2(c) can be thought of as arising from
Figure 6.2(a) by the combined effect of both SO and crystal-field perturbations, while the
wavefunction for each band may be written as a linear combination of px, py and pz and spin
functions, provided the interaction of the G7 VB levels with the CB is neglected. This approach
is known as the quasi-cubic model [3].

Under the SO interaction represented by the matrix element Dso and that of the crystal field
represented by Dcr, the quasi-cubic model provides the difference in energies of the VBs

DEBA ¼ E0B�E0A ¼ Dso þDcr

2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dso þDcr

2

� �2

� 2

3
DsoDcr

s
ð6:1aÞ

DECA ¼ E0C�E0A ¼ Dso þDcr

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dso þDcr

2

� �2

� 2

3
DsoDcr

s
ð6:1bÞ

The lowest direct band-gap energies in wurtzite semiconductors can then be given by E0A, E0B

and E0C, as shown in Figure 6.2(c).
The lowest direct (E0) and lowest indirect gap energies (E

X
g , E

L
g ) for some group-IV, III–V

and II–VI semiconductors are summarized in Table 6.1. Table 6.2 also lists the lowest direct
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Figure 6.1 Electronic energy-band structure of Ge. The electronic states are labeled using the notation
for the representations of the double group of the diamond structure. The main interband transitions are
indicated by vertical arrows (at 300K)
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Figure 6.2 Relationships between the VB splitting at the G point in the zinc-blende ((a) Dso¼Dcr¼ 0,
(b)Dso 6¼ 0,Dcr¼ 0) and (c) wurtzite lattices (Dso 6¼ 0,Dcr 6¼ 0) and between the irreducible representations
of the CB and VB in these lattices. (b) and (c) show the actual splitting found in the zinc-blende and
wurtzite crystals, respectively
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Table 6.1 E0, E
X
g and EL

g for some cubic group-IV, III–V and II–VI semiconductors at 300K.
d¼ diamond; zb¼ zinc-blende; rs¼ rocksalt

System Material E0 (eV) EX
g (eV) EL

g (eV)

IV Diamond (d) 15.3 5.50 7.26a

Si (d) 4.06 1.12 2.0
Ge (d) 0.795 0.852 0.6657
Sn (d) �0.413b 0.092c

3C-SiC (zb) 7.4 2.39 4.20

III–V BN (zb) 7.9–11.40d 6.27
BP (zb) 5 2.0
BAs (zb) 1.45e

AlN (zb) 5.2 5.34 8.6d

AlP (zb) 3.91f 2.48 3.57d

AlAs (zb) 3.01 2.15 2.37
AlSb (zb) 2.27 1.615 2.211
GaN (zb) 3.231g 4.2d 5.5d

GaP (zb) 2.76 2.261 2.63
GaAs (zb) 1.43 1.911 1.72
GaSb (zb) 0.72 1.05 0.76
InN (zb) 0.56 3.0d 5.8d

InP (zb) 1.35 2.21 2.05
InAs (zb) 0.359 1.37 1.07
InSb (zb) 0.17 1.63 0.93

II–VI BeS (zb) > 5.5
BeSe (zb) 5.6 4–4.5
BeTe (zb) 4.1 2.63
MgO (rs) 7.8
MgS (zb) 4.45 3.6d

MgSe (zb) 4.0 3.2d

MgTe (zb) 3.4 2.5d

ZnO (zb) 3.17
ZnS (zb) 3.726 5.14d

ZnSe (zb) 2.721 3.4 3.8
ZnTe (zb) 2.27 3.05
CdO (rs) 2.16
CdS (zb) 2.46 5.24d

CdSe (zb) 1.675 4.37d

CdTe (zb) 1.51 3.48d

HgS (zb) �0.04
HgSe (zb) �0.08
HgTe (zb) �0.15

aEstimated
bAt 1.5 K
cAt 4.2 K
dCalculated or estimated
eTentative assignment
fEstimated from AlxGa1�xP data
gGrown on MgO(100) substrate
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gaps E0A, E0B and E0C for some wurtzite-type group-IV, III–Vand II–VI semiconductors. The
Dso and Dcr values can be seen in Table 6.6 of Adachi [1].

6.1.2 Bowing Parameter

In a conventional band-structure calculation, the electrons are assumed to be independent
particles interacting with some average potential due to positively charged ions and valence
electrons, at an equilibrium lattice constant a. Since the electron wavefunction in a strictly
periodic function must be of the form exp(ik�r)uk(r), where uk(r) is a periodic function which
satisfies the periodic boundary conditions, it is convenient to compute electron energies E as a
function of k. The computed energies are then drawn for various values of thewavevector lying
along high symmetry lines in the first BZ (Figure 6.1). Though an alloy has no translational
invariance, the VCA can recover it by replacing the potential by a periodic one, which is
produced by ‘average’ atoms. For an AlxGa1�xAs alloy, the potential is approximated by
uVCA(r)¼ xuAlAs(r) þ (1� x)uGaAs(r), which is periodic.

The band-gap energy is a typical case exhibiting nonlinearity with respect to alloy
composition. Van Vechten and Bergstresser [4] developed a physical model for obtaining the
bowing parameter of E0 based on the Phillips’s dielectric theory of electronegativity [5]. The
deviation from linearity is considered to be due to two terms involving ci, the intrinsic bowing
parameter due to theVCA, and ce, the extrinsicbowingparameter due toaperiodicity in the alloy
lattice

c ¼ ci þ ce ð6:2Þ
The extrinsic term ce can be taken to be proportional to C2

A-B, i.e. to the square of the
electronegativity difference CA-B between the atoms A and B in an AxB1�xC alloy.

6.1.3 Ordered Alloy

As mentioned in Section 1.3.2, it has become evidence that many cubic semiconductor alloys
can exhibit spontaneous ordering. For example, Ga0.5In0.5P, when grown under proper
conditions, forms the CuPt-B ordered structure. In this structure, an alternate GaP/InP
monolayer SL is formed along the h111i direction. The effects of atomic ordering lead to
many interesting effects, such as the band-gap reduction, VB splitting and polarization
dependence of the optical transitions [6].

The schematic energy-band diagram of the disordered zinc-blende and ordered CuPt-B
structures at the G point, where the electronic states are labeled in Slater–Koster notation [7]
is shown in Figure 6.3. The essential difference between the potential that an electron
experiences in an ideal zinc-blende lattice and that in an ordered CuPt-B structure is the
relatively small differences in ‘crystal field (Ds

cr)’ due to sites beyond the next nearest
neighbors. The detailed differences in the energy bands then arise from the difference in the
crystal field and also from the SL nature in ordered materials. These can be briefly
summarized as follows [6]:

1. The lowest CB G4 in the CuPt-B structure corresponds to the CB G6 in the zinc-blende
structure, whereas the upper CB G4 derives from the back-folded L-point CB minimum L6.
Because of the same symmetry of these states their energies are shifted compared to those of
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the ordered Ga0.5In0.5P due to the level repulsion by a certain amount, the value of which
increaseswith increasing order parameterh. This leads to a reduction in the gap between the
upper VBs G5, G6 and the lowest CB G4, whereas the gap to the second lowest CB G4(L6)
increases.

2. Due to reduction of symmetry with regard to the order direction ½11�1�, the degeneracy of the
j¼ 3/2 states at the G point is lifted. The G5, G6 states correspond to the (3/2,� 3/2) HH and
the G4 state to the (3/2,� 1/2) LH band. The VB splitting between the G5, G6(A) and G4(B)
states again increases with increasing order parameter h. The VB SO split-off band G4(C)
shows a rather weak dependence on the order parameter for the usual values of h < 0.5.

Table 6.2 E0a (a¼A, B or C) or related excitonic gap energy for some wurtzite group-IV, III–V and
II–VI semiconductors at 300 K

System Material E0A (eV) E0B (eV) E0C (eV)

IV 2H-SiC 3.330a

III–V AlN 6.2
GaN 3.420 3.428
InN 0.70

II–VI BeO 10.6
MgSe 4.1b

ZnO 3.45 3.40 3.55
ZnS 3.75 3.78 3.87
CdS 2.501 2.516 2.579
CdSe 1.751 1.771 2.176
CdTe 1.56b

aAt 4.2 K
bEstimated
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Figure 6.3 Schematic energy-band diagram of the disordered zinc-blende and ordered CuPt-B
structures at the G point. Note that the upper CB G4 in (c) derives from the back-folded L-point CB
minimum L6 in (b)
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The triply degenerate G15 VB in Figure 6.3(a) is split into three states by the SO (Ds
so ¼ Ds

0)
and crystal-field interactions (Ds

cr). These three states can be described by the same model as
that in Equation (6.1) by replacing Dso with Ds

so and Dcr with Ds
cr. The VB splitting at the top of

the VB for CuPt-B ordering can then be given by

DEBAðhÞ ¼ E0BðhÞ�E0AðhÞ ¼ Ds
so þDs

cr

2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ds
so þDs

cr

2

� �2

� 2

3
Ds
soD

s
cr

s
ð6:3aÞ

DECAðhÞ ¼ E0CðhÞ�E0AðhÞ ¼ Ds
so þDs

cr

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ds
so þDs

cr

2

� �2

� 2

3
Ds
soD

s
cr

s
ð6:3bÞ

The quantities that are experimentally accessible are DEBA(h), DECA(h) and Eg(h)¼
E0A(h) for partially ordered alloys and for random alloys. These values can be used to
derive

Ds
soðhÞ�Ds

soð0Þ ¼ Ds
soðhÞ�D0 ¼ h2½Ds

soð1Þ�D0� ð6:4aÞ

Ds
crðhÞ�Ds

crð0Þ ¼ Ds
crðhÞ ¼ h2Ds

crð1Þ ð6:4bÞ

DEgðhÞ ¼ EgðhÞ�Egð0Þ ¼ h2DEgð1Þ ð6:4cÞ

where h¼ 0 and 1 describe perfectly disordered (Ds
soð0Þ ¼ D0 and Ds

crð0Þ ¼ 0) and ordered
materials, respectively, and DEg(1) represents the maximum band-gap reduction for
perfectly ordered material. However, since perfectly ordered (h¼ 1) samples are unavail-
able, and also the degree of the order parameter h of a given sample is not usually
determined directly, Ds

soð1Þ, Ds
crð1Þ and DEg(1) cannot be found by this fitting procedure.

Only the ratio

j ¼ �DEgð1Þ
Ds
soð1Þ�D0

ð6:5aÞ

z ¼ �DEgð1Þ
Ds
crð1Þ

ð6:5bÞ

can be determined from the measurement of DEBA(h), DECA(h) and Eg(h)¼E0A(h). On
the other hand, if (Ds

soð1Þ�D0), Ds
crð1Þ and DEg(1) were known independently (e.g. from

theoretical calculation), then experimental values for DEBA(h), DECA(h) and Eg(h) could be
used to derive h from the above equations. The maximum band-gap reduction for perfectly
ordered Ga0.5In0.5P is reported to be 0.47 eV [8]. Perfectly ordered material has, of course,
never been observed. In themost ordered Ga0.5In0.5P structure, the highest order parameterh is
�0.6 [9] and the degree of ordering is nonuniform on the local scale.

In Figure 6.4 the band-gap energy reduction DEg(h) has been plotted against the squared
order parameter h2 for Ga0.5In0.5P. The experimental data are taken from Forrest et al. [10]. It
has been established that DEg(h) increases almost linearly with increasing h2. The solid line in
Figure 6.4 represents the relationship, DEg(h)¼ 0.49h2 eV. From Equation (6.4c), the maxi-
mum band-gap reduction is found to be DEg(1)¼ 0.49 eV for perfectly ordered Ga0.5In0.5P.
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6.2 GROUP-IV SEMICONDUCTOR ALLOY

6.2.1 Binary Alloy

(a) CSi

The indirect and direct gap energies EX
g and E0 for diamond and Si, together with those for 3C-

SiC (x¼ 0.5) are shown in Figure 6.5. The experimental data are taken fromTable 6.1. The solid
lines in Figure 6.5 show the best fit of these data using the parabolic expressions (in eV)

EX
g ðxÞ ¼ 1:12þ 0:70xþ 3:68x2 ð6:6Þ

E0ðxÞ ¼ 4:06þ 2:12xþ 9:12x2 ð6:7Þ

There is, however, some ambiguity about the band-gap energies and band lineups in CxSi1�x/Si
heterostructures. The large tensile strain in pseudomorphic CxSi1�x layers on Si is expected to
strongly affect the band edges (see Section 9.1.2).

The higher-lying CPs of supersaturated CxSi1�x (x < 0.02) have become the origin of some
controversy in the literature. UsingER and SE,Kissingeret al. [11] andZollneret al. [12] found
that the E1 gap in CxSi1�x increases linearly with increasing x, as shown in Figure 6.6. The
slopes in Figure 6.6 at 300K give DE1¼ 35meV/at%[C] and DE0

0 ¼ 7 meV=at%½C�. On the
other hand, Demkov and Sankey [13] argued that the band gaps of free-standing CxSi1�x should
decrease with increasing x. For strained pseudomorphic alloy, the lower of the two strain-split
E1 energies should decrease evenmore. Additionalweak structures in the SE spectra of CxSi1�x

and CxSiyGe1�x�x at 2.7 and 3.0 eV were, indeed, observed by Zollner et al. [12] and Lee
et al. [14]. These structureswere interpreted as previously unidentified optical transitions in the
materials due to defects or C-related bands [14]. More recently, Zollner et al. [15] suggested

Figure 6.4 Band-gap energy reduction DEg(h) against squared order parameter h2 for Ga0.5In0.5P. The
experimental data are taken from Forrest et al. [10]. The solid line shows the relationship, DEg(h)¼
0.49h2 eV
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that the new structures are actually interference fringes originating from the reflection of light
at the alloy/substrate interface.

(b) CGe

Figure 6.7 shows the lowest indirect gap energies EX
g and EL

g versus x for CxGe1�x. Kolodzey
et al. [16] measured the optical absorption spectra of CxGe1�x grown on Si(1 0 0) by MBE.
Schrader et al. [17] also carried out optical absorption measurements on CxGe1�x/Si deposited
by hollow-cathode sputtering. The EL

g values obtained from these studies are shown in
Figure 6.7 by the open and solid circles. The linearly interpolated E0 and EX

g values using
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Figure 6.6 Energies of the DE 0
0 and E1 CPs versus x for CxSi1�x at 300K. The experimental data are

taken from Kissinger et al. [11] (solid and open triangles) and Zollner et al. [12] (solid and open circles).
The slopes shown by the solid lines give DE1¼ 35meV/at%[C] and DE 0

0 ¼ 7 meV=at%½C� (at 300K)
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Figure 6.5 Energies of the indirect gap EX
g and direct gap E0 for diamond and Si at 300K, together with

those for 3C-SiC (x¼ 0.5). The open circles represent the endpoint elemental data in Table 6.1. The solid
lines show the best-fit results of these data using Equations (6.6) and (6.7)
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the endpoint data in Table 6.1 are shown by the solid lines. Table 6.3 summarizes the threemain
band-gap energies E0, E

X
g and EL

g for CxGe1�x. From these results, we can expect the EX
g �EL

g

crossover to occur at x� 0.1. Extrapolation gives an EL
g value of �7.26 eV for diamond.

The higher-lying CPs, such as E1, E1 þ D1, E
0
0 and E2, for CxGe1�x have been determined

using SE for x up to 0.03 [18]. These CPs are found to be roughly the same as thosewhich do not
contain C.

(c) SiGe

1. Relaxed alloy—The binary alloy of Si andGe provides a continuous series ofmaterials with
gradually varying physical properties. The physical properties of SixGe1�x grownonSi have
been under extensive study stimulated by their potential for use in various device applica-
tions. Due to the large lattice mismatch (Da/a� 4%), however, the critical layer thickness
for pseudomorphic SixGe1�x growth decreases drasticallywith increasing x [19]. The lattice
constant of ‘relaxed,’ or in other words ‘unstrained’ SixGe1�x, has been measured and
showed to obey Vegard law (Section 1.4.3).

The composition dependence of the fundamental absorption edge in SixGe1�x was first
determined by Braunstein et al. [20] using optical absorption and more recently by Weber
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Figure 6.7 Energies of the lowest indirect gaps EL
g and EX

g and direct gap E0 versus x for CxGe1�x at
300K. The experimental data are taken from Kolodzey et al. [16] (open circles) and Schrader et al. [17]
(solid circle). The solid triangles represent the endpoint elemental data in Table 6.1. The solid lines show
the calculated results using data in Table 6.3

Table 6.3 Energies for some indirect and direct gaps in CxGe1�x at 300K. LF¼ linear fit; LI¼ linear
interpolation

Band Gap Expression (eV) Remark

EL
g 0.66 þ 6.60x LF

E0 0.795 þ 14.505x LI
EX
g 0.852 þ 4.648x LI
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and Alonso [21] using PL measurements. Figure 6.8(a) shows the results obtained by
Braunstein et al. [20]. The crossing-over of the lowest-lying CB states from the L point to
the X point (or D direction) is found at x� 0.15. Thus, the conduction electron nature of
SixGe1�x changes from ‘Ge-like’ to ‘Si-like’ at x� 0.15. The solid lines in Figure 6.8(a)
represent the results calculated from the data in Table 6.4.

The direct gap energies in relaxed SixGe1�x have been determined using various
measurement techniques, such as SE and ER. Table 6.4 summarizes the lowest direct and
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Figure 6.8 (a) Energies of the fundamental absorption edgesEL
g and E

X
g versus x for relaxed SixGe1�x at

300K. The experimental data are taken fromBraunstein et al. [20]. (b) Energies of some CPs versus x for
SixGe1�x at 300K. The solid circles in (a) and (b) represent the endpoint elemental data in Table 6.1 and
Adachi [1]. The solid lines in (a) and (b) show the calculated results using the data in Table 6.4

Table 6.4 Energies for some indirect and direct gaps in relaxed SixGe1�x at 300K. LI¼ linear
interpolation; QF¼ quadratic fit

Band Gap Expression (eV) Remark

EL
g 0.66 þ 1.34x LI

E0 0.795 þ 3.265x LI
EX
g 0.852� 0.032x þ 0.300x2 QF

E0 þ D0 1.08 þ 3.05x LI
E1 2.108 þ 1.134x þ 0.153x2 a
E1 þ D1 2.296 þ 1.070x þ 0.062x2 a
E 0
0 3.03 þ 0.32x a

E2(X) 4.291� 0.116x þ 0.084x2 b
E2(S) 4.406� 0.005x þ 0.072x2 b
E 0
1 5.80� 0.48x LI

aC. Pickering et al., Proc. SPIE 1985, 414 (1993)
bJ. H. Bahng et al., J. Phys.: Condens. Matter 13, 777 (2001)
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higher-lying direct gap energies in relaxed SixGe1�x alloy. Note that the E2 transitions in
Si (and SixGe1�x) occur not only along the h110i direction (S) but also near the X point (or
D direction). All these CPs, includingE0 andE0 þ D0, are plotted against x in Figure 6.8(b).
Except for E 0

0 and E2, the band-gap energies in SixGe1�x are found to be fairly sensitive
to x.

2. Strained alloy—The band structure of pseudomorphical SixGe1�x epilayers on Si(100)
substrates is drastically altered by the built-in strain or stress. The remarkable effect of the
biaxial or uniaxial stress on the band structure is to split the HH (3/2,� 3/2) and LH (3/
2,� 1/2) degeneracy at the G point (see Figure 8.1 in Adachi [1]). The biaxial tetragonal
distortion can also shift and split the CB edge, for example, the sixfold degenerate CB
minima at the X point or along D in bulk Si split into twofold and fourfold minima under
[001] compressive strain [1].

The fundamental absorption edge of strained SixGe1�x/Si(100) has been investigated by
several authors using photocurrent [22] and PL [23,24]. These results are summarized in
Figure 6.9. The heavy gray lines show the theoretical results obtained by People [25]. The
experimental data agree well with the theoretical values.
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Figure 6.9 Energies of the fundamental absorption edges EL
g and EX

g versus x for strained SixGe1�x/Si
(100) epilayer. The experimental data are taken from Lang et al. [22] (solid triangles, at 90K), Dutartre
et al. [23] (solid circles, at 90K) and Liu et al. [24] (at 77K, open circles). The light solid line shows the
low-temperature values of relaxed SixGe1�x epilayer. The heavy gray lines show the theoretical results of
People [25]
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SE, ER and PR techniques have been used to determine the CP energies in strained
SixGe1�x/Si epilayers [26–30]. A decrease in the E1 energy with increasing x, compared
with that observed in relaxed SixGe1�x samples, has been reported [26,27]. On the other
hand, Bahng et al. [29] reported an increase in the E1/(E1 þ D1), DE0

0 and E2 energies with
increasing in-built strain in strained Si0.8Ge0.2/Si(1 0 0), where the strain was controlled by
depositing different thickness of the Si0.8Ge0.2 epilayers from 35 to 350 nm. In the case of
the externally applied uniaxial stress X||[0 0 1], the E1 energy in bulk Si decreased
(increased) with increasing X for the light polarization E||X (E?X) used in the SE
measurements [31]. Therefore, attention must be paid to analyzing the effects of in-built
strain on the electronic energy-band structure of strainedmaterials based on the standardDP
theory [1].

3. External perturbation effect—The temperature dependence of the fundamental absorption
edge in relaxed SixGe1�x alloy was measured by Braunstein et al. [20]. The experimental
data were found to be essentially the same as those for bulk Si and Ge [1]. The temperature
dependence of the higher-lying CPs in relaxed and strained SixGe1�x has been measured by
Huml�ı�cek et al. [32] and Ebner et al. [30], respectively. The relaxed alloy data obtained are:
dE1/dT� (3� 1)� 10�4 eV/K and dE2/dT� (2–4)� 10�4 eV/K (x¼ 0–1.0). All strained-
alloy CP data also satisfactorily fitted the phenomenological formulas of Varshni and
Vi~na [1].

The influence of hydrostatic pressure on the ER spectra of relaxed SixGe1�x alloy
has been reported to be given by dE1/dp¼ 7.8� 1.6xmeV/kbar and dE0

0=dp ¼
1:4�0:4xmeV=kbar [33].

(d) GeSn

The fundamental absorption edge in GexSn1�x is expected to change from the Ge L6
� indirect

to the Sn G7
� direct gap depending on x. The band structure near the direct–indirect transition

region in relaxed or epitaxial GexSn1�x films has been studied using optical absorption [34,35],
SE [36,37] and PR [37]. Figure 6.10(a) shows theE0 andE

L
g energies versus x for nearly relaxed

GexSn1�x (1.0 > x� 0.85) deposited on 10 nm thick relaxed Ge buffer layers on Si(100)
substrates by MBE [34] and those obtained for epitaxial GexSn1�x films (1.0 > x� 0.86)
deposited on Ge(100) substrates by rf magnetron sputtering [35]. Note that a-Sn (gray tin) is a
zero gap semiconductor (i.e. semimetal) with degenerate valence and conduction bands at
the center of the BZ. Thus, the lowest direct gap energyE0 (G8

þ ! G7
�) ina-Sn has a negative

value (�0.413 eV at 1.5 K, see Table 6.1). The solid lines in Figure 6.10(a) represent the
quadratic fits of the experimental data. The resulting expressions are given in Table 6.5.
These expressions predict that E0 and EL

g become zero at x� 0.67 and �0.25, respectively.
GexSn1�x should therefore be a semimetal at up to x� 0.7. These expressions also predict that
E0 and EL

g cross at x� 0.88.
The interband transition energies in GexSn1�x have been studied by D’Costa et al. [37].

Because of insufficient sensitivity of SE for energies below 1 eV, they carried out PR
measurements at 15K. Like E0 (Figure 6.10(a)), E0 þ D0, E1/(E1 þ D1), E

0
0 and E2 decreased

with increasing Sn concentration. From the quadratic fits of the 15K data, they determined the
bowing parameter of each CP. Introducing these parameters and binary data into Equation
(A.17), we obtain the CP energies of GexSn1�x at 300K, as listed in Table 6.5. The numeric
results of these expressions are shown in Figure 6.10(b).
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6.2.2 Ternary Alloy

(a) CSiGe

As mentioned in Section 1.4.3, CxSiyGe1�x�y can be grown lattice-matched on Si substrate.
The smaller C addition compensates the compressive strain in SixGe1�x binary layers and thus
relieves thickness limitations in SixGe1�x growth. Furthermore, the major band offset in
SixGe1�x/Si heterojunction is in the CB, which, in connection with the VB offset in the
SixGe1�x/Si, has already been opened up awide variety of new electronic and optical properties
within the SixGe1�x/Si heterojunction system.

Amouret al. [38] have grown pseudomorphic CxSiyGe1�x�y/Si(100) layers by rapid thermal
CVD andmeasured PL spectra at temperatures between 2 and 77K.We show in Figure 6.11 the
lowest gap energy EL

g versus biaxial compressive strain for pseudomorphic SixGe1�x (adopted
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Figure 6.10 (a) Energies of the lowest direct E0 (solid circles) and lowest indirect gap E
L
g (open circles)

versus x forGexSn1�x at 300K. The experimental data are taken fromHe andAtwater [34] and deGuevara
et al. [35]. (b) Energies of some CPs versus x for GexSn1�x at 300K. The solid lines in (a) and (b) show
the calculated results using the data in Table 6.5

Table 6.5 Energies for some indirect and direct gaps in GexSn1�x at 300K. QF¼ quadratic fit

Band Gap Expression (eV) Remark

E0 �0.413� 0.617x þ 1.826x2 QF
EL
g 0.092� 0.702x þ 1.275x2 QF

E0 þ D0 0.40� 2.36x þ 3.04x2 a
E1 1.25� 0.79x þ 1.65x2 a
E1 þ D1 1.65� 0.39x þ 1.05x2 a
E 0
0 2.25 þ 0.25x þ 0.49x2 a

E2 3.02 þ 0.97x þ 0.40x2 a

aBowing parameter is obtained from V. R. D’Costa et al. (Phys. Rev. B 73, 125207 (2006))
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fromVan deWalle andMartin [39]) andAmour’s data. AddingC into SixGe1�x and keeping the
constant Ge content, the strain decreases and EL

g increases, but the increase in EL
g is much less

than it would be if the strain was reduced simply by reducing the Ge content without adding C
atoms.Amouret al. considered that for a given band gap, CxSiyGe1�x�y has less strain than does
SixGe1�x. The average slope of the CxSiyGe1�x�y data, DEL

g /Debcs¼�6.1 eV/unit strain,
corresponds to DEL

g /Dx¼ þ 21meV/at%[C] [38]. Furthermore, by linearly extrapolating the
CxSiyGe1�x�y data to zero ebcs, a significant band offset to Si for strain-free CxSiyGe1�x�y films
is obtained. For z¼ 1� x� y¼ 0.38, the band offset would be �0.19 eV. From Table 1.8, we
can estimate the ebcs¼ 0 compositions to be x¼ 0.05 (0.03) and y¼ 0.57 (0.73) for z¼ 0.38
(0.24).

Schmidt and Eberl [40] grew strained, exactly strain compensated and compressively
strained CxSiyGe1�x�y layers on Si by MBE and measured their PL spectra at 8K. In
Figure 6.12 EL

g has been plotted against Ge composition for exactly strain compensated,
relaxed CxSiyGe1�x�y layers obtained by Schmidt and Eberl. Note that the EL

g energies plotted
in Figure 6.12 were obtained from the zero-phonon PL peaks by adding the indirect-exciton
binding energy to coincidewith the value ofEL

g ¼ 1.17 eVat 8K for bulk Si [1]. These plots can
be fitted by a linear decrease with DEL

g /Dz¼�8.4meV/at%[Ge], or equivalently, DEL
g /

Dx¼�68meV/at%[C]. Schmidt and Eberl [40] also observed an initial increase in PL peak
energies on the way from tensile strained CxSi1�x as well as from compressively strained
SixGe1�x towards exactly strain compensated CxSiyGe1�x�y.
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Figure 6.11 Energies of the fundamental absorption edge EL
g versus biaxial compressive strain ebcs for

pseudomorphic (pm-) SixGe1�x and pm-CxSiyGe1�x�y (z¼ 1�x�y) at 77K. The experimental data are
taken from Amour et al. [38] (solid and open circles). The pm-SixGe1�x line is taken from Van de Walle
and Martin [39]. The ebcs¼ 0 compositions are estimated to be x¼ 0.05 (0.03) and y¼ 0.57 (0.73) for
z¼ 0.38 (0.24)
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The higher-lying CPs, such as E1 and E2, in CxSiyGe1�x�y/Si(100) films were studied using
SE and ER [18,41,42]. TheE1 gap increased and theE2 gap decreased as x increased for Si-rich
CxSiyGe1�x�y alloy [41,42]. For Ge-rich CxSiyGe1�x�y alloy, C had no detectable influence on
the higher-lying CPs [18].

(b) SiGeSn

Single-phase SixGeySn1�x�y alloys with x� 0.25 and y� 0.64 were grown on Si(100) by
CVD [43,44]. SE of selected samples yielded dielectric functions indicating a band structure
consistent with highly crystalline semiconductors of diamond symmetry. Incorporation of Si
into GexSn1�x led to an additional reduction of E2, as expected based on the E2 values of Si and
Ge [43].

6.2.3 Summary

We have discussed the energy band gaps in some group-IV semiconductor alloys. Figure 6.13
summarizes the fundamental absorption gapEg versus lattice constant a for some binary alloys.
We find that all binary gaps, except for GexSn1�x (0� x� 0.88), are indirect. The GexSn1�x

alloy for 0.67� x� 0.88 is a direct gap semiconductor, but becomes semimetallic for x� 0.67.
We can thus suppose that almost all ternary gaps, like CxSiyGe1�x�y, are indirect.

CxSi1�x is estimated to have an indirect gap at X (EX
g ) over the whole composition range,

while CxGe1�x may have an indirect gap at L (EL
g ) for 0� x� 0.09 and at X for the rest.

The band-gap energy of CxGe1�x lattice-matched to 3C-SiC can be derived from Figure 6.13.
The lattice constant a of 3C-SiC is 4.3596A

	
. The corresponding x and EX

g for CxGe1�x/3C-SiC
are�0.62 and�3.7 eV, respectively. The fundamental absorption edge of 3C-SiC is�2.39 eV
(EX

g , Table 6.1). Because of its wide band-gap nature, C0.62Ge0.38 can be used as a new gate or a
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Figure 6.12 Energies of the fundamental absorption edge EL
g versus Ge atomic composition for exactly

strain compensated (sc-) CxSiyGe1�x�y layers at 8K reported by Schmidt and Eberl [40]. TheEL
g energies

were estimated from the zero-phonon PL peaks by adding the indirect-exciton binding energy to coincide
with the band gap of EL

g ¼ 1.17 eV at 8K for bulk Si. For comparison, the relaxed (r-) SiyGe1�y line is
plotted against Ge atomic composition

ENERGY-BAND STRUCTURE: ENERGY-BAND GAPS 147



barrier material for 3C-SiC FETs. It should be noted, however, that an interpolation scheme
proposed by Soref [45] gives the nearly same EX

g values between CxGe1�x/3C-SiC alloy and
3C-SiC.

The E1-gap bowing parameters c are determined to be 0.153 and 1.65 eV for SixGe1�x and
GexSn1�x, respectively (Tables 6.4 and 6.5). In Figure 6.14 these values are plotted against the
product DaABDXAB of the lattice constant (DaAB) and electronegativity differences (DXAB)
between the elemental semiconductors A and B. The electronegativity values were taken from
Phillips’s definition [46]. The bowing parameter c increases almost linearly with increasing
product DaABDXAB (c in eV, DaABDXAB in A

	
eV)

c ¼ 9:93ðDaABDXABÞ ð6:8Þ
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Figure 6.14 Bowing parameter c of the E1 gap versus product DaABDXAB of the lattice-constant and
electronegativity differences between the endpoint elements A andB in the binary alloyAxB1�x. The SiSn
data (open circle) is taken from D’Costa et al. [44]. The solid line represents the calculated result using
Equation (6.8)
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Figure 6.13 Lowest band-gap energyEg versus cubic lattice constant a for some group-IV binary alloys
at 300K. The 3C-SiC data is plotted for comparison
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D’Costa et al. [44] obtained c� 3.05 eV for SixSn1�x from the SE analyses in the
E1/(E1 þ D1) region of SixGeySn1�x�y. The open circle in Figure 6.14 represents the data of
D’Costa et al. We can conclude that the c values in the Si–Ge–Sn alloy system follows a simple
scaling behavior that can be expressed in terms of the electronegativity and lattice mismatches
(Equation (6.8)). It should be noted, however, that Equation (6.8) estimates in considerably
large bowing parameters c for C-related alloys, �20, �24 and �39 eV for CxSi1�x, CxGe1�x

and CxSn1�x, respectively. Further study is, therefore, needed to elucidate this unexpected
point.

6.3 III–V SEMICONDUCTOR TERNARYALLOY

6.3.1 (III, III)–N Alloy

(a) c-AlGaN

Due to their metastable nature, the growth of single-phase cubic nitride films of sufficient
homogeneity and crystal quality is still difficult and, in general the crystal quality of the cubic
III–N layers grown so far is inferior to that of the hexagonal nitrides. The E0 edge of c-
AlxGa1�xNhas been studied using SE [47–49]. These results are shown in Figure 6.15(a).We
can see that the experimental data of Kasic et al. [49] gives larger E0 values than those
obtained by Suzuki et al. [48]. As a result, the linear interpolation scheme explains Kasic’s
data very well, as shown by the heavy solid line. The electronegativity and size mismatch
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Figure 6.15 Energies of the lowest direct E0 and indirect gaps E
X
g for (a) c-AlxGa1�xN, (b) c-GaxIn1�xN

and (c) c-AlxIn1�xN at 300K. The experimental data in (a) are taken from Suzuki et al. [48] (solid circles)
and Kasic et al. [49] (open circles) and in (b) from M€ullh€auser et al. [71] (open circle) and Goldhahn
et al. [72] (solid circles). The theoretical curves are calculated from Table 6.6
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product scale also predicts a very small bowing parameter c� 0.07 eV for c-AlxGa1�xN
(Equation (6.23)).

No experimental data has been reported on the X- and L-valley gaps EX
g and EL

g for any
binary nitrides or their alloys. All theoretical work, however, has suggested that in all III–N
semiconductors the X-valley CB is located at a lower energy than the L-valley CB (i.e.
EX
g <EL

g ) [50]. Thompson et al. [51] carried out SE measurements on c-AlN and concluded
from the gradual onset of the absorption edge that c-AlN is an indirect gap semiconductor. The
gap that they obtained is�5.34 eV (EX

g ). It should be noted, however, that it is very difficult to
determine an indirect absorption edge, which usually has very weak transition strength, using
SE. Thus, optical absorption or transmission measurements are needed to directly determine
whetherc-AlN is a direct or an indirect gap semiconductor. The light solid line in Figure 6.15(a)
shows the linear interpolation result of the theoreticalEX

g values forc-AlN and c-GaN [50]. The
corresponding EX

g and E0 versus x formulas are listed in Table 6.6. The heavy dashed line also
represents the result of Equation (A.5) with c¼ 1.000 eV. This value is recommended for w-
AlxGa1�xN (c¼ 1.00 eV, see Table 6.7). TheE1 andE2 CPs in c-AlxGa1�xNare also found to be
blue- and red-shifted respectively, with increasing x for x� 0.12, [49].

(b) w-AlGaN

The experimental E0 versus x data for w-AlxGa1�xN [52–55] are shown in Figure 6.16(a). The
bowing parameter c of E0 varies widely from upward to deep downward bowing [56,57]. Lee
et al. [58] noted that the early findings of an upward bowing havegenerally not been duplicated.
Although there have been many reports of c for x < 0.4, very few data have been reported for

Table 6.7 Energy for E0 in some wurtzite (III, III)–N tenaries at 300K. QF¼ quadratic

Ternary E0 (eV) Remark

AlxGa1�xN 3.42 þ 1.78x þ 1.00x2 QF
AlxIn1�xN 0.70 þ 1.80x þ 3.70x2 QF
GaxIn1�xN 0.700 þ 1.080x þ 1.640x2 QF

Table 6.6 Energies for some direct and indirect gaps in cubic (III, III)–N tenaries at 300K. LF¼ linear
fit; LI¼ linear interpolation; QF¼ quadratic fit

Ternary Band gap Expression (eV) Remark

AlxGa1�xN E0 3.231 þ 1.969x LF (LI)
E0 3.231 þ 0.969x þ 1.000x2 QF
EX
g 4.20 þ 1.14x LI

AlxIn1�xN E0 0.56 þ 4.64x LI
EX
g 3.00 þ 2.34x LI

GaxIn1�xN E0 0.560 þ 2.671x LF (LI)
EX
g 3.0 þ 1.2x LI
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x > 0.5 [54,57,59]. It can be seen that such higher x samples tend to give smaller E0

values, although the w-AlN (x¼ 1.0) value is relatively large (E0� 6.2 eV, Figure 6.16(a)).
The apparent observation of the stronger bowing in the higher x region is actually an
artifact resulting from defect- or impurity-related transitions at energies below the band
gap [60].

The solid line in Figure 6.16(a) shows the calculatedE0 curve using a recommended value of
c¼�1.00 eV, as summarized in Table 6.7. This value is in good agreement with the results of
Yun et al. [61]. Wethkamp et al. [59] also reported the x dependence of the higher-lying CPs at
E1� 7 eV and E2� 8 eV, together with an unidentified peak at E?� 13 eV.

The temperature and pressure dependence of the band-gap energies has been measured for
III–N binaries [50]. There have, however, been relatively few studies on the III–N alloys.
Malikova et al. [62] measured the temperature dependence of the excitonic A, B and C peaks
in w-Al0.05Ga0.95N in the 16–434K range using contactless ER and analyzing the results with
Varshni and Bose–Einstein expressions [1]. Brunner et al. [52] measured the absorption
spectra of MBE-grown w-AlxGa1�xN (0� x� 1.0) from 7K up to room temperature, from
which a negligible x dependence of the Varshni coefficients a and b was observed. More
recently, Nepal et al. [63] employed deep-UV PL to study the temperature and composition
dependence of the band-gap energies of MOCVD-grown w-AlxGa1�xN (0� x� 1.0) in the
range between 10 and 800K. A quadratic dependence of the Varshni coefficients a and bwith
x was obtained, from which we can calculate the band-gap energy of w-AlxGa1�xN with
optional x and T.
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Figure 6.16 Energies of the lowest direct gap E0 for (a) w-AlxGa1�xN, (b) w-GaxIn1�xN and
(c) w-AlxIn1�xN at 300K. The experimental data in (a) are taken from Brunner et al. [52] (solid circles),
Muth et al. [53] (open circles),Meyeret al. [54] (solid triangles) andBuchheim et al. [55] (open triangles).
The experimental data in (b) and (c) are taken fromWuandWalukiewicz [65] (solid circles),Androulidaki
et al. [66] (open circles) and Terashima et al. [67] (solid triangles, (c)). The open squares in (a)–(c)
represent the endpoint binary data taken fromTable 6.2. The solid lines have been calculated from the data
in Table 6.7
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The pressure dependence of E0 in w-AlxGa1�xN at 0� x� 0.6 grown by MOCVD on
(0001)-sapphire substrates has been investigated by Shan et al. [64] for pressures of up to
9GPa. They reported dE0/dp to be �40meV/GPa.

(c) c-AlInN

No detailed experimental data has been reported on the band-gap energies in c-AlxIn1�xN.We,
therefore, show in Figure 6.15(c) the linearly interpolated results of E0 and EX

g using the
experimental and theoretical endpoint data, respectively (Table 6.6).

(d) w-AlInN

The recent experimental studies which reported the E0 of InN to be appreciably below 1 eV
compared to the long-accepted value of �2 eV, have initiated a continuing controversy
concerning this fundamental quantity of the least studied III–N binary compound, InN. Also,
obtaining high-quality Al-based semiconductors (AlN, AlP, AlAs, etc.) is very difficult as a
consequence of its significantly higher contamination with residual impurities. Thus, the
standard quadratic expression did not provide a reasonable fit to the compositional variation of
E0 in w-AlxIn1�xN [56].

The experimental E0 versus x data for w-AlxIn1�xN is shown in Figure 6.16(c). The recent
literature data are taken fromWu andWalukiewicz [65], Androulidaki et al. [66] and Terashima
et al. [67]. These data suggest relatively large downward bowing. The solid line in Figure 6.16(c)
shows the parabolic fit of these experimental data. The recommended bowing parameter is very
large, c� 3.70 eV, as listed in Table 6.7.

Goldhahn et al. [68] measured the SE spectra of w-AlxIn1�xN at 0� x� 0.29 in the energy
range up to 9.5 eV and determined the higher-lying CPs E1–E4, together with E0. They
increased gradually with increasing x. The bowing parameters c determined for E1 and E2 are
1.8 and 2.7 eV, respectively.

The pressure dependence of E0 in w-Al0.25In0.75N has been studied by Li et al. [69]. They
also estimated the pressure coefficients forw-AlxIn1�xNand expressed them as dE0/dp¼ 25 þ
20x meV/GPa.

(e) c-GaInN

The E0 gap in c-InN grown on 3C-SiC(100) has been determined to be 0.56 eV by SE at
300K [70]. The E0 versus x data for c-GaxIn1�xN has also been determined using SE [71,72].
These data together with the linearly interpolated EX

g values are shown in Figure 6.15(b). The
experimental E0 values are in good agreement with the linearly interpolated E0 result given by
the heavy solid line (Table 6.6).

(f) w-GaInN

The recent crystal growth of high-quality GaxIn1�xN epilayers with small x has considerably
broadened the composition range over which the bowing could be determined reliably. The E0

versus x data for w-GaxIn1�xN are shown in Figure 6.16(b). The data are taken from Wu and
Walukiewicz [65] and Androulidaki et al. [66]. A number of larger studies cast doubt on the
small bowing parameter in w-GaxIn1�xN [56]. For example, the experimental data of Parker
et al. [73] implied a bowing of 3.42 eV (4.11 eV) for strained (relaxed) GaxIn1�xN epilayers
grown on (0001)-sapphire substrates with x < 0.25. However, recent studies of a broad
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compositional range supported the findings of a smaller bowing of �1.4 eV [65,74]. Our
recommended bowing parameter in Figure 6.16(b) is 1.640 eV (Table 6.7).

Higher-lying CPs have been observed in w-GaxIn1�xN using SE [75]. A total of five CPs
(A, E1, E2, E3 and E4), together with E0, are observed in the spectral range of 0.5–10 eV. All
these CPs showed a weak nonlinearity with x.

The E0 gap ofw-InN is reported to be 0.70� 0.05 eVat 300K [76]. The Varshni coefficients
for w-InN are also reported to be a¼ 0.41meV/K and b¼ 454K [65]. An up-to-date
compilation of various band parameters has been presented in Adachi [1] for group-IV
elemental, III–V and II–VI binary semiconductors. By using an interpolation scheme,
therefore, it is in principle, possible to estimate the band-gap energies for group-IV, III–V
and II–VI semiconductor alloys at any temperature and also any pressure.

The temperature dependence of E0 in w-GaxIn1�xN has been determined for x¼ 0.86 [77]
and 0.92 [78]. The Varshni coefficients a¼ 1.0meV/K and b¼ 1196K for x¼ 0.86 [77] are
nearly the same as those for w-GaN (a� 1.3meV/K and b� 1200K) [1].

The pressure dependence of E0 inw-GaxIn1�xNwith 0.89� x� 1.0 grown byMOCVD has
been investigated for pressures of up to 9GPa [78]. The pressure coefficients dE0/dp are
37.5� 2.5meV/GPa (T¼ 10�295K). The pressure coefficients for samples at 0.5� x� 1.0
have also been determined and found to be dE0/dp¼ 30� 5meV/GPa [69].

6.3.2 (III, III)–P Alloy

(a) AlGaP

AlxGa1�xP has an indirect gap over the whole composition range. Figure 6.17(a) shows the
lowest indirect and direct gap energies Eg

ID and E0 as a function of x for AlxGa1�xP. The
experimental EX

g data were obtained from optical absorption measurements [79]. The optical
absorption at 6Kmeasured byOnton et al. [80] provided an indirect gap bowing of c� 0.18 eV.
More recent CL data obtained at 14K [81] support a small bowing of 0.13 eV for the lowest
indirect gap EX

g . However, Figure 6.17(a) shows that good agreement with the experimental
data can be achieved by putting c¼ 0 eV into Equation (A.5).

The lowest and higher-lying CPs in AlxGa1�xP have been investigated using ER in early
studies and SEmore recently. The experimentalE0 data plotted in Figure 6.17(a) are taken from
such studies (Rodr�ıguez and Armelles [82], Choi et al. [83], etc.). The linear interpolation
scheme provides good agreement with the experimental E0 data, as shown by the solid line.

The composition dependence of the higher-lying CPs is shown in Figure 6.17(b). The
experimental ER and SE data can be satisfactorily fitted by the linear expression against alloy
composition x [83]. The corresponding formulas are listed in Table 6.8. Note that the SO split-off
energies D0 and D1 are observed to be negligibly small in the III–P semiconductors. From
Figure6.17(b),wecanexpectcrossingofE 0

0 andE2atx� 0.5,whichmaybeauniquecharacteristic
of thisalloy (cf.Figure6.19). Ifwesimplyexchangeanassignmentof theCPs,namelyE 0

0 $ E2, in
AlP [83], no such crossingoccurs, as demonstrated by thedashed lines in Figure 6.17(b).Note that
theE 0

0 andE2 transitionsoccurat ornear theG andXpoints in theBZ, respectively (Figure6.1), and
that identifying higher-lying CPs is a very difficult task.

(b) AlInP

AlxIn1�xP can be lattice-matched to GaAs at x� 0.53. Onton and Chicotka [84] grew bulk
AlxIn1�xP by a modified Bridgman method and measured the CL spectra at 300K. The open
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circles in Figure 6.18(a) show these results. A G–X crossing is found to occur at x� 0.45. Bour
et al. [85] also grew a series of AlxIn1�xP on GaAs (100) by MOCVD and determined the E0

energies by ER. These results are also shown in Figure 6.18(a) by the solid circles. The
quadratic fit of E0 gives a value of c� 0.40 eV, as listed in Table 6.9.

No experimental data relating to the higher-lying CPs in AlxIn1�xP has been reported. We,
therefore, show inFigure 8.18(b) theCP energies obtained from the linear interpolation scheme
between the InP (x¼ 0) andAlP (x¼ 1.0) data inAdachi [1]. As in Figure 6.17(b) (AlxGa1�xP),
crossing of E 0

0 and E2 occurs at x� 0.4 in AlxIn1�xP. This crossing can be removed by simply
exchanging the assignment of the CPs, E 0

0 $ E2, in AlP [83], as demonstrated by the dashed
lines in Figure 8.18(b).

The electron-HH and electron-LH transition energies in strained AlxIn1�xP layers grown on
GaAs by MOCVD were investigated at 20K using a PR technique [86]. The E0 versus x data
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Figure 6.17 (a) Energies of the lowest direct E0 and indirect gaps Eg

ID versus x for AlxGa1�xP at 300K.
The experimental data forE0 are taken fromRodr�ıguez andArmelles [82], Choi et al. [83], etc., and forEX

g

fromSonomura et al. [79]. (b) Energies of someCPs versus x forAlxGa1�xPat 300K. The solid lines in (a)
and (b) show the calculated results sing the data in Table 6.8. The dashed lines were also obtained by
exchanging the E 0

0 $ E2 CP assignment in AlP

Table 6.8 Energies for some indirect and direct gaps in AlxGa1�xP at 300K. LF¼ linear fit; LI¼ linear
interpolation

Band gap Expression (eV) Remark

EX
g 2.261 þ 0.219x LF

EL
g 2.63 þ 0.94x LI

E0 2.76 þ 1.15x LF
E1 3.71 þ 0.59x LF
E 0
0 4.74 þ 0.40x LF

E2 5.28� 0.65x LF
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were also measured for relaxed AlxIn1�xP at 20K [86] and can be expressed as (in eV)

E0ðxÞ ¼ 1:418þ 2:4x ð6:9Þ

(c) GaInP

GaxIn1�xP exhibits some of the largest direct gaps among the non-nitride III–V semiconductors
and can be grown lattice-matched to GaAs at x� 0.52. This alloy is widely used as a material
for various optoelectronic and electronic devices. The lowest direct gap E0 versus x for
GaxIn1�xP is shown graphically in Figure 6.19(a). The experimental data are taken fromOnton
et al. [87] (open circles) and Alibert et al. [88] (solid circles). The solid line represents the
calculated E0 versus x curve by putting c¼ 0.65 eV into Equation (A.5). This value is the same
as that recommend in Vurgaftman et al. [89].

The G–X crossover is believed to occur at x� 0.7 in GaxIn1�xP. The indirect band-gap
energies EX

g for x� 0.7 are plotted against x in Figure 6.19(a) by the open triangles. They are
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Figure 6.18 (a) Energies of the lowest direct E0 and indirect gaps Eg
ID versus x for AlxIn1�xP at 300K.

The experimental data are taken from Onton and Chicotka [84] (open circles) and Bour et al. [85] (solid
circles). (b) Energies of some CPs versus x for AlxIn1�xP at 300K. The solid lines in (a) and (b) show the
calculated results using the data in Table 6.9. The dashed lines are also obtained by exchanging the
E 0
0 $ E2 CP assignment in AlP

Table 6.9 Energies for some direct and indirect gaps in AlxIn1�xP at 300K. QF¼ quadratic fit;
LI¼ linear interpolation; LF¼ linear fit

Band gap Expression (eV) Remark

E0 1.35 þ 2.16x þ 0.40x2 QF
EL
g 2.05 þ 1.52x LI

EX
g 2.21 þ 0.27x LF

E1 3.71 þ 1.13x LI
E 0
0 4.70 þ 0.44x LI

E2 5.10� 0.47x LI
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taken fromAlibert et al. [88], Lange et al. [90], etc. The solid lines represent the calculated EX
g

and EL
g curves using c¼ 0.200 and 0.34 eV, respectively. Early theoretical and experimental

bowing parameters are summarized by Bugajski et al. [91] and more recent values by
Vurgaftman et al. [89]. These results vary widely: c¼ 0.39–1.36, 0–0.40 and 0.23–0.86 eV
for E0, E

X
g and EL

g , respectively. Clearly, the c¼ 1.03 eV value for EL
g recommended by

Vurgaftman et al. [89] is out of the reported range of 0.23–0.86 eV. If we assume here that
c¼ 0.34 eV forEL

g , which is exactly the same as Hill’s value [92], the c¼ 0.200 eV value forE0

is also the same as that recommended by Vurgaftman et al. [89] (c¼ 0.20 eV). The expressions
for such energy gaps are summarized in Table 6.10.
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Figure 6.19 (a) Energies of the lowest direct E0 and indirect gaps Eg

ID versus x for GaxIn1�xP at 300K.
The experimental data for E0 are taken from Onton et al. [87] (open circles) and Alibert et al. [88] (solid
circle) and forEX

g fromAlibert et al. [88], Lange et al. [90], etc. (open triangles). (b) Energies of someCPs
versus x for GaxIn1�xP at 300K. The solid lines in (a) and (b) show the calculated results using the data in
Table 6.10

Table 6.10 Energies for some direct and indirect gaps in GaxIn1�xP at 300K. LI¼ linear interpolation

Band gap Expression (eV) Remark

E0 1.35 þ 0.76x þ 0.65x2 a
E0 þ D0 1.46 þ 0.73x þ 0.65x2 a
EL
g 2.05 þ 0.24x þ 0.34x2 b

EX
g 2.210� 0.149x þ 0.200x2 b

E1 3.17� 0.32x þ 0.86x2 c
E1 þ D1 3.29� 0.33x þ 0.86x2 c
E 0
0 4.70 þ 0.04x LI

E2 5.10 þ 0.18x LI

aBowing parameter is obtained from I. Vurgaftman et al. (J. Appl. Phys. 89, 5815 (2001))
bBowing parameter is obtained from R. Hill (J. Phys. C: Solid State Phys. 7, 516 (1974))
cBowing parameter is obtained from C. Alibert et al. (Phys. Rev. B 6, 1301 (1972))
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The composition dependence of the higher-lying CPs for GaxIn1�xP has been investigated
using ER [88] and SE [93]. These studies observed remarkable bowing (c� 0.9 eV) for the E1

andE1 þ D1 transitions. TheGaxIn1�xP samples used by Lee et al. [93] were epitaxially grown
on GaAs and graded-GaInP/GaP substrates by various techniques, such as MOCVD, gas-
source MBE, LPE or HT-VPE. They mainly investigated the strain and disorder effects of the
electrical and optical properties. The general behavior of the E1/(E1 þ D1) peak shifts was
explained in terms of the biaxial strain and strain relaxation caused by lattice mismatch. The
solid lines in Figure 6.19(b) show the results calculated from Table 6.10. Since the SO split-off
energiesD0 andD1 aremainly characterized by the nature of the anion atom, the common anion
alloys like GaxIn1�xP and ZnxCd1�xTe have nearly the same D0 or D1 energies, irrespective of
alloy composition x. Therefore, in such alloys the E0 þ D0 and E1 þ D1 gaps have nearly the
same bowing parameters as the E0 and E1 gaps, respectively.

The temperature dependence of the fundamental absorption edge of GaxIn1�xP (x¼ 0–1.0)
has been investigated from 20 to 300K by Ishitani et al. [94]. The same studies, but using
samples lattice-matched to GaAs (x� 0.5), have also been carried out using PzR [95] and
SE [96]. The measured data were analyzed using some empirical expressions, such as Varshni
and Bose–Einstein formulas. Onton and Chicotka [97] also undertook PL measurements on
GaxIn1�xP at 2K and obtained the x-dependent E0 and EX

g values given by (in eV)

E0ðxÞ ¼ 1:409þ 0:695xþ 0:758x2 ð6:10Þ

EX
g ðxÞ ¼ 2:321þ 0:017x ð6:11Þ

The pressure dependence of the fundamental absorption edge of GaxIn1�xP has been
determined by several authors [98,99]. The pressure coefficients dE0/dp and dE

X
g /dp reported

by Hakki et al. [98] were 125� 5meV/GPa (x� 0.5) and �11.5� 1.5meV/GPa (x¼ 0–1.0),
respectively. Go~ni et al. [99] found from optical absorption studies that G–X crossing occurred
at 5.0GPa for x¼ 0.36 and at 2.7GPa for x¼ 0.5 at 300K. PLmeasurements were also carried
out to investigate G–X crossing as a function of pressure for GaxIn1�xP epilayers grown on
GaAs(100) substrates [100,101].

6.3.3 (III, III)–As Alloy

(a) AlGaAs

AlxGa1�xAs is known to be the most important and the most investigated III–V semiconductor
alloy. Figure 6.20(a) shows the lowest direct and indirect gaps E0, E

L
g and EX

g versus x for
AlxGa1�xAs.TheexperimentaldataforE0aretakenfromAubeletal. [102]andAspnesetal. [103],
forEL

g fromSaxena[104]andforEX
g fromMonemaretal. [105].Thesolid linesarecalculatedfrom

the data in Table 6.11. The expression for E0 is determined from the SE analysis [103]. This
expression reveals that the bowing parameter is x-dependent in the manner (in eV) shown below

E0ðxÞ ¼ 1:430þ 1:707x�1:437x2 þ 1:310x3

¼ 1:430þ 1:580xþ xð1�xÞð0:127�1:310xÞ ð6:12Þ

Using Equation (6.12), we can obtain good agreement with the experimental results. It should
be noted, however, that almost all AlxGa1�xAs data have been explained by the quadratic
expression with c ranging from �0.25 to þ 1.147 eV [106].
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Many reports support the hypothesis that the c value for EL
g is almost equal to zero. Lee

et al. [107], however, reported a value of c¼ 0.055 eV from PL measurements. The plots
produced by Saxena [104] also suggested c¼ 0 eV for EL

g , independent of temperature [108].
As seen from Figure 6.20(a), GaAs is a direct gap semiconductor with G–L–X valley ordering,
while AlAs is an indirect gap semiconductor with exactly the reverse ordering. The G–X
crossover composition xc for AlxGa1�xAs was determined at various temperatures [106] and
found to be �0.4 at 300K and �0.38 at low temperatures.

The higher-lying CPs in AlxGa1�xAs have been determined by many authors [106]. The
bowing parameter of c� 0.39 eV was reported for E1, while the E2 gap showed an almost liner
variation with x. Such results are shown in Figure 6.20(b) (see also Table 6.11). Aspnes
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Figure 6.20 (a) Energies of the lowest directE0 and indirect gapsEg
ID versus x forAlxGa1�xAs at 300K.

The experimental data for E0 are taken from Aubel et al. [102] and Aspnes et al. [103] (open circles), for
EL
g from Saxena [104] (solid circles) and for EX

g fromMonemar et al. [105] (solid triangles). (b) Energies
of some CPs versus x for AlxGa1�xAs at 300K. The solid lines in (a) and (b) represent the calculated
results using the data in Table 6.11. The dashed line in (b) also represents the result calculated using
Equation (6.13)

Table 6.11 Energies for some direct and indirect gaps in AlxGa1�xAs at 300K. LI¼ linear interpolation

Band gap Expression (eV) Remark

E0 1.430 þ 1.707x� 1.437x2 þ 1.310x3 a
EL
g 1.72 þ 0.65x LI

E0 þ D0 1.760 þ 1.053x þ 0.407x2 b
EX
g 1.910 þ 0.185x þ 0.055x2 c

E1 2.890 þ 0.518x þ 0.392x2 b
E1 þ D1 3.130 þ 0.479x þ 0.391x2 b
E 0
0 4.52 þ 0.10x LI

E2 5.13� 0.26x LI

aBowing parameter is obtained from D. E. Aspnes et al. (J. Appl. Phys. 60, 754 (1986))
bBowing parameter is obtained from J. L. Aubel et al. (J. Appl. Phys. 58, 495 (1985))
cBowing parameter is obtained from H. J. Lee et al. (Phys. Rev. B 21, 659 (1980))
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et al. [103] reported an expression analogous to Equation (6.12) for E1 (in eV)

E1ðxÞ ¼ 2:924þ 0:965xþ xð1�xÞð�0:157�0:935xÞ ð6:13Þ

The dashed line in Figure 6.20(b) represents the calculated result of this expression.
Traditionally, temperature variation of the band-gap energy Eg is expressed in terms of the

Varshni formula [1]

EgðTÞ ¼ Egð0Þ� aT2

T þb
ð6:14Þ

where Eg(0) is the band-gap energy at 0 K, a is in electron volts per Kelvin and b is closely
related to the Debye temperature of the material (in Kelvin). The E0-gap Varshni parameters
E0(0), a and b for AlxGa1�xAs are shown in Figure 6.21(a). The experimental data were

gathered from various sources. The solid lines represent the linear least-squares fits
summarized in Table 6.12. TheVarshni parameters forEL

g andE
X
g are also listed in Table 6.12.

Introducing such parameters into Equation (6.14), we obtain the E0, E
L
g and EX

g energies for
optional alloy compositions (0� x� 1.0) and T from 0 up to at least 400K. The Varshni
parameters for the higher-lying CPs were reported in Adachi [106].

There is some considerable variation in the absolute pressure coefficients of E0 and they are
limited to x� 0.5 [106]. However, the literature data in Figure 6.21(b) can probably be best
summarized by (in 10�2 eV/GPa)

dE0ðxÞ
dp

¼ 11:6�1:1x ð6:15Þ
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Figure 6.21 (a) Varshni parameters Eg(0), a and b versus x for E0 in AlxGa1�xAs. The solid lines
represent the liner least-squares fits summarized in Table 6.12. (b) Pressure coefficient dE0/dp versus x for
AlxGa1�xAs. The experimental data are taken from Adachi [106]. The solid line shows the calculated
result using Equation (6.15)
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The EL
g and EX

g data showed no clear x-dependent pressure coefficients that can be
approximated as dEL

g =dp � 5:5� 10�2 eV=GPa and dEX
g =dp � 1:5� 10�2 eV=GPa [106].

The pressure coefficients of E1 and E1 þ D1 were approximated as �(7�8)� 10�2 eV/
GPa [106].

(b) AlInAs

AlxIn1�xAs can be grown lattice-matched to InP at x� 0.48 and serve as a barrier layer in the
important Ga0.47In0.53As/Al0.48Ga0.52As/InP heterostructure system. Wakefield et al. [109]
undertook CL measurements on AlxIn1�xAs/InP(100) at x� 0.5 and obtained a value of
c¼ 0.74 eV forE0.More recently, Chou et al. [110] determined c� 0 eV fromPR in the limited
composition range 0.43� x� 0.58. The experimental data of Chou et al. (solid circles) are
shown in Figure 6.22(a). TheE0 energy for Al0.48In0.52As/InPwas reported to be 1.439� 0.005
eV at 300K [111]. The open circle in Figure 6.22(a) shows this data. From these data, we
obtain a value of c� 0.72 eV, in good agreement with the earlier work ofWakefield et al. [109].

Table 6.12 Varshni parameters defined by Equation (6.14) for E0, E
L
g and EX

g in AlxGa1�xAs

Band gap Eg(0) (eV) a (10�4 eV/K) b (K)

E0
a 1.513 þ 1.380x 5.8 þ 3.6x 206 þ 123x

EL
g
b 1.775 þ 0.792x 6.1 204

EX
g
b 1.988 þ 0.207x þ 0.055x2 4.6–1.0x 204

aObtained from Figure 6.21
bS. Adachi, GaAs and Related Materials: Bulk Semiconducting and Superlattice Properties. World Scientific,
Singapore, 1994
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Figure 6.22 (a) Energies of the lowest directE0 and indirect gaps Eg
ID versus x for AlxIn1�xAs at 300K.

The experimental data are taken fromChou et al. [110] (solid circles) andOertel et al. [111] (open circle).
(b) Energies of some CPs versus x for AlxIn1�xAs at 300K. The solid lines in (a) and (b) show the
calculated results using the data in Table 6.13
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The linear interpolation scheme, used to estimate the L- and X-valley minima, also implies
G–X crossover occurring at x� 0.63 in Figure 6.22(a).

The higher-lying CPs in AlxIn1�xAs have been studied using SE [82] and normal-incidence
reflectivity [112]. These studies determined the E1-gap c value to be 0.86 and 0.38 eV,
respectively. Avalue of c¼ 0.39 eVwas also determined forE1 þ D1 [112]. The recommended
band-gap expressions for AlxIn1�xAs are summarized in Table 6.13.

(c) GaInAs

GaxIn1�xAs remains a direct gap material over the whole composition range. We show in
Figure 6.23(a) the lowest direct and indirect gaps E0, E

L
g and EX

g versus x for GaxIn1�xAs. The
E0 versus x data are taken from Nahory et al. [113] (open circles) and Kim et al. [114] (solid
circles). Ga0.47In0.53As/InP has an energy E0¼ 0.728� 0.002 eV at 300K [115]. The open
triangle in Figure 6.22(a) shows this value. From these data points, we obtain a value of
c� 0.58 eV for E0, slightly larger than that recommended by Vurgaftman et al. [89]
(c¼ 0.477 eV).

Singh [116] reviewed theE0 gap in lattice-matched and strained Ga0.47�aIn0.53þaAs grown
on InP(100). He obtained the following expression for unstrained samples with small a at
300K (in eV)

E0ðaÞ ¼ 0:75�1:05aþ 0:45a2 ð6:16Þ

with zero HH–LH splitting, while for strained samples (in eV)

E0ðaÞ ¼ 0:75�0:63aþ 0:45a2 ð6:17Þ

with HH–LH splitting of 0.42a eV.
There is no reliable experimental technique to determine theL- andX-valley gapsEL

g andE
X
g

in GaxIn1�xAs. The c values in Table 6.14 are assumed to have a composite value in the range
compiled byVurgaftman et al. [89]. The dashed lines in Figure 6.22(a) represent theEL

g andE
X
g

values calculated using Vurgaftman’s recommended c values.

Table 6.13 Energies for some direct and indirect gaps in AlxIn1�xAs at 300K. LI¼ linear interpolation

Band gap Expression (eV) Remark

E0 0.359 þ 1.931x þ 0.720x2 a
E0 þ D0 0.726 þ 1.774x þ 0.720x2 b
EL
g 1.07 þ 1.30x LI

EX
g 1.37 þ 0.78x LI

E1 2.50 þ 0.92x þ 0.38x2 c
E1 þ D1 2.78 þ 0.83x þ 0.39x2 c
E 0
0 4.44 þ 0.18x LI

E2 4.70 þ 0.17x LI

aObtained from Figure 6.22
bPostulated bowing parameter equal to that for E0
cBowing parameter is obtained from A. Convertino et al. (J. Vac. Sci. Technol. B 20, 248 (2002))
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The higher-lyingCPs inGaxIn1�xAs have been determined using SE [114]. These results are
shown in Figure 6.23(b). The samples were grown on InP(100) at a thickness of 1mm, which
exceeds the critical thicknesses of strain relaxation. Thus, the data presented in Figure 6.23
represent those for bulk materials. Andreani et al. [117] used PR and SE to investigate the
optical response and energy-band structure of a series of strained and relaxed GaxIn1�xAs
(x > 0.85) films on GaAs(100) substrates. They observed that the energy shifts in E1 and
E1 þ D1 due to built-in strain were in good agreement with those calculated from standard DP
theory. The solid lines in Figure 6.23(b) were obtained by the analysis of Kim’s data [114] or
using the linear interpolation scheme. These results are summarized in Table 6.14.
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Figure 6.23 (a) Energies of the lowest directE0 and indirect gapsEg
ID versus x for GaxIn1�xAs at 300K.

(b) Energies of some CPs versus x for GaxIn1�xAs at 300K. The experimental data in (a) and (b) are taken
from Nahory et al. [113] (open circles), Kim et al. [114] (solid circles) and Gaskill [115] (open triangle).
The solid lines in (a) and (b) show the calculated results using the data inTable 6.14. The dashed lines in (a)
are calculated using c¼ 0.33 and 1.4 eV for EL

g and EX
g , respectively

Table 6.14 Energies for some direct and indirect gaps in GaxIn1�xAs at 300K. LI¼ linear interpolation

Band gap Expression (eV) Remark

E0 0.359 þ 0.491x þ 0.580x2 a
E0 þ D0 0.726 þ 0.454x þ 0.580x2 b
EL
g 1.07 þ 0.15x þ 0.50x2 c

EX
g 1.37� 0.16x þ 0.70x2 c

E1 2.50� 0.16x þ 0.55x2 d
E1 þ D1 2.78 þ 0.03x þ 0.32x2 d
E 0
0 4.44 þ 0.08x d

E2 4.70 þ 0.43x LI

aObtained from Figure 6.23
bPostulated bowing parameter equal to that for E0
cEstimated from list by I. Vurgaftman et al. (J. Appl. Phys. 89, 5815 (2001))
dEstimated from data by T. Y. Kim et al. (Phys. Rev. B 68, 115323 (2003))
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The Varshni parameters E0(0), a and b for E0 in GaxIn1�xAs are plotted in Figure 6.24. The
experimental data have been gathered from various sources (e.g. Hang et al. [118]). The solid
lines show the liner least-squares fits given by

E0ð0ÞðxÞ ¼ 0:359þ 1:154x eV ð6:18aÞ

aðxÞ ¼ ð3:3þ 2:5xÞ � 10�4 eV=K ð6:18bÞ

bðxÞ ¼ 217�11xK ð6:18cÞ

No detailed pressure dependence of the band-gap energies inGaxIn1�xAs has been reported.
It should be noted, however, that the pressure dependence for GaAs and InAs can be given by
dE0/dp¼ 107 and 114meV/GPa [1], respectively. Thus, we suggest the value of dE0/dp for
GaxIn1�xAs to be �110meV/GPa, independent of x.

6.3.4 (III, III)–Sb Alloy

(a) AlGaSb

The bowing parameter c for E0 in AlxGa1�xSb was determined using various techniques, such
as PL, optical absorption and ER [119–121]. The reported c values varied widely from �1.18
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Figure 6.24 Varshni parameters Eg(0), a and b versus x for E0 in GaxIn1�xAs. The solid lines represent
the liner least-squares fits of Equation (6.18)
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to þ 0.69 eV [89]. Alibert et al. [119] obtained c¼ 0.47 and 0.48 eVat room temperature and
low temperatures, respectively, and made a detailed comparison between these and previous
results. More recently, Bignazzi et al. [120] obtained a better fit to the optical absorption data
assuming a linear band-gap variation at low x. These results were confirmed by Bellani
et al. [121] from TR measurements at T¼ 90–300K. Consequently, a cubic expression was
proposed for E0 in AlxGa1�xSb

E0ðxÞ ¼ 0:723þ 1:547xþð0:044�1:220xÞxð1�xÞ
¼ 0:723þ 1:591x�1:264x2 þ 1:220x3

ð6:19Þ

The calculated result of this expression is shown in Figure 6.25(a), together with the
experimental data [119,121].

The experimental data in the higher x region in Figure 6.25(a) suggest that the X-valley gap
EX
g has no strong composition dependence. The experimental G–L crossover composition also

suggests that the bowing parameter may be negligibly small for EL
g [89].

The higher-lying CPs in AlxGa1�xSb have been studied using modulation spectroscopy,
such as PzR and ER [119,122] and SE [123,124]. The bowing parameters obtained from these
studies are in the range 0.28–0.63 eV. Since the data of Choi et al. were limited to 0� x
0.39 [124], theywere fitted using a linear expression. The recommended band-gap expressions
for AlxGa1�xSb are summarized in Table 6.15.

The linear temperature coefficient dE0/dTwas reported to be �4� 10�4 eV/K for 0� x�
1.0 [121] and x� 0.4 [122]. The linear temperature coefficient dEX

g =dT was also reported to be
�(3.1� 0.2)� 10�4 eV/K for x > 0.52 [119]. TheVarshni parametersE0(0),a andb have been
determined for x¼ 0.12 and 0.19 [125]. However, pressure studies have not been carried out on
AlxGa1�xSb.
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Figure 6.25 (a) Energies of the lowest directE0 and indirect gapsEg
ID versus x for AlxGa1�xSb at 300K.

The experimental data are taken from Anderson et al. (see Alibert et al. [119]) (open circles) and Bellani
et al. [121] (solid circles). The solid line (E0) shows the calculated result using Equation (6.19). (b)
Energies of some CPs versus x for AlxGa1�xSb at 300K. The solid lines in (a) and (b) show the calculated
results using the data in Table 6.15
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(b) AlInSb

Very limited data are available for AlxIn1�xSb [126–128]. Isomura et al. [126] recorded the ER
spectra for AlxIn1�xSb at 0� x� 1.0. They determined the E0, E0 þ D0, E1 and E1 þ D1

energies versus x at 300K and their results are shown in Figure 6.26, together with those forEL
g ,

EX
g , E

0
0 and E2 estimated from the linear interpolation scheme. The corresponding band-gap

expressions are listed in Table 6.16. The data in Figure 6.26(a) suggest that AlxIn1�xSb is a
direct gap semiconductor at x� 0.7.

Table 6.15 Energies for some direct and indirect gaps inAlxGa1�xSb at 300K. LI¼ linear interpolation;
LF¼ linear fit

Band gap Expression (eV) Remark

E0 0.723 þ 1.591x� 1.264x2 þ 1.220x3 a
EL
g 0.760 þ 1.451x LI

EX
g 1.050 þ 0.565x LF

E0 þ D0 1.50 þ 1.04x þ 0.40x2 b
E1 2.05 þ 0.49x þ 0.30x2 c
E1 þ D1 2.50 þ 0.43x þ 0.30x2 c
E 0
0 3.56 þ 0.20x LI

E2 4.14 þ 0.09x LI

aBowing parameter is obtained from V. Bellani et al. (Phys. Rev. B 59, 12272 (1999))
bEstimated from E0 data
cEstimated from various data
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Figure 6.26 (a) Energies of the lowest direct E0 and indirect gaps Eg
ID versus x for AlxIn1�xSb at 300K.

The experimental data are taken from Isomura et al. [126] (solid circles). (b) Energies of some CPs versus
x for AlxIn1�xSb at 300K. The solid lines in (a) and (b) represent the calculated results using the data in
Table 6.16
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The bowing parameters obtained from Isomura et al. [126] are 0.34 and 0.21 eV for E1 and
E1 þ D1, respectively, while those obtained by Yaozhou et al. [127] are about a factor of 2
larger and are 0.752 and 0.723 eV for E1 and E1 þ D1, respectively. The fundamental
absorption edges in AlxIn1�xSb layers (0� x� 0.25) grown on GaAs substrates were studied
by Dai et al. [128] using transmission spectroscopy from cryogenic to room temperature. A
linear change of E0 with lattice constant a (or x) was obtained.

(c) GaInSb

GaxIn1�xSb remains a direct gap semiconductor over 0� x� 1.0. The bowing parameters c for
E0 previously reported are c¼ 0.413� 0.43 eV for bulk samples [129–131] and �0.35 eV for
epilayers [132]. A more recent study of a GaxIn1�xSb/GaSb(100) epilayer reports c¼ 0.406�
0.009 eV [133], which is in much better agreement with the bulk results. The solid circles in
Figure 6.27(a) show the PzR results obtained byAuvergne et al. [130],which give anE0 bowing
of 0.415 eV.

The considerable uncertainty for the indirect gaps in GaSb (x¼ 0) and especially InSb
(x¼ 1.0) translates into a poor understanding of the L- and X-valley gap bowing. The c values
of 0.40 and 0.33 eV for EL

g and EX
g in Table 6.17 are taken from Vurgaftman et al. [89].

The higher-lying CPs, E1, E1 þ D1, E
0
0 and E2, in GaxIn1�xSb have been studied using

ER [129] and SE [134]. The bowing parameters determined from these studies are in
reasonable agreement and are shown in Table 6.17 and Figure 6.27(b).

The linear temperature coefficient dE0/dT obtained from PzR measurements [130] can be
written as �(2.75� 1.05x)� 10�4 eV/K. Therefore, the linear interpolation scheme can be
safely used to obtain the temperature-dependent andmay also be used to estimate the pressure-
dependent band-gap energies in GaxIn1�xSb. The necessary binary data are compiled from
Adachi [1].

6.3.5 Dilute-nitride III–(V, V) Alloy

(a) General Considerations

Dilute-nitride III–V alloys, such as GaNxAs1�x and GaInNxAs1�x, represent a new class of
highly mismatched material systems, which have recently attracted great attention [135]. The
‘dilute’ nitrides nowmean that a small N fraction of the order of a few percent can be added to a

Table 6.16 Energies for some direct and indirect gaps in AlxIn1�xSb at 300K. LI¼ linear interpolation

Band gap Expression (eV) Remark

E0 0.17 þ 1.67x þ 0.43x2 a
EL
g 0.930 þ 1.281x LI

E0 þ D0 1.04 þ 1.16x þ 0.74x2 a
EX
g 1.630� 0.015x LI

E1 1.80 þ 0.70x þ 0.34x2 a
E1 þ D1 2.30 þ 0.72x þ 0.21x2 a
E 0
0 3.26 þ 0.50x LI

E2 3.90 þ 0.33x LI

aBowing parameter is estimated from data in S. Isomura et al. (Phys. Status Solidi B 65, 213 (1974))
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conventional non-nitride semiconductor, such as GaAs or GaInAs. Due to large differences in
the lattice constant and ionicity between the host binary and N-related binary (Table 6.18), the
dilute nitrides exhibit many unusual and fascinating physical properties. Among them themost
prominent feature is the giant bowing in the band-gap energy. It is known that a single bowing
parameter is inadequate even if the goal is only to describe the band-gap energy for a relatively
wide range of compositions. For example, the bowing parameterc forE0 inGaNxAs1�x reached
40 eV for a very low N incorporation (x� 0.1 at%), and strongly decreased with increasing N
fraction [136]. Because of this, we do not recommend that the type of bowing parameter c be
used to describe the dilute nitrides [56].
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Figure 6.27 (a) Energies of the lowest directE0 and indirect gapsEg
ID versus x for GaxIn1�xSb at 300K.

The experimental data are taken from Auvergne et al. [130] (solid circles). (b) Energies of some CPs
versus x for GaxIn1�xSb at 300K. The solid lines in (a) and (b) represent the calculated results using the
data in Table 6.17

Table 6.17 Energies for some direct and indirect gaps in GaxIn1�xSb at 300 K

Band gap Expression (eV) Remark

E0 0.170 þ 0.135x þ 0.415x2 a
EL
g 0.93� 0.57x þ 0.40x2 b

E0 þ D0 1.040 þ 0.045x þ 0.415x2 c
EX
g 1.63� 0.91x þ 0.33x2 b

E1 1.80� 0.13x þ 0.38x2 d
E1 þ D1 2.30� 0.08x þ 0.28x2 d
E 0
0 3.26 þ 0.30x d

E2 3.90 þ 0.24x2 d

aBowing parameter is obtained from D. Auvergne et al. (J. Phys. Chem. Solids 35, 133 (1974))
bBowing parameter is obtained from I. Vurgaftman et al. (J. Appl. Phys. 89, 5815 (2001))
cPostulated bowing parameter equal to that for E0
dBowing parameter is obtained from S. M. Vishnubhatla et al. (Can. J. Phys. 47, 1661 (1969))
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The unexpected properties of various dilute nitrides are incompatible with standard models
(e.g. VCA) describing semiconductor alloys. Many proposals have been developed, which can
be summarized in the three main models: (1) impurity band formation [137,138], (2) BAC
model [139,140] and (3) a polymorphous alloy model [141,142]. The subtle distinction
between the three models lies in the evolution of the localized N states and the host CB
states in the alloys [143]. The impurity band model argues that the CB minimum evolves from
interacting N-related impurity states (isolated N centers, N pairs and clusters) and requires no
participation of higher-lying host CB states [137,138]. The BAC model includes a mutual
repulsion between theN level andG-valleyCB state [139,140]. N-induced perturbed host states
in the third model, on the other hand, covers all host CB states that are affected by the
perturbation induced by nitrogen [141,142].

There is no perfect model to fully explain the unique properties of the dilute-nitride alloys;
the dispute still continues [144–146]. It has, however, been well established that the electronic
energy-band consequence of such materials can be simply parameterized in terms of the BAC
model [56]. If the effect of the VB is completely neglected, the N states lead to a characteristic
splitting of the CB into two subbands

E�ðkÞ ¼ 1

2
ðECðkÞþENÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðECðkÞ�ENÞ2 þ 4V2x

q� �
ð6:20Þ

where EC(k) is the CB dispersion of the unperturbed non-nitride semiconductor, EN is the
position of the N isoelectronic impurity level in that semiconductor, V is the interaction
potential between the two subbands and x is the N fraction. The CB structure for GaNxAs1�x

obtained from Equation (6.20) with EC(0)¼ 1.43 eV (E0), EN¼ 1.65 eV and V¼ 2.70 eV is
shown in Figure 6.28.

Any temperature dependence arises from the shift of the CB dispersion EC(0) in Equa-
tion (6.20), which is assumed to follow the Varshni, Bose–Einstein or other expression [1],

Table 6.18 LatticemismatchDa/a and Phillips ionicity differenceDfi for some III–(V,V) and (III, III)–V
ternaries. Note that III–(N, V) ternaries exhibit ‘strongly perturbed’ characteristics

Alloya |Da|/a (%) |Dfi| Alloy b |Da|/a (%) |Dfi|

Al(N, P) 19.8 0.142 (Al, Ga)P 0.2 0.020
Al(N, As) 22.6 0.175 (Al, Ga)As 0.1 0.036
Al(N, Sb) 28.6 0.199 (Al, Ga)Sb 0.6 0.011
Ga(N, P) 17.1 0.173 (Ga, In)P 7.1 0.094
Ga(N, As) 20.0 0.190 (Ga, In)As 6.7 0.047
Ga(N, Sb) 34.9 0.239 (Ga, In)Sb 5.9 0.060
In(N, P) 15.0 0.157 Ga(P, As) 3.6 0.017
In(N, As) 21.5 0.221 Ga(P, Sb) 10.6 0.066
In(N, Sb) 23.0 0.257 Ga(As, Sb) 7.3 0.049

In(P, As) 3.1 0.064
In(P, Sb) 9.4 0.100
In(As, Sb) 6.5 0.036

aStrongly perturbed alloy
bWeakly perturbed alloy
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whereasEN is assumed to be independent of T. In dilute-nitride alloys theDP interaction should
be treated carefully, with a view to the much weaker shift of EN with pressure. The pressure or
strain dependence of the E� transitions should be determined by substituting the appropriate
DPs of the host semiconductor to obtainEC(k) and then derivingE�(k) fromEquation (6.20) or
an even more detailed formalism.

The effect of N incorporation on the electron effective mass is more subtle. In general, the
smaller the E0 gap, the smaller the CB effective mass me

G [1]. However, measurements on all
diluted nitrides have shown an increase in the electron effective mass me

G. The band-antic-
rossing-induced enhancement of the DOS electron effective mass can be calculated from the
dispersion relationship E�(k) in Equation (6.20) by [145]

mG
e�ðkFÞ ¼ �h2

k

dE�ðkÞ=dk
����

����
k¼kF

¼ mG
e 1þ V2x

ðEN�E�ðkFÞÞ2
" #

ð6:21Þ

where me
G represents the host material value at k¼ 0. The Fermi wavevector kF and Fermi

energy EF¼E�(kF) can be determined from the free-electron concentration. Note that
Equation (6.21) suggests an increase in mG

e� with increasing x.
Since N incorporation mainly affects the CB states, the band anticrossing effect should not

alter the VB structure, and as a result, the hole effective masses, appreciably. Similarly, since
the band-gap bowing occursmainly as a result of the lowering of the CB edge, a large CB offset
and a small discontinuity in the VB edge should be expected. If we consider unstrained dilute
nitride, the VB offset should be safely set equal to that of the host semiconductor material.

The electronmobility is expected to be lower in dilute nitrides due to strong alloyor impurity
scattering and the enhanced electron effective mass. It is well known that the G-valley electron
mobility decreases with increasingme

G [1]. Since reduced mobility of both electrons and holes
has been observed, alloy or impurity scattering is likely the dominant effect governing carrier
mobility, especially electron mobility.
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Figure6.28 CBdispersion relationships for diluted-nitrideGaNxAs1�x calculated fromEquation (6.20).
For comparison, the unperturbed GaAs CB (EC) and the position of the N level (EN) are shown
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(b) GaNP

Nitrogen is known to form a series of isoelectronic traps in GaP. The oscillator strength of the
interband transitions in N-dopedGaP can be strongly enhanced by increasing N concentrations
up to the alloy limit, due to N-induced admixing of the G component to the lowest CB states of
the alloy leading to the crossover from an indirect gap inGaP to a direct gap inGaNxP1�xwith a
surprisingly low N concentration of around 0.5 at% [140,147–149].

Figure 6.29(a) shows the N concentration dependence of the CB edge E� and G-point CB
minimum Eþ in GaNxP1�x. The experimental data are taken from Buyanova et al. [150].
The horizontal arrows indicate the positions of E0, E

X
g and EL

g in the host semiconductor
GaP. The solid lines represent the results calculated according to Equation (6.20) using
EC(k¼ 0)¼ 2.76 eV (E0), EN¼ 2.25 eV and V¼ 3.10 eV (Table 6.19). Note that EN¼ 2.25
eV is slightly smaller than the well-known isoelectronic NN states at 2.18 eV in GaP [151].
The determined N level EN¼ 2.25 eV is placed nearly at the X-point CB minimum
EX
g ¼ 2.261 eV (Table 6.1). The EN and V values reported by Buyanova et al. [150] are,

respectively, 2.25 and 2.76 eV, while those recommended by Vurgaftman and Meyer [56]
are 2.18 eV (EN) and 3.05 eV (V) respectively.

The CPs in GaNxP1�x have been studied by Leibiger et al. [152] using SE at energies
between 1 and 8.5 eV. They observed theG-point CPsE0 andE

0
0 andL-direction CPsE1 andE

0
1,

together with two additional CPs labeledE1
2 and E

2
2, which cannot be assigned unambiguously.

A strong blueshift ofE0 andE1 was observedwith increasingN incorporation, in contrast to the
well-known downshift of the CB edge. The E 0

0, E 0
1, E1

2 and E2
2 CPs did not significantly shift

with increasing N concentration.
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Figure 6.29 (a) N concentration dependence of the CB edge E� and G-point CB minimum Eþ in
GaNxP1�x at 300K. The experimental data are taken from Buyanova et al. [150]. (b) N concentration
dependence of the CB edge E� and G-point CB minimum Eþ in GaNxAs1�x at 300K. The experimental
data for E� are taken fromWu et al. [160] and for Eþ from Gil [161]. (c) N concentration dependence of
the CB edge E� and G-point CB minimum Eþ in GaNxSb1�x at 300K. The experimental data are taken
from Jefferson et al. [178]. The solid lines in (a)–(c) represent theBAC results of Equation (6.20) using the
model parameters in Table 6.19. The horizontal arrows indicate the positions of the E0, E
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g gaps in
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The CB edge E� and G-point CB minimum Eþ versus temperature have been measured by
Ruko et al. [149] and Buyanova et al. [150]. The pressure dependence of E� has also been
reported [140,153]. These studies ruled out the previous assertion that the G–X transitions
dominate the band gap in GaNxP1�x at low N concentrations [154].

(c) GaNAs

Among the dilute-nitride III–Valloys,GaNxAs1�xwas first grown epitaxially and represented a
relatively new material system with unusual physical properties and potential technological
importance [155]. A huge bowing of 18 eV was found in GaNxAs1�x, which is equivalent for
small N concentrations to a linear modelwith that slope [156]. Few attempts have beenmade to
quantify the strong composition dependence of the band-gap energy, assuming a composition-
dependent bowing parameter [157], a two-level BAC model [139,140], in the form of an
arbitrary function [136,158] or a DEg/xa (a¼ 2/3) scaling rule [159].

Figure 6.29(b) plots the fundamental gapsE� andEþ as a function of x for GaNxAs1�x. The
experimental data for E� are taken fromWu et al. [160] and for Eþ from Gil [161]. The BAC
results of Equation (6.20) are indicated by the solid lines. They are calculated using EN¼ 1.65
eV and V¼ 2.70 eV (Table 6.19) and follow the parameterization of Shan et al. [139]. The
increase inEþ with increasing x is nearly equal to the band-gap reduction (DEg), indicative of a
N-induced level repulsion.

The CP energies versus x in GaNxAs1�x were determined using SE [162–167] and
PR [167,168]. These studies reported the blueshifted E1 and E1 þ D1 peaks, together with
an uncommonly strong disorder-induced broadening, with increasing x. As in GaNxP1�x, no
clear peak shift was observed for E 0

0 and E2 CPs [164,165,168]. A strong dependence of D0 on
composition has also not been observed [169].

The linear temperature coefficient dE0/dT is �4.4� 10�4 eV/K for GaAs at T� 300K [1].
A significant reduction in the temperature coefficient of the fundamental absorption edge has
been reported for GaNxAs1�x [170–173]; typically dE�/dT¼�3� 10�4 eV/K for x� 3

Table 6.19 BAC parameters EN and V calculated from Equation (6.20) for some dilute-nitride III–V
ternaries and quaternaries at 300K.

Ternary EN (eV) V (eV) Remark

GaNxP1�x 2.25 3.10 a
GaNxAs1�x 1.65 2.70 b
GaNxSb1�x 0.78 2.60 c
InNxP1�x 2.00 3.50 d
InNxAs1�x 1.45 2.00 e
InNxSb1�x 0.74 2.10 f
GaxIn1�xNyAs1�y 1.44 þ 0.21x 2.7� 4.2x þ 3.5x2 g

aFlit-determined from Figure 6.29
bW. Shan et al., Phys. Rev. Lett. 82, 1221 (1999)
cP. H. Jefferson et al., Appl. Phys. Lett. 89, 111921 (2006)
dK. M. Yu et al., J. Appl. Phys. 90, 2227 (2001)
eFlit-determined from Figure 6.31
fModeled result of k�p calculation shown in Figure 6.31
gI. Vurgaftman and J. R. Meyer, J. Appl. Phys. 94, 3675 (2003)
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at% [170,172]. Similarly, the linear pressure coefficient dE0/dp for GaAs is �1.2� 10�1 eV/
GPa [1], while a value for dE�/dp of �7� 10�2 eV/GPa was observed for GaNxAs1�x with
x¼ 0.1 at% at T¼ 33� 130K [174]. Such weak external perturbation dependence of E� in
GaNxAs1�x is in good agreement with the BAC model [145].

The GaNxAs1�x alloy at high N concentration is an attractive material for extending the
wavelength range of GaN-based optoelectronic devices toward the red/IR region. The
fundamental absorption edges of such As-poor (N-rich) alloys have been studied by several
authors [156,175,176]. These results are shown in Figure 6.30 together with those obtained in
the As-rich region [160]. The solid line shows the quadratic fit given by (E� in eV)

E� ¼ 1:43�11:7xþ 13:5x2 ð6:22Þ

This fit provides huge bowing of c¼ 13.5 eVand thus results in a semimetallic overlap of the
CB and VB at the intermediate compositions 0.15� x� 0.73. It should be noted, however, that
the �0.4 eV band-gap reduction observed with x� 3 at% in Figure 6.30 is similar to that
measured with an N fraction of x� 15 at% [177]. No upper limit for the N concentrations for
which the BAC model remains valid, has been identified so far [56].

(d) GaNSb

There has been only one experimental report on the structural and optoelectronic properties of
GaNxSb1�x by MBE [178]. The GaNxSb1�x layers (0.002� x� 0.01) were grown on GaAs
substrates. The band-gap energies were determined from FTIR measurements. The band-gap
reduction DEg was solely due to the substitution of dilute amounts of highly electronegative N
for Sb, and was greater than that observed in GaNxAs1�x with the same N concentration.
The results obtained by Jefferson et al. are shown in Figure 6.29(c) [178]. The solid lines show
the fits of these datawith Equation (6.20). The parameters determined using the BACmodel are
listed in Table 6.19.
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Figure 6.30 Lowest absorption edge E� versus x for c-GaNxAs1�x at 300K. The experimental data are
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shows the BAC result of Equation (6.19) using the model parameters in Table 6.19
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(e) InNP

Several experiments have been carried out on InNxP1�x [179,180]. Bi and Tu [179]
incorporated N atoms into InP by gas-source MBE using N radicals and observed the
linear reduction DEg with increasing N concentration. The value of DEg is about 0.15 eV at
x¼ 1 at%. More recently, Yu et al. [180] obtained dilute-nitride InNxP1�x films by Nþ ion
implantation into InP with N doses up to 4.8 at%. The InNxP1�x layers were thermally
stable up to an annealing temperature of 850 	C. The data of Yu et al. are shown in
Figure 6.31(a) [180]. These data are nearly the same as those obtained by Bi and Tu [179].
The solid lines represent the BAC model results calculated using Equation (6.20) and the
numeric parameters in Table 6.19.

(f) InNAs

There have been several experimental studies on the band-gap reduction in InNxAs1�x [181–
184]. All these studies showed that the band gap was reduced with increasing x, as shown in
Figure 6.31(b). The solid lines in Figure 6.31(b) represent the results calculated using

Equation (6.20) with EN¼ 1.45 eV and V¼ 2.00 eV (Table 6.19). The effective N level
EN¼ 1.45 eV is nearly equal to those reported by Shih et al. [182] and Veal et al. [184]
(1.48 eV). The interaction potential V¼ 2.00 eVis slightly larger than those in Shih et al. [182]
(1.68 eV), Kuroda et al. [183] (1.86 eV) and Veal et al. [184] (1.77 eV).

The higher-lying CPsE1 andE1 þ D1 in InNxAs1�xwere studied using SE [185]. Theywere
blue-shifted at a rate of �20–25meV/at%[N].
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(g) InNSb

Murdin et al. [186]measured the electron effectivemass near the band anticrossing point byCR
in InNxSb1�x with the absorption edge near 15mm. The observed results directly demonstrate
band anticrossing and quantitatively confirm an increase in the effective mass predicted by a
tight binding calculation for low N concentration (x < 1 at%).

More recently,Veal et al. [187] formed a thin InNxSb1�x layer by low-energyN implantation
on InSb and found from XPS that N occupies �6 at% of the anion sublattice sites. Using
HREELS, they also observed the absence of a depletion layer, indicating that the Fermi level is
located below the VB maximum. Consequently, the CB minimum is located below the VB
maximum, meaning that a negative band-gap material has been formed. These results are
consistent with the k�p calculation that predicts a semimetallic band structure, as shown by the
solid lines in Figure 6.31(c) [187]. The dashed lines in Figure 6.31(c) show the parameteriza-
tion fits of the k�p results (solid lines) using Equation (6.20). The resulting parameters are found
to be EN¼ 0.74 eV and V¼ 2.10 eV (Table 6.19).

6.3.6 Al–(V, V) Alloy

The minimum gaps in the Al-based III–V ternaries AlPxAs1�x, AlPxSb1�x and AlAsxSb1�x are
an indirect band gaps throughout their whole composition rangewith the CBminimum located
in the vicinity of the X point, as shown in Figure 6.32. The various curves have been calculated
from the data in Table 6.20. The bowing parameters c for E0 are estimated from the product of
the lattice constant and electronegativity differences (Equation (6.23)). The bowing parameters
c for EL

g and EX
g are obtained from the theoretical calculations by Chen and Sher [188].

Very few studies have been carried out on the determination of the energy-band structures
for theAl–(V,V) ternaries. Saadallah et al. [189] have studied the photothermal properties of an
MBE-grown AlAs0.08Sb0.92/GaSb layer. From the absorption spectrum they obtained, we can

Table 6.20 Energies for some indirect and direct gaps in some Al–(V, V) tenaries at 300 K

Ternary Band gap Expression (eV) Remark

AlPxAs1�x EX
g 2.15� 0.07x þ 0.40x2 a

EL
g 2.37 þ 0.82x þ 0.38x2 a

E0 3.01 þ 0.77x þ 0.13x2 b

AlPxSb1�x EX
g 1.615 þ 0.588x þ 0.277x2 a

EL
g 2.211 þ 0.603x þ 0.756x2 a

E0 2.27� 0.49x þ 2.13x2 b
AlAsxSb1�x EX

g 1.615 þ 0.285x þ 0.250x2 a

EL
g 2.211� 0.315x þ 0.474x2 a

E0 2.27� 0.45x þ 1.19x2 b

aBowing parameter is obtained from a theoretical study by A.-B. Chen and A. Sher (Semiconductor Alloys. Plenum,
New York, 1995)
bBowing parameter is estimated from Equation (6.23)
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estimate an absorption edge at �800 nm (�1.55 eV). The solid circle in Figure 6.32(b)
represents this data.

6.3.7 Ga–(V, V) Alloy

(a) GaPAs

GaPxAs1�x remains a direct gap material in the composition range 0� x� 0.48 at room
temperature. Above x� 0.48, the alloy becomes indirect because the X-valley minimum
crosses below the G-valley minimum. The bowing parameter for E0 reported previously lies
within a relatively narrow range c¼ 0.174–0.21 eV [89]. The lowest direct and indirect gaps for
GaPxAs1�x as determined by ER [190] and PLmeasurements [191], respectively, are shown in
Figure 6.33(a). The c¼ 0.24 eV value for EX

g recommended by Vurgaftman et al. [89] lies
approximately in the middle of the previously reported range of 0.20–0.28 eV. The same
authors also recommended a value of c¼ 0.16 eV for EL

g .
The higher-lying CPs, such as E1, E1 þ D1, E

0
0, E 0

0 þD 0
0, E2 and E2 þ d, in GaPxAs1�x have

been determined by ER [190], reflectivity [192] and SE [193]. The kinks in the slope of the
composition dependence of E1 and E1 þ D1 are found at x� 0.5 [190,192]. A recent SE study
does not confirm such an anomaly, but observes some alloy disorder effects, i.e. a large positive
bowing for E0 and a large reduction in the E1/(E1 þ D1) strengths at x� 0.5 [193]. The large
bowing reported is c¼ 0.54 eV, which is larger by more than a factor of 2 than the commonly
accepted values (0.20–0.28 eV). This large bowing effect has not been verified and relies on
only two data points with intermediates at x¼ 0.4 and 0.7. All CPs higher than E1/(E1 þ D1)
showed an almost linear increase with x [190,192,193], as shown in Figure 6.33(b). The
recommended band-gap expressions are listed in Table 6.21.

The temperature effects on the fundamental absorption edge especially near the E0�EX
g

crossover region in GaPxAs1�x were studied using PL [191,194] and optical absorption [195].
As the temperaturewas increased to above 77K, marked changes in PLwere observed for both
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Figure 6.32 Energies of the lowest direct E0 and indirect gaps Eg
ID versus x for (a) AlPxAs1�x,

(b) AlAsxSb1�x and (c) AlPxSb1�x at 300K. The solid circle in (b) is estimated from an optical absorption
spectrum by Saadallah et al. [189]. The various curves in (a)–(c) represent the calculated results using the
data in Table 6.20
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N-doped and N-free alloys [191]. In both cases the higher-energy or near-band-edge process
dominated the emission as the temperature was increased. Zero-phonon as well as phonon-
assisted transitions were identified in the intrinsic absorption edge [195].

(b) GaPSb

There are very few reports relating to GaPxSb1�x in the literature [196,197]. The intrinsic
absorption edge in GaPxSb1�x as a function of x obtained by PL measurements is shown in
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Figure 6.33 (a) Energies of the lowest direct E0 and indirect gaps Eg

ID versus x for GaPxAs1�x at 300K.
The experimental data are taken forE0 fromThompson et al. [190] (open circles) and forEX

g fromCraford
et al. [191] (solid circles). (b) Energies of someCPs versus x forGaPxAs1�x at 300K. The solid lines in (a)
and (b) represent the calculated results using the data in Table 6.21

Table 6.21 Energies for some direct and indirect gaps in GaPxAs1�x at 300 K

Band gap Expression (eV) Remark

E0 1.43 þ 1.14x þ 0.19x2 a
EL
g 1.72 þ 0.75x þ 0.16x2 a

E0 þ D0 1.76 þ 0.90x þ 0.18x2 b
EX
g 1.910 þ 0.111x þ 0.240x2 a

E1 2.89 þ 0.82x c
E1 þ D1 3.13 þ 0.69x c
E 0
0 4.52 þ 0.22x c

E2 5.13 þ 0.15x2 c

aBowing parameter is obtained from I. Vurgaftman et al. (J. Appl. Phys. 89, 5815 (2001))
bBowing parameter is fit-determined from experimental data reported by A. G. Thomson et al. (Phys. Rev. 146, 601
(1966))
cBowing parameter (c¼ 0 eV) is obtained fromA. G. Thompson et al. (Phys. Rev. 146, 601 (1966)) and K. J. Kim et al.
(J. Appl. Phys. 84, 3696 (1998))
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Figure 6.34(a) [196,197]. The solid lines represent the E0, E
X
g and EL

g versus x data obtained by
putting c¼ 2.7 eV into Equation (A.5). This bowing parameter is taken from Vurgaftman
et al. [89]. Although the experimental data scatter largely, the curves of the calculated results
explain the experimental data very well. From Figure 6.34(a), we can expect the E0�EX

g

crossover to occur at x� 0.4.

There have been no reports published concerning the higher-lying CPs in GaPxSb1�x. We,
therefore, assume the bowing parameters forE1 andE1 þ D1 to be a half of that forE0 and those
forE 0

0 andE2 to be a quarter of that forE0. Such trends can be found in some III–V ternary alloys
(see e.g. GaAsxSb1�x in Table 6.23). The solid lines in Figure 6.34(b) show the calculated
results using the data in Table 6.22.
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Figure 6.34 (a) Energies of the lowest direct E0 and indirect gaps Eg
ID versus x for GaPxSb1�x at 300K.

The experimental data are taken from Jou et al. [196] and Loualiche et al. [197] (solid circles). (b)
Energies of some CPs versus x for GaPxSb1�x at 300K. The solid lines in (a) and (b) represent the
calculated results using the data in Table 6.22

Table 6.22 Energies for some direct and indirect gaps in GaPxSb1�x at 300 K

Band gap Expression (eV) Remark

E0 0.72� 0.66x þ 2.70x2 a
EL
g 0.76� 0.83x þ 2.70x2 a

EX
g 1.050� 1.489x þ 2.700x2 a

E0 þ D0 1.50� 1.36x þ 2.70x2 b
E1 2.05 þ 0.31x þ 1.35x2 c
E1 þ D1 2.50� 0.03x þ 1.35x2 c
E 0
0 3.56 þ 0.50x þ 0.68x2 d

E2 4.14 þ 0.46x þ 0.68x2 d

aBowing parameter is obtained from I. Vurgaftman et al. (J. Appl. Phys. 89, 5815 (2001))
bPostulated bowing parameter equal to that for E0
cBowing parameter is assumed to be a half of that for E0 (c¼ 1.35 eV)
dBowing parameter is assumed to be a quarter of that for E0 (c¼ 0.68 eV)
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(c) GaAsSb

GaAsxSb1�x remains a direct gap material over the whole composition range, as shown in
Figure 6.35(a). The E0-gap bowing parameter has been determined using various techni-
ques [89]. The experimental data plotted in Figure 6.35(a) were obtained from PL results by
Nahory et al. [198] (solid circles) and from optical absorption measurements by Yano
et al. [199] (open circles) and McGlinn et al. [200] (solid triangles). The quadratic fit of
these data provides c¼ 1.25 eV forE0. This value is slightly smaller than that recommended by
Vurgaftman et al. [89] (c¼ 1.43 eV). No experimental data are available for the c values of EX

g

and EL
g . In Figure 6.35(a), the x-dependent EX

g and EL
g curves are calculated by introducing

c¼ 1.20 eV into Equation (A.5). These bowing parameters are recommended by Vurgaftman
et al. [89].

The higher-lying CPs have been investigated on MBE-grown GaAsxSb1�x (0.56� x� 1.0)
on GaAs(100) substrates using PR [201] and those (0.35� x� 0.78) grown on InP(100)
substrates byMOCVD using SE [202]. Serries et al. [203] determined strained and relaxed E1/
(E1 þ D1) energies before and after correction for strain effects. The sample thickness used by
Ferrini et al. [201] was in the range 0.6–1mm for complete strain release at each mole fraction.
The results obtained by these authors [201,203], together with those for E0 and E0 þ D0

(Table 6.23) are shown in Figure 6.35(b).
The temperature dependence ofE0 inGaAsxSb1�x has been studied by several authors [203–

205]. Lukic-Zrnic et al. [204] obtained theVarshni parametersa andb, which describe not only
their own data well, but also the previous data of Merkel et al. [203]. More recently, Chouaib
et al. [205] obtained the Varshni parameters a¼(4.0� 0.1)� 10�4 ((3.9� 0.1)� 10�4) eV/K
and b¼ 143� 18 (140� 14) K for unintentionally doped (Si-doped) GaAsxSb1�x/InP. These
values are in reasonable agreement with those obtained by Lukic-Zrnic et al. [204]. Note that
GaAsxSb1�x can be grown lattice-matched to InP at x� 0.5.
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Figure 6.35 (a) Energies of the lowest directE0 and indirect gapsEg
ID versus x forGaAsxSb1�x at 300K.

The experimental data are taken from Nahory et al. [198] (solid circles), Yano et al. [199] (open circles)
and McGlinn et al. [200] (solid triangles). (b) Energies of some CPs versus x for GaAsxSb1�x at 300K.
The solid lines in (a) and (b) represent the calculated results using the data in Table 6.23
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6.3.8 In–(V, V) Alloy

(a) InPAs

Due to the high vapor pressure of As and P elements, growth of InPxAs1�x from the melt has
received very little attention. Antypas and Yep [206] prepared InPxAs1�x (0.735� x� 1.0) by
LPE and undertook PL measurements. Nicholas et al. [207] also grew InPxAs1�x layers
(0� x� 1.0) by CVD and obtained their optical absorption spectra. More recently, Wada
et al. [208] carried out both PL and absorption measurements on InPxAs1�x layers (0.33�
x� 1.0) grown by MOCVD on InP(100) substrates. The E0 values for InPxAs1�x obtained by
these authors have been plotted in Figure 6.36(a). From these data, the bowing parameter
c¼ 0.145 eV for E0 can be obtained. Note, however, that the most recent data produced by Bui
et al. [209] using PR, showed clear upward bowing of c¼�0.22 eV. Figure 6.36(a) also shows
the composition dependence of EX

g and EL
g calculated from Equation (A.5) with the same c

value as that for E0 (0.145 eV).
ER measurements were carried out on InPxAs1�x by Vishnubhatla et al. [129] and

Thompson et al. [210]. Choi et al. [211] also used SE to investigate the band structure of
InPxAs1�x films on InP(100). The composition dependence of the higher-lying CPs, such asE1,
E1 þ D1, E

0
0 and E2 CPs, was determined from such investigations. Figure 6.36(b) shows the

results of Vishnubhatla et al. [129]. Table 6.24 summarizes the numeric expressions.
The temperature variation of E0 in InPxAs1�x has been studied by Wada et al. [208]. The

linear temperature coefficient dE0/dT for InP and InAs was reported to be �3.3� 10�4 and
�4.2� 10�4 eV/K, respectively [1]. The InPxAs1�x value obtained by Wada et al. is approxi-
mately �3� 10�4 eV/K and is independent of x.

(b) InPSb

InPxSb1�xmay be an alternative material to Al-based semiconductor alloys, which commonly
suffer from carbon and oxygen impurities. However, the predicted miscibility gap of this alloy

Table 6.23 Energies for some direct and indirect gaps in GaAsxSb1�x at 300K

Band gap Expression (eV) Remark

E0 0.72� 0.54x þ 1.25x2 a
EL
g 0.76� 0.24x þ 1.20x2 b

EX
g 1.05� 0.34x þ 1.20x2 b

E0 þ D0 1.50� 0.99x þ 1.25x2 c
E1 2.05 þ 0.29x þ 0.55x2 d
E1 þ D1 2.50 þ 0.04x þ 0.59x2 d
E 0
0 3.56 þ 0.64x þ 0.32x2 e

E2 4.14 þ 0.80x þ 0.19x2 e

aFlit-determined from Figure 6.35
bBowing parameter is obtained from I. Vurgaftman et al. (J. Appl. Phys. 89, 5815 (2001))
cPostulated bowing parameter equal to that for E0
dBowing parameter is obtained from D. Serries et al. (J. Appl. Phys. 87, 8522 (2000))
eBowing parameter is obtained from R. Ferrini et al. (J. Appl. Phys. 86, 4706 (1999))

ENERGY-BAND STRUCTURE: ENERGY-BAND GAPS 179



could limit its usefulness in device applications. Reihlen et al. [212] succeeded in growing
InPxSb1�x epilayers on InP, InAs and InSb by MOCVD and examined their optical properties.
Duncan et al. [213] also grew an InPxSb1�x/InP epilayer and obtainedE0¼ 0.6 eVat 300K from
PLmeasurements. These results are shown in Figure 6.37(a). The least-squares fit of these data
gives a bowing parameter of c¼ 1.60 eV. This value is slightly smaller than c¼ 1.9� 0.1 eV
obtained at 10K by Jou et al. [196].

The solid lines in Figure 6.37(a) show the composition dependence of EX
g and EL

g and have
been obtained by putting the same c values forE0 (1.60 eV) into Equation (A.5) since to date no
alternative reliable data have been published.
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Figure 6.36 (a) Energies of the lowest direct E0 and indirect gaps Eg
ID versus x for InPxAs1�x at 300K.

The experimental data are taken from Antypas and Yep [206] (solid circles), Nicholas et al. [207] (open
circles) andWada et al. [208] (solid triangles). (b) Energies of some CPs versus x for InPxAs1�x at 300K.
The solid lines in (a) and (b) represent the calculated results using the data in Table 6.24

Table 6.24 Energies for some direct and indirect gaps in InPxAs1�x at 300 K

Band gap Expression (eV) Remark

E0 0.359 þ 0.846x þ 0.145x2 a
E0 þ D0 0.726 þ 0.589x þ 0.145x2 b
EL
g 1.070 þ 0.835x þ 0.145x2 b

EX
g 1.370 þ 0.695x þ 0.145x2 b

E1 2.50 þ 0.42x þ 0.25x2 c
E1 þ D1 2.78 þ 0.26x þ 0.25x2 c
E 0
0 4.44 þ 0.24x þ 0.02x2 c

E2 4.70 þ 0.37x þ 0.03x2 c

aFlit-determined from Figure 6.36
bPostulated bowing parameter equal to that for E0
cBowing parameter is obtained from S. S. Vishnubhatla et al. (Can. J. Phys. 47, 1661 (1969))
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Since there have been no published reports relating to the higher-lying CPs in InPxSb1�x, let
us, therefore, assume the bowing parameters for E1 and E1 þ D1 to be a half of that for E0 and
those for E 0

0 and E2 to be a quarter of that for E0 (see Section 6.3.7(b)). The solid lines in
Figure 6.37(b) represent the calculated results using such bowing parameters. The recom-
mended band-gap expressions are summarized in Table 6.25.

(c) InAsSb

InSb has the smallest band gap among the III–V binary semiconductors (E0¼ 0.17 eV at
300K). The InAsxSb1�x alloy has the lowest band gap among all III–V semiconductors, with
values as small as 0.1 eV at room temperature. The bowing parameter c for E0 previously
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Figure 6.37 (a) Energies of the lowest direct E0 and indirect gaps Eg
ID versus x for InPxSb1�x at 300K.

The experimental data are taken from Reihlen et al. [212] (solid circles) and Duncan et al. [213] (open
circle). (b) Energies of some CPs versus x for InPxSb1�x at 300K. The solid lines in (a) and (b) represent
the calculated results using the data in Table 6.25

Table 6.25 Energies for some direct and indirect gaps in InPxSb1�x at 300 K

Band gap Expression (eV) Remark

E0 0.17� 0.42x þ 1.60x2 a
EL
g 0.93� 0.48x þ 1.60x2 b

E0 þ D0 1.04� 1.18x þ 1.60x2 b
EX
g 1.63� 1.02x þ 1.60x2 b

E1 1.80 þ 0.57x þ 0.80x2 c
E1 þ D1 2.30 þ 0.19x þ 0.80x2 c
E 0
0 3.26 þ 1.04x þ 0.40x2 d

E2 3.90 þ 0.80x þ 0.40x2 d

aFlit-determined from Figure 6.37
bPostulated bowing parameter equal to that for E0
cBowing parameter is assumed to be a half of that for E0 (c¼ 0.80 eV)
dBowing parameter is assumed to be a quarter of that for E0 (c¼ 0.40 eV)
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reported for InAsxSb1�x is�0.6 eV [89]. Thevalues ofE0 as a function of x for InAsxSb1�x have
been plotted in Figure 6.38(a). The experimental data have been obtained from Woolley and
Warner [214], Stringfellow and Greene [215] and Dobbelaere et al. [216]. The least-squares fit
of these data gives c¼ 0.600 eV. The composition dependence of EX

g and EL
g obtained from

Equation (A.5) using the same bowing parameter as that for E0 (c¼ 0.60 eV) have also been
plotted in Figure 6.38(a).

SE was used to investigate the higher-lying CPs in InAsxSb1�x [217]. The x-dependent E1,
E1 þ D1 and E2 CPs were determined from this study. These results, together with those for E0

and E0 þ D0 CPs, are shown in Figure 6.38(b) and summarized in Table 6.26.
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Figure 6.38 (a) Energies of the lowest directE0 and indirect gapsEg
ID versus x for InAsxSb1�x at 300K.

The experimental data are taken from Woolley and Warner [214] (open circles), Stringfellow and
Greene [215] (open triangles) and Dobbelaere et al. [216] (solid circles). (b) Energies of some CPs versus
x for InAsxSb1�x at 300K. The solid lines in (a) and (b) represent the calculated results using the data in
Table 6.26

Table 6.26 Energies for some direct and indirect gaps in InAsxSb1�x at 300K. LI¼ linear interpolation.

Band gap Expression (eV) Remark

E0 0.170� 0.411x þ 0.600x2 a
EL
g 0.93� 0.46x þ 0.60x2 b

E0 þ D0 1.04� 0.914x þ 0.600x2 b
EX
g 1.63� 0.86x þ 0.60x2 b

E1 1.8 þ 0.7x c
E1 þ D1 2.30 þ 0.48x c
E 0
0 3.26 þ 1.18x LI

E2 3.9 þ 0.8x e

aFlit-determined from Figure 6.38
bPostulated bowing parameter equal to that for E0
cBowing parameter (c¼ 0 eV) is obtained from H. Y. Deng and N. Dai (Phys. Rev. B 73, 113102 (2006))
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The Varshni parameters for E0 in InAs (InSb) are reported to be a¼ 3.07� 10�4 eV/K
(2.7� 10�4 eV/K) and b¼ 191K (106K) [1]. The Varshni parameters for InAsxSb1�x have
also been determined by a number of authors, although the alloy composition was limited to a
narrow region (see e.g. [218–222]). These data give the Varshni parameters of a� 2.4� 10�4

eV/K andb� 180K both of which are nearly independent of x, although the alloy composition
was in the limited range x� 0.06 or x� 0.799. Only the data of Bansal et al. [220] gave the
extremely large values of a¼ 7.1� 10�4 eV/K and b¼ 675K for x¼ 0.05.

6.3.9 Summary

This section has concentrated on reviewing the lowest direct and indirect gaps, together with
some higher-lying CPs in III–V ternary alloys. These energy gaps have an approximately
quadratic dependence on the mole fraction of one endpoint material x. The main emphasis is
thus on the nonlinear or bowing parameter c.

The lowest direct (E0) and indirect gaps (EX
g ) versus composition x for some cubic III–V

ternary alloys are shown in Figure 6.39. The degree of bowing varies quite considerably
depending on the band gap in question. The large, positive bowing effect obtained in theVCA is
largely a volume effect [4]. An impressive plot of a large parabola composed of the individual
E0 versus x plots is shown in Figure 6.39 (AlAs–GaAs– � � � � –GaSb–AlSb).

Table 6.27 summarizes the bowing parameters c for E0, E
X
g and EL

g in some (III, III)–Vand
III–(V, V) ternary alloys. The degree of bowing does not appear to be directly related to the
binary energy steps. Figure 6.40 shows these parameters plotted against the productDaabDXab

of the lattice constant and electronegativity differences between the endpoint binaries a and b.
The electronegativity differences were obtained from Phillips’ data [46]. The solid line in
Figure 6.40 represents the least-squares fit given by (c in eV, DaabDXab in A

	
eV)

c ¼ 9:62ðDaabDXabÞ ð6:23Þ

Note that the proportionality factor 9.62A
	 �1 in Equation (6.23) is slightly smaller than that

(9.93A
	 �1) obtained in Equation (6.8). The c values for the Al–(V, V) ternary alloys shown in

Table 6.20 are calculated from Equation (6.23).
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Figure 6.39 Lowest direct E0 and indirect gaps EX
g versus composition x for some cubic III�V

semiconductor ternary alloys at 300K. The experimental data are shown by the open circles
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6.4 III–V SEMICONDUCTOR QUATERNARYALLOY

6.4.1 Dilute-nitride Quaternary Alloy

(a) AlGaNAs

The energy gaps in dilute-nitrideAlxGa1�xNyAs1�y have been investigated by Shan et al. [180].
The energy positions of E� and Eþ can be explained by assuming an anticrossing interaction
between states at the G minimum and located N state EN whose energy depends on x in the
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Figure 6.40 Bowing parameterc of theG-valley gapE0 versus productDaabDXab of the lattice-constant
and electronegativity differences between the endpoint binary materials a and b in some III�V
semiconductor ternary alloys. The solid line represents the calculated result using Equation (6.23).
G¼Ga; I¼ In; A¼As; S¼ Sb

Table 6.27 Bowing parameters c for E0, E
X
g and EL

g in some (III, III)–Vand III–(V, V) ternaries (in eV)

Ternary E0 EX
g EL

g Ternary E0 EX
g EL

g

(Al, Ga)P 0 0 0 Al(P, As) 0.13a 0.40 0.38
(Al, In)P 0.40 0 0 Al(P, Sb) 2.13a 0.277 0.756
(Ga, In)P 0.65 0.200 0.34 Al(As, Sb) 1.19a 0.250 0.474
(Al, Ga)As 0.127b 0.055 0 Ga(P, As) 0.19 0.240 0.16
(Al, In)As 0.72 0 0 Ga(P, Sb) 2.70 2.700 2.70
(Ga, In)As 0.58 0.70 0.50 Ga(As, Sb) 1.25 1.20 1.20
(Al, Ga)Sb 0.044b 0 0 In(P, As) 0.145 0.145 0.145
(Al, In)Sb 0.43 0 0 In(P, Sb) 1.60 1.60 1.60
(Ga, In)Sb 0.415 0.33 0.40 In(As, Sb) 0.60 0.60 0.60

aEstimated from Equation (6.23)
bIn the limit x ! 0 (see e.g. Equation (6.12))
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following manner EN(x)¼ 1.65 þ 0.61x eV. The Eþ transitions lie above the G-valley CB
minimumeven in the indirect gap region of theAlxGa1�xAsmatrix. The results indicate that the
N-induced interactions between the extendedG, L andXCB states do not play a significant role
in the modification of the CB structure of dilute-nitride III–V alloys.

(b) GaInNP

Some studies on GaxIn1�xNyP1�y have been carried out using PL [223,224] and PR [225,226].
All these studies suggested that N incorporation reduces the fundamental absorption edge of
GaxIn1�xP. The BAC parameters are EN¼ 2.1� 0.1 eV and V¼ 1.7� 0.2 eV for x¼
0.44–0.49 [224] and EN¼ 2.040 eVand V¼ 1.449� 0.170 eV for x¼ 0.46 [226]. A somewhat
weaker temperature dependence of the band-gap energywas reported byBuyanova et al. [224],
but Lin and Hwang [226] were unable to confirm such a weak temperature dependence.

(c) GaInNAs

Vurgaftman and Meyer [56] reviewed the results of studies on GaxIn1�xNyAs1�y. The addition
of N narrows the band gap for lower In concentrations, while at the same time providing tensile
strain compensation. Samples with very low In compositions in the order of 10 at% showed no
significant difference from GaNxAs1�x apart from the expected GaxIn1�xAs gap decrease
including bowing [56,89]. However, for samples with larger In contents grown on GaAs and
InP, an alternative parameterization with the BAC model was proposed [227]. The interaction
potentials V recommended for GaNxAs1�x and InNxAs1�x are 2.70 and 2.00 eV, respectively
(Table 6.19). Pan et al. [228] took EN to be independent of the In concentration and used
V¼ 2.5 eV for GaxIn1�xNyAs1�y with x¼ 0.7–0.9. Choulis et al. [229] made the same
assumption regarding EN, but the interaction potential was considerably lower (V¼ 1.675 eV).
A similar value (V¼ 1.7 eV) was independently proposed by Polimeni et al. [230] for
x¼ 0.24–0.41.

On the other hand, Sun et al. [231] used V¼ 2.8� 3.0 eV to explain PL and PLE spectra in
GaxIn1�xNyAs1�y/GaAs QWs (x¼ 27.2 at%). Serries et al. [232] also obtained theV values for
high In-containingGaxIn1�xNyAs1�y/InP films and showed theQWs to be only slightly smaller
than that reported for low In-content GaxIn1�xNyAs1�y/GaAs films. Vurgaftman and
Meyer [56] suggested x-dependent EN and V values for GaxIn1�xNyAs1�y and these values
are summarized in Table 6.19.

The higher-lying CPs in GaxIn1�xNyAs1�y have been studied using SE [233]. In strong
contrast to the behavior of E� and Eþ , the higher-lying CPs such as E1 and E2 showed very
weak liner nonlinearity with the N concentration. The temperature dependence of the
fundamental absorption edge in GaxIn1�xNyAs1�y has also been studied by several
authors [234–237] and found to exhibit weaker dependence than that observed in the N-free
GaxIn1�xAsmatrix [234,235]. The pressure dependence of the fundamental absorption edge in
GaxIn1�xNyAs1�y has been studied experimentally by several authors [139,234,238]. These
results show a very much weaker pressure dependence than those observed in the N-free
GaxIn1�xAs alloy.

(d) GaNPAs

GaNxPyAs1�x�y were synthesized by N ion implantation into a GaPyAs1�y epilayer (y¼
0� 0.35) followed by pulsed-laser melting and rapid thermal annealing techniques [239]. As
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predicted from the BAC model, the incorporation of N split the CB in the bulk GaPyAs1�y

substrate, and relatively strong optical transitions from the VB to the lower (E�) and upper
(Eþ ) conduction subbands were observed.

6.4.2 (III, III)–(V, V) Alloy

(a) AlGaPAs

AlxGa1�xPyAs1�y lattice-matches to GaAs with x and y are given in Table 1.10. The
AlxGa1�xPyAs1�y layers can also be grown on commercially available GaP0.39As0.61 epitaxial
substrates. The lattice-matching relationship between x and y for the AlxGa1�xPyAs1�y/
GaP0.39As0.61 system can be written as

y ¼ 0:079þ 0:008x

0:203�0:005x
ð0 � x � 1:0; 0:39 � y � 0:44Þ ð6:24Þ

No detailed experimental data relating to the x-dependent band-gap energies in
AlxGa1�xPyAs1�y have been published thus far. The E0, E

X
g and EL

g values obtained from
Equation (A.15) are plotted in Figure 6.41 as a function of x for (a) AlxGa1�xPyAs1�y/GaAs
and (b) AlxGa1�xPyAs1�y/GaP0.39As0.61. The ternary bowing parameters are taken from
Table 6.27, while the quaternary parameterDAlGaPAs is assumed to be zero.We can see that the
E0�EX

g crossing occurs at x� 0.36 (Figure 6.41(a)) and at �0.07 (Figure 6.41(b)) (see also
Table 6.28).
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(b) AlGaAsSb

AlxGa1�xAsySb1�y can be grown lattice-matched to GaSb, InP and InAs. The corresponding x
and y relationships are presented in Table 1.10. This material system is attractive for
optoelectronic applications in the near-IR wavelength range. However, very little data have
so far been available on the composition-dependent band-gap energies in this alloy system.
Herrera-Perez et al. [240] grew LPE-AlxGa1�xAsySb1�y layers (x¼ 0.27, y¼ 0.02) on GaSb
(100) and determined from PR measurements the energy gaps to be �1.05 eV. Yacobi
et al. [241] also obtained an absorption edge of 0.975 eV for (x, y)¼ (0.15, 0.13) using a
photothermal method.More recently, Saadallah et al. [189] undertook a photothermal study on
an MBE-AlxGa1�xAsySb1�y/GaSb layer (x¼ 0.70, y¼ 0.08) and obtained an absorption edge

Table 6.28 Energy for the fundamental absorption edge (Eg) in III–V quaternaries at 300K. The
expression gives the quadratic fit of Equation (A.15) with DABCD¼ 0 eV

Quaternary Substrate Eg Expression (eV) Remark

AlxGa1�xPyAs1�y GaAs E0 1.43 þ 1.50x þ 0.11x2

EX
g 1.91 þ 1.93x þ 0.04x2

GaPAs E0 1.90 þ 1.42x þ 0.06x2

EX
g 1.99 þ 0.18x þ 0.03x2

AlxGa1�xAsySb1�y GaSb E0 0.72 þ 1.46x þ 0.06x2

EX
g 1.05 þ 0.54x þ 0.05x2

InP E0 0.77 þ 1.53x þ 0.09x2

EX
g 1.19 þ 0.65x þ 0.01x2

InAs E0 0.68 þ 1.48x þ 0.07x2

EX
g 1.03 þ 0.60x þ 0.04x2

AlxIn1�xAsySb1�y GaSb E0 0.30 þ 1.17x þ 0.77x2

EX
g 1.33 þ 0.68x� 0.36x2

InP E0 0.88 þ 0.88x þ 0.63x2 0.48� x� 1.0
EL
g 1.45 þ 0.30x þ 0.44x2 0.48� x� 1.0

EX
g 1.53 þ 0.53x� 0.21x2 0.48� x� 1.0

InAs E0 0.359 þ 1.143x þ 0.722x2

EX
g 1.37 þ 0.57x� 0.26x2

GaxIn1�xPyAs1�y GaAs E0 1.43 þ 0.30y þ 0.18y2 a
InP E0 0.75 þ 0.46y þ 0.14y2 b

GaxIn1�xAsySb1�y GaSb E0 0.28� 0.16x þ 0.60x2 c
InP E0 0.97� 0.84x þ 0.64x2 0.47� x� 1.0
InAs E0 0.359� 0.415x þ 0.718x2

(AlxGa1�x)0.53In0.47P GaAs E0 1.90 þ 0.57x þ 0.10x2 d
EX
g 2.25 þ 0.09x� 0.01x2 d

(AlxGa1�x)0.48In0.52As InP E0 0.75 þ 0.68x þ 0.06x2 e
InPxAsySb1�x�y InAs E0 0.512 þ 0.030y� 0.183y2 f

aQuadratic-fit result of Equation (A.15) with DAlInAsSb¼�0.11 eV
bFit-determined from Figure 6.44
cFit-determined from Figure 6.47
dFit-determined from Figure 6.49
edit-determined from Figure 6.50
fFit-determined from Figure 6.51
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of 1.57 eV. These data are plotted in Figure 6.42(a). The solid and dashed lines show the results
calculated using Equation (A.15) together with the ternary bowing parameters shown in
Table 6.27 and assuming DAlGaAsSb¼ 0 eV. The quadratic fits of these curves are summarized
in Table 6.28.

Filho et al. [242] measured the temperature-dependent PL peak energies for an MBE-
AlxGa1�xAsySb1�y/InP layer (x¼ 0.12, y¼ 0.51) at T¼ 10� 180K. By extrapolating these
data, we can estimate the PL peak to be�0.89 eVat 300K. This data is shown in Figure 6.42(b),
together with the calculated data from Equation (A.15) (see also Table 6.28).

The calculated E0, E
X
g and EL

g values versus x curves for AlxGa1�xAsySb1�y/InAs in
Figure 6.42(c) are very similar to those in Figure 6.42(a). This is not surprising in view of
the near equality of the InAs and GaSb lattice parameters. Yacobi et al. [241] found the As
composition for AlxGa1�xAsySb1�y at x¼ 0.15 grown on GaSb substrate to be y¼ 0.13.
However, the exact lattice-matching relationship suggests that Yacobi’s sample (x, y)¼ (0.15,
0.13) has y composition closely lattice-matched to InAs (y¼ 0.10) rather than to GaSb
(y¼ 0.01). This data is, therefore, not only shown in Figure 6.42(a) but also in Figure 6.42(c).

No clear bowing can be seen for E0 in Figure 6.42. The Al0.5Ga0.5AsxSb1�x layers
(x¼ 0.3� 0.7) grown on GaAs by MBE have also been studied by PL [243]. A discrepancy
of up to 0.2 eV from the predicted value using the established formalism indicates that an extra
bowing factor needs to be included in the E0 versus x expression for this quaternary system.

The temperature dependence of the fundamental absorption edges has been studied for
AlxGa1�xAsySb1�y/GaSb (x¼ 0.27, y¼ 0.02) [240] and AlxGa1�xAsySb1�y/InP (x¼ 0.12,
y¼ 0.51) [242]. The Varshni parameters for AlxGa1�xAsySb1�y/GaSb were a¼ 3.6� 10�4

eV/K and b¼ 78K [240], which are considerably smaller than the endpoint binary values
a¼ (3.6� 5.5)� 10�4 eV/K and b¼ 204� 234K [1].

(c) AlInAsSb

AlxIn1�xAsySb1�y can be grown lattice-matched to GaSb, InP and InAs (Table 1.10). However,
no detailed study has been carried out on AlxIn1�xAsySb1�y lattice-matched to GaSb and InP.
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There is only one study by Charykov et al. [244] which reports PL measurements on LPE-
AlxIn1�xAsySb1�y/InAs epilayers. The composition range investigated corresponds to a
wavelength from 3 (x¼ 0) to 2.5mm (x¼ 0.08).

The solid and dashed lines in Figure 6.43 show the calculated E0, E
X
g and EL

g gaps as a
function of x for AlxIn1�xAsySb1�y lattice-matched to GaSb, InP and InAs. These are obtained
from Equation (A.15) using the ternary bowing parameters in Table 6.27 and assuming
DAlInAsSb¼ 0 eV. The quadratic fits of these curves are summarized in Table 6.28. The solid
circles in Figure 6.43(c) represent the experimental data taken from Charykov et al. [244]. The
direct–indirect crossover occurs at xc¼ 0.77 in (a), 0.70 in (b) and 0.77 in (c).

(d) GaInPAs

A number of experimental studies have been published on E0 versus composition for
GaxIn1�xPyAs1�y quaternary alloy. These studies concentrated on the technologically impor-
tant compositions which have lattice parameters equal to that of InP [245]. GaxIn1�xPyAs1�y

can also be grown lattice-matched to GaAs. However, not very much is known about
GaxIn1�xPyAs1�y/GaAs.

Shirakata et al. [246] performed ER measurements on LPE-grown GaxIn1�xPyAs1�y/GaAs
with y¼ 0.70 and 0.96. These data are plotted versus y in Figure 6.44(a). The experimental data
for GaxIn1�xPyAs1�y/InP are gathered from various sources and plotted in Figure 6.44(b). The
solid and dashed lines in Figure 6.44 are obtained from Equation (A.15) using the ternary
bowing parameters in Table 6.27 and inputting DAlInAsSb¼�0.11 (E0) and 0 eV (EX

g and EL
g ).

The quaternary parameter DAlInAsSb¼�0.11 eV is taken from Donati et al. [247]. This
parameter explains the E0 data plotted in Figure 6.44(a), but not that in Figure 6.44(b). The
heavy solid line in Figure 6.44(b) shows the quadratic least-squares fit of E0. The bowing
parameter of c¼ 0.14 eV is determined from this fit (Table 6.28).

The higher-lying CPs, such as E0 þ D0, E1, E1 þ D1, E
0
0 and E2, for GaxIn1�xPyAs1�y/InP

have been investigated by many authors [245,248,249]. The recommended higher-lying CPs
are listed in Table 6.29 (see also Figure 6.45(a)).
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are taken from Charykov et al. [244]
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The temperature dependence of E0 for GaxIn1�xPyAs1�y/InP has been studied by several
authors [245]. The experimental dE0/dT versus y data are shown in Figure 6.46(a). These data
give the slowly varying function of dE0/dT versus y (in 10�4 eV/K)

� dE0

dT
¼ 3:6þ 0:5y ð6:25Þ

The pressure coefficient dE0/dp for GaxIn1�xPyAs1�y/InP has been studied by several
authors [245]. These results are summarized in Figure 6.46(b). The corresponding y depen-
dence is written as (in 10�2 eV/GPa)
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dE0

dp
¼ 11:3�3:0y ð6:26Þ

(e) GaInAsSb

Figure 6.47 shows E0, E
X
g and EL

g versus x for GaxIn1�xAsySb1�y lattice-matched to GaSb, InP
and InAs. A distinguishing feature of GaxIn1�xAsySb1�y is the existence of a wide immisci-
bility range 0.24 < x < 0.75, which means that the alloy can be prepared only in a narrow range
of compositions either adjoining GaSb (x¼ 1.0) or InAs (x¼ 0). The solid and dashed lines in
Figure 6.47 are calculated from Equation (A.15) using the ternary bowing parameters in
Table 6.27 and assuming DGaInAsSb¼ 0 eV.

Table 6.29 Energies for the higher-lying CPs in some III–V quaternaries at 300 K

Quaternary Substrate CP Expression (eV)

GaxIn1�xPyAs1�y InP E0 þ D0 1.08 þ 0.30y þ 0.08y2

E1 2.56 þ 0.34y þ 0.27y2

E1 þ D1 2.85 þ 0.25y þ 0.19y2

E 0
0 4.42 þ 0.27y þ 0.01y2

(AlxGa1�x)0.53In0.47P GaAs E0 þ D0 1.98 þ 0.62x þ 0.10x2

E1 3.23 þ 0.37x þ 0.09x2

E2 4.80 þ 0.02x
(AlxGa1�x)0.48In0.52As InP E0 þ D0 1.10 þ 0.64x þ 0.18x2

E1 2.55 þ 0.36x þ 0.11x2

E1 þ D1 2.83 þ 0.39x þ 0.08x2

E 0
0 4.36 þ 0.69x� 0.48x2

E2 4.74 þ 0.15x� 0.13x2
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The open circles in Figure 6.47 show the experimental data taken fromvarious sources [250–
254]. It can bee seen that Equation (A.15) shows reasonable agreement with the available
experimental data. However, Figure 6.47(a) shows poor agreement. We, therefore, tried to
least-squares fit these data using a quadratic function. The heavy solid line in Figure 6.47(a)
shows this result. The determined bowing parameter is c¼ 0.60 eV (Table 6.28).

The temperature dependence of the G-valley gap E0 has been studied by Iyer et al. [255] and
Mu~noz et al. [256] for GaxIn1�xAsySb1�y grown on GaSb and by Gong et al. [257] for
GaxIn1�xAsySb1�y grown on InAs. These results are shown in Figure 6.48. Although the data
are somewhat sparse, they give values of dE0/dT�� 3.8� 10�4 and�� 4.0� 10�4 eV/K for
samples grown on GaSb and InAs, respectively, near 300K.
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6.4.3 (III, III, III)–VAlloy

(a) AlGaInP

AlxGayIn1�x�yP has the largest direct band gap of any semiconductor lattice-matched to GaAs.
There have been many reports on (AlxGa1�x)0.53In0.47P/GaAs (see e.g. [258–260]). The open
circles in Figure 6.49 represent the experimental data at 300K. They are taken from various
sources, e.g. Asami et al. [261], Cao et al. [262] and Adachi et al. [263]. Data forE0,E

X
g andEL

g

for (AlxGa1�x)0.53In0.47P/GaAs calculated from Equation (A.15) using the ternary bowing
parameters in Table 6.27 and assuming DAlGaInP¼ 0 eV have been plotted in Figure 6.49.

Equation (A.15) predicts that the G–X crossover occurs at xc¼ 0.55. However, excellent
agreement can be never achieved with the experimental data even if DAlGaInP 6¼ 0 eV is
introduced into Equation (A.15). We, therefore, fit the experimental E0 and EX

g data using
a quadratic function with respect to x. The heavy solid lines in Figure 6.49 show these results
(see also Table 6.28) and predict that the G–X crossover point will be at xc¼ 0.64. No
experimental data has, however, been reported on the G–X crossover point.

The higher-lying CPs as a function of x for (AlxGa1�x)0.53In0.47P/GaAs have been deter-
mined using various techniques, such as ER [261,263], TR [264] and SE [260,264,265]. The
E0 þ D0, E1 and E2 energies versus x for (AlxGa1�x)0.53In0.47P/GaAs have been plotted in
Figure 6.45(b). They are obtained by averaging the published experimental data and are
summarized in Table 6.29.
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Figure 6.49 Energies of the lowest direct E0 and indirect gaps Eg
ID versus x for (AlxGa1�x)0.53In0.47P/

GaAs calculated from Equation (A.15) using the ternary bowing parameters in Table 6.27 and assuming
DAlGaInP¼ 0 eV. The heavy solid lines show the quadratic least-squares fit listed in Table 6.28
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The pressure dependence of E0 for (AlxGa1�x)0.53In0.47P/GaAs has been investigated by
several authors [266,267]. The experimental data reported byHarada et al. [267] can bewritten
as

dE0

dp
¼ ð1�0:29xÞ dE0ð0Þ

dp
ð6:27Þ

where dE0(0)/dp¼ 9.5 eV/GPa is the Ga0.5In0.5P (x¼ 0) value estimated from the linear
interpolation between GaP and InP [1].

(b) AlGaInAs

AlxGayIn1�x�yAs can be relatively easily grown on InP byMBE. This alloy system can also be
prepared byMOCVD [268]. The E0, E

X
g and EL

g gaps for (AlxGa1�x)0.48In0.52As/InP are shown
in Figure 6.50. The alloy system remains a direct gap material over the whole composition
range 0� x� 1.0. The open circles in Figure 6.50 represent the experimental E0 data taken
fromvarious sources (see e.g. [268–271]). These data are found to be slightly smaller than those
calculated fromEquation (A.15) assumingDAlGaInAs¼ 0 eV.Theheavy solid line inFigure 6.50
represents the quadratic least-squares fit (Table 6.28).
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Figure 6.50 Energies of the lowest direct E0 and indirect gaps Eg
ID versus x for (AlxGa1�x)0.48In0.52As/

InP calculated from Equation (A.15) using the ternary bowing parameters in Table 6.27 and assuming
DAlGaInAs¼ 0 eV. The heavy solid line shows the quadratic least-squares fit listed in Table 6.28
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The higher-lying CPs in (AlxGa1�x)0.48In0.52As/InP have been studied using ER [272] and
SE [273]. The E0 þ D0, E1, E1 þ D1, E

0
0 and E2 versus x data for (AlxGa1�x)0.48In0.52As/InP as

determined by ER [272] has been plotted in Figure 6.45(c). The corresponding expressions are
summarized in Table 6.29.

6.4.4 III–(V, V, V) Alloy

InPxAsySb1�x�y/InAs is the only quaternary system that has been well studied in the
literature. The E0 versus y data for InPxAsySb1�x�y/InAs are shown in Figure 6.51. They are
taken from various sources [213,274–276]. The solid and dashed lines also show the E0, E

X
g

and EL
g versus y curves obtained from Equation (A.15) using the ternary bowing parameters

in Table 6.27 and assuming DInPAsSb¼ 0 eV. The heavy solid line is obtained from the
quadratic least-squares fit. This fit gives considerable upward bowing of c¼�0.183 eV for
E0 (Table 6.28).

The higher-lying CPs, E0 þ D0, E1 and E1 þ D1, in InPxAsySb1�x�y/InAs have been
determined using ER [274,275]. Like E0, these CPs show no strong dependence on alloy
composition. The temperature dependence of E0 has also been determined to be �(2.2–2.9) �
10�4 eV/K for 0.46� y� 1.0 [275], suggesting little dependence on alloy composition.
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Figure 6.51 Energies of the lowest direct E0 and indirect gaps Eg
ID versus y for InPxAsySb1�x�y/InAs

calculated from Equation (A.15) using the ternary bowing parameters in Table 6.27 and assuming
DInPAsSb¼ 0 eV. The heavy solid line shows the quadratic least-squares fit listed in Table 6.28
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6.4.5 Summary

The lowest direct (E0) and indirect gaps (E
X
g ) for some III–V quaternary alloys lattice-matched

to (a) GaAs, (b) GaSb, (c) InP and (d) InAs are summarized in Figure 6.52. The limits of
applicability of the linear interpolation scheme using the binary data are apparent. The
rationalized biquadratic interpolation algorithm, Equation (A.15), can be safely used to
estimate the band-gap energies in quaternary alloys. However, it tends to give energies that
are smaller (Figures 6.44, 6.47 and 6.50) or larger than the experimental data (Figures 6.49
and 6.51). These poorer fits can be improved to some extent, if the nonzeroDABCD parameter is
inserted into Equation (A.15). For example, introducing DGaInPAs¼ 0.5 eV into Equation
(A.15) improves the fit considerably, as demonstrated in Figure 6.53. It is, however, very
difficult to explain the origin of such large upward bowing in this alloy system
(GaxIn1�xPyAs1�y/InP). The alloying effect in certain types of (III, III)–(V, V) quaternaries
may be a secondary effect of the relatively strong cation–cation and anion–anion sublattice
disorders which occur in ternary alloys. The triple cation or anion disorder effect may also be
much smaller in alloys of the type (III, III, III)–Vor III–(V, V, V).We can, therefore, expect that
Equation (A.15) will become a good tool for obtaining reliable quaternary parameters when
more exact ternary bowing parameters, which can be introduced into Equation (A.15), are
required.
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Figure 6.52 Energy of the lowest band gap E0 or E
X
g versus x (or y) for some III�V quaternary alloys

lattice-matched to (a) GaAs, (b) GaSb, (c) InP and (d) InAs. These curves are calculated from the data in
Table 6.28
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6.5 II–VI SEMICONDUCTOR ALLOY

6.5.1 (II, II)–O Ternary Alloy

(a) BeZnO

Beryllium chalcogenides attracted considerable attention because they exhibit covalent
bonding, and appear to have very large band gaps. However, their optical and electronic
properties have not yet been fully clarified.

Both BeO and ZnO usually crystallize in the wurtzite structure. BeO has a wide band gap
(E0¼ 10.6 eV). Studies on BexZn1�xO are very limited. Ryu et al. [277] deposited
BexZn1�xO layers on sapphire substrates using a hydride beam deposition method. They
measured the transmittance spectra at 300K and obtained E0 for 0� x� 0.69. More
recently, Han et al. [278] used the same crystal growth and measurement techniques, and
obtained E0 up to x¼ 0.28. These data are shown in Figure 6.54(a) (open circles [277], solid
circles [278]). The solid line shows a rough fit of these data using the quadratic function
shown in Table 6.30.

(b) MgZnO

MgO is the prototype of an ionic semiconductor crystallizing in the rocksalt structure, whereas
ZnOcrystallizes in thewurtzite structure.There have beenmany studies on the electronic energy-
band structure of MgxZn1�xO. The E0 versus x data taken from various sources (see e.g. [279–
283]) are shown in Figure 6.54(b). It can be seen that theE0 data for x� 0.5 are a good fit with the
linear function of x, while those for x > 0.4 show quadratic dependence on x. The corresponding
expressions are listed in Table 6.30. The wurtzite–cubic mixed phase region occurs at around
x� 0.4.
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Figure 6.53 Lowest band-gap energy E0 versus y for GaxIn1�xPyAs1�y/InP at 300K. The solid lines are
calculated from Equation (A.15) using the ternary bowing parameters in Table 6.27 and varyingDGaInPAs
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The composition dependence of the higher-lying CPs in w-MgxZn1�xO has been studied
using SE [280]. E1 and E2 energies were observed at �7 and �9 eV, respectively, and showed
little dependence on x.

The pressure dependence of E0 has been measured using a diamond anvil cell for p up to
10GPa [284]. The experimental pressure coefficient dE0/dp increased at a rate of 40xmeV/GPa
(0� x� 0.13).

(c) ZnCdO

There have been a few reports on ZnxCd1�xO [285,286]. The E0 versus x data measured by
Ishihara et al. [285] (solid circles) and Wang et al. [286] (open circles) have been plotted in
Figure 6.54(c) These plots show that E0 in the wurtzite region varies quadratically with x
(0.2� x� 1.0, see Table 6.30). The E0 value in the rocksalt region decreases with
decreasing x.

The E0 versus x data at 2.1K have been determined using PL [287]. The temperature
dependence of E0 has also been established by Makino [279] for T¼ 5–300K (x¼ 0.01) and
Wang et al. [286] for T¼ 6–300K (x¼ 0.022, 0.09 and 0.157), illustrating nearly the same
behavior as that for ZnO [279].

6.5.2 (II, II)–S Ternary Alloy

(a) MgZnS

Under normal conditions MgS crystallizes in the rocksalt structure, whereas ZnS crystallizes
either in the wurtzite or zinc-blende structure. ZnS has the largest band gap among II–VI
semiconductors except for Be- and Mg-chalcogenides. The E0 gap in w-MgxZn1�xS has been
investigated by means of optical absorption [288]. The samples used were grown on (0001)-
sapphire substrates by PLD. These data are shown in Figure 6.55(a) by the solid circles. It can
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Figure 6.54 Energy of the E0 gap versus x for some (II, II)–O ternaries at 300K: (a) BexZn1�xO,
(b) MgxZn1�xO and (c) ZnxCd1�xO. The solid lines represent the calculated results using the data in
Table 6.30
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be seen that E0 increases almost linearly at a rate of �0.8x eV from E0¼ 3.75 eVat x¼ 0 (w-
ZnS). The detailed expression is given in Table 6.30.

The zinc-blende MgxZn1�xS layers for x up to 0.24 have been grown on GaP(100) by
MBE [289]. The E0 gaps for these layers are determined by low-temperature (10K) PL
measurements. These results are shown in Figure 6.55(a) by the open circles. As in the case of
w-MgxZn1�xS, the E0 gap in c-MgxZn1�xS increases at a rate of�0.7x eV from E0¼ 3.81 eVat
x¼ 0 (c-ZnS). From the extrapolation scheme E0� 4.5 eV for c-MgS is estimated to occur
at 10K.

Table 6.30 Energy forE0 in some II–VI ternaries and quaternaries at 300K. w¼wurtzite; rs¼ rocksalt;
zb¼ zinc-blende

Alloy E0 (eV) Remark

BexZn1�xO 3.4� 2.1x þ 9.3x2 w (0� x� 1.0)
MgxZn1�xO 3.4 þ 2.3x w (0� x� 0.5)

7.2� 5.0x þ 5.6x2 rs (0.4� x� 1.0)
ZnxCd1�xO 1.76� 0.11x þ 1.75x2 w (0.2� x� 1.0)
MgxZn1�xS 3.81 þ 0.65x zb (0� x� 0.25), T¼ 10 K

3.75 þ 0.80x w (0� x� 0.25)
ZnxCd1�xS 2.460 þ 0.439x þ 0.827x2 zb (0� x� 1.0)

2.501 þ 0.328x þ 0.921x2 w (0� x� 1.0)
ZnxHg1�xS �0.040 þ 2.770x þ 0.996x2 zb (0� x� 1.0)
CdxHg1�xS �0.040 þ 2.541x w (0.6� x� 1.0)
BexZn1�xSe 2.721 þ 1.846x þ 1.033x2 zb (0� x� 1.0)
BexCd1�xSe 1.675 þ 0.925x þ 3.000x2 zb (0� x� 1.0)
MgxZn1�xSe 2.721 þ 0.679x þ 0.600x2 zb (0� x� 1.0)
MgxCd1�xSe 1.675 þ 2.125x þ 0.200x2 zb (0� x� 0.32)

1.751 þ 2.349x w (0� x� 1.0)
ZnxCd1�xSe 1.675 þ 0.659x þ 0.387x2 zb (0� x� 1.0)
CdxHg1�xSe �0.08 þ 1.57x zb (0� x� 0.8)
BexZn1�xTe 2.27 þ 1.83x zb (0� x� 1.0)
MgxZn1�xTe 2.27 þ 0.67x þ 0.46x2 zb (0� x� 1.0)
MgxCd1�xTe 1.51 þ 1.35x þ 0.54x2 zb (0� x� 1.0)
ZnxCd1�xTe 1.51 þ 0.45x þ 0.31x2 zb (0� x� 1.0)
ZnxHg1�xTe �0.15 þ 1.96x þ 0.46x2 zb (0� x� 1.0)
CdxHg1�xTe �0.15 þ 1.45x þ 0.21x2 zb (0� x� 1.0)
ZnOxS1�x 3.75� 4.85x þ 4.50x2 w (0� x� 1.0)
ZnSxSe1�x 2.721 þ 0.425x þ 0.580x2 zb (0� x� 1.0)
ZnSxTe1�x 2.270� 2.294x þ 3.750x2 zb (0� x� 1.0)
ZnSexTe1�x 2.270� 1.049x þ 1.500x2 zb (0� x� 1.0)
CdSxSe1�x 1.751 þ 0.050x þ 0.700x2 w (0� x� 1.0)
CdSxTe1�x 1.51� 0.85x þ 1.80x2 zb (0� x� 1.0)

1.560� 0.859x þ 1.800x2 w (0� x� 1.0)
CdSexTe1�x 1.510� 0.673x þ 0.838x2 zb (0� x� 1.0)
MgxZn1�xSySe1�y/GaAs 2.749 þ 1.340x þ 0.650x2 zb (0� x� 0.5)
MgxZn1�xSeyTe1�y/InP 2.13 þ 1.59x þ 0.37x2 zb (0� x� 0.84)
BexMgyZn1�x�ySe/GaAs 2.79 þ 1.44y þ 1.74y2 zb (0� y� 0.67)
MgxZnyCd1�x�ySe/InP 2.11 þ 1.57x þ 0.40x2 zb (0� x� 0.83)
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(b) ZnCdS

ZnxCd1�xS can be grown both in the wurtzite and zinc-blende structures. The E0 versus x data
for w-ZnxCd1�xS reported in the literature [2–293] are shown in Figure 6.55(b). The
experimental data largely scatter. The solid line shows the least-squares fit of these data (see
Table 6.30). This fit gives a bowing parameter of c� 0.921 eV.

Yokogawa et al. [294] estimated c� 0.827 eV forE0 in c-ZnxCd1�xS. Introducing this value
into Equation (A.5), the composition dependence ofE0 forc-ZnxCd1�xS can be calculated. The
dashed line in Figure 6.55(b) represents the result of this calculation (see also Table 6.30).

The temperature coefficient of E0 for w-ZnxCd1�xS has been studied by means of electro-
absorption spectroscopy [295]. The experimental dE0/dT is in the range of �(3.8–6.0)� 10�4

eV/K for x¼ 0–1.0. The pressure coefficient dE0/dp in w-ZnxCd1�xS has also been determined
for p up to 15GPa [291]. The linear pressure coefficient, when plotted against the Cd
concentration, displays a slow decrease up to 25 at% at which concentration a sudden drop
appears. This behavior is reminiscent of ‘percolation-type’ phenomena.

(c) ZnHgS

The complete solid solution was obtained throughout the whole range for the ZnS–HgS alloy
system [296]. The reflectance measurements revealed that the zinc-blende ZnxHg1�xS alloy
appears to show a nearly linear increase of E0 from x� 0.44 to 1.0. These results are shown in
Figure 6.55(c) [296]. The solid line shows the quadratic fit of these data and those for x¼ 0 and
1.0 (see also Table 6.30).

(d) CdHgS

CdS andHgS form solid solutions over thewhole range, but the crystal structure depends on the
composition. The zinc-blende solid solution c-CdxHg1�xS is obtained in the x¼ 0–0.4 range,
while the wurtzite solid solution w-CdxHg1�xS is obtained for x� 0.6. The cubic and wurtzite
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Figure 6.55 Energy of the E0 gap versus x for some (II, II)–S ternaries at 300K: (a) MgxZn1�xS,
(b) ZnxCd1�xS, (c) ZnxHg1�xS and (d) CdxHg1�xS. The solid and dashed lines represent the calculated
results using the data in Table 6.30
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structures can be present in the x¼ 0.4–0.6 range. As expected, the ratio of cubic to wurtzite
solid solution increases continuously with increasing HgS concentration [296,297].

The dependence of E0 on x for CdxHg1�xS is shown in Figure 6.55(d) [296].We can see that
theE0 versus x data are satisfactorily interpreted by the linear interpolation scheme between the
CdS (2.541 eV) and HgS values (�0.04 eV), as shown by the solid line.

6.5.3 (II, II)–Se Ternary Alloy

(a) BeZnSe

Figure 6.56(a) shows the E0 versus x data for BexZn1�xSe obtained using SE by Wilmers
et al. [298] (solid circles) and Bukaluk et al. [299] (open circles). The solid line represents the
quadratic least-squares fit of these data. The bowing parameter c is determined to be 1.033 eV
(Table 6.30).

Beryllium chalcogenides BeX (X¼ S, Se, Te) are characterized by an indirect band gapwith
the CBminimum lying at the X point [300]. The direct and indirect gaps of these materials are
listed in Table 6.1. The dashed line in Figure 6.56(a) shows the x dependence of EX
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Figure 6.56 Energy of the E0 gap versus x for some (II, II)–Se ternaries at 300K: (a) BexZn1�xSe, (b)
BexCd1�xSe, (c) MgxZn1�xSe, (d) MgxCd1�xSe, (e) ZnxCd1�xSe and (f) CdxHg1�xSe. The solid lines
represent the calculated results using the data in Table 6.30. The dashed lines in (a)–(c) show the x
dependence of EX

g obtained by the linear interpolation between the endpoint binary data in Table 6.1. The
dotted line in (d) represents the liner least-squares fit, which predicts a value of E0� 3.8 eV for w-MgSe
(x¼ 1.0). The inset in (d) shows the x dependence of E0 in c-MgxCd1�xSe (see also Table 6.30)
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BexZn1�xSe obtained by the linear interpolation between ZnSe (x¼ 0) and BeSe (x¼ 1.0). We
can expect theG–X crossover to occur at x� 0.4. This agreeswith an abrupt drop in themain PL
peak intensity at x� 0.45 [301,302].

The SE spectra for BexZn1�xSe have been measured in the 2–30 eV range [298], the
1.25–5 eV range [299] and the 1.5–6.0 eV range [303]. The higher-lying CPs assigned to
E0 þ D0, E1, E1 þ D1, E2, E

0
0 and E 0

1 can be seen [298] and with increasing Be content their
spectral positions are systematically shifted toward higher energies. Each CP has a different
slope dEg/dx, E0 and E0 þ D0 having the steepest slope and, as a result, having the largest
bowing parameter. The highest CP peak is at �8.5 eV (E 0

1 ) [298].

(b) BeCdSe

The zinc-blende-type BexCd1�xSe alloy can be epitaxially grown on III–V semiconductor
substrates. E0 values for c-BexCd1�xSe epilayers grown on GaAs(100) [304] and on InP(100)
have been reported [305,306]. The experimental data obtained from these studies are shown in
Figure 6.56(b). The solid line shows a quadratic dependence ofE0 on x (Table 6.30). The dashed
line also shows the predicted EX

g values obtained by the linear interpolation between c-CdSe
(x¼ 0) and BeSe (x¼ 1.0). The G–X crossover is expected to occur at x� 0.8. The E0 value in
w-BexCd1�xSe has also been measured by Huang et al. [306] and Wronkowska et al. [307].

(c) MgZnSe

Bulk MgxZn1�xSe crystals grown by the Bridgman method are known to show the sphaler-
ite–wurtzite phase transition at x¼ 0.185� 0.03 [308]. On the other hand, c-MgxZn1�xSe
epilayer can be grown over the whole alloy range (0� x� 1.0). The E0 versus x data for c-
MgxZn1�xSe reported in the literature [309–312] are shown in Figure 6.56(c). The quadratic
least-squares fit produces a bowing of c� 0.600 eV for E0 (Table 6.30). The dashed line
represents the x dependence of EX

g obtained by the linear interpolation between ZnSe (x¼ 0)
and MgSe (x¼ 1.0). It can be seen that the G–X crossover occurs at x� 0.55. No experimental
determination has, however, been reported until now.

The higher-lying CPs in c-MgxZn1�xSe have been studied using SE for x� 0.37 [303] and
x� 0.21 [311]. The E0 þ D0,E1 and E1 þ D1 CPs are reported to increase almost linearly with
increasing x.

The temperature dependence of E0 has been studied for both c-MgxZn1�xSe [313,314] and
w-MgxZn1�xSe [315]. The experimental data have been analyzed using semi-empirical
formulas, such as the Varshni and P€assler formulas [1]. An anomalous temperature depen-
dence, i.e. showing a positive temperature coefficient at T� 70K, has also been found in bulk
w-MgxZn1�xSe crystals grown by a closed-tube sublimation method and analyzed as origi-
nating from a volume dilution effect due to deep-level defects [315].

(d) MgCdSe

Under normal conditions bulkMgxCd1�xSe crystallizes in thewurtzite structure. TheE0 versus
x data for w-MgxCd1�xSe obtained from Wronkowska et al. [316] (open circles), Firszt
et al. [317] (open triangles) and Kim et al. [318] (solid circles) are shown in Figure 6.56(d); the
experimental data scatter largely. The dotted line represents the linear least-squares fit of these
data, which gives a change of E0 at a rate of dE0/dx¼ 2.071 eV and predicts a value of
E0� 3.8 eV for w-MgSe. This value is considerably smaller than that of c-MgSe (E0¼ 4.0 eV,
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Table 6.1). In III–Vand II–VI semiconductors, thewurtzite polytype usually has a largerE0 gap
than the zinc-blende polytype (Tables 6.1 and 6.2). Thus, the E0 value for w-MgSe should be
larger than that for c-MgSe (�4.0 eV). The solid line in Figure 6.56(d) shows the linearly
interpolated result assuming E0¼ 4.1 eV for w-MgSe.

The E0 versus x data for c-MgxCd1�xSe layers (x� 0.32) grown on InAs(100) have been
determined using low-temperature (77K) PL [319]. The bowing parameter c� 0.2 eV is
estimated from this study. The inset in Figure 6.56(d) shows the E0 versus x dependence at
300K for c-MgxCd1�xSe obtained by introducing c¼ 0.200 eV into Equation (A.5) (see also
Table 6.30).

The composition dependence of E0 at 11K for w-MgxCd1�xSe has been determined from
PL measurements [320]. The temperature dependence of E0 has also been reported by several
authors [318,321]. Using SE, Wronkowska et al. [316] determined the higher-lying CPs for
w-MgxCd1�xSe. However, they explained these data using the notations of the zinc-blende
lattice (E0 þ D0 and E1), not those of the wurtzite lattice (E0a and E1a (a¼A, B or C); see
Adachi [1]).

(e) ZnCdSe

ZnxCd1�xSe is commonly used as QW material in ZnSe-based devices. In the bulk form,
ZnxCd1�xSe has the zinc-blende structure at 0.7� x� 1.0, the wurtzite structure at 0� x� 0.3
and their mixed phases at 0.3� x� 0.7 [322]. On the other hand, MBE-grown ZnxCd1�xSe
layers on GaAs(100) result in films of the zinc-blende structure over the whole composition
range. The E0 versus x data for c-ZnxCd1�xSe/GaAs(100) epilayers grown by MBE are shown
in Figure 6.56(e) [323–326]. The solid line shows the quadratic least-squares fit of these data
(see also Table 6.30).

The higher-lying CPs in c-ZnxCd1�xSe epilayers at 0� x� 1.0 have been studied using SE
in the 1.5–6.0 eV range [324]. TheE0 þ D0,E1 andE1 þ D1CPs have been observed and found
to increase with increasing x. The corresponding bowing parameters are found to be c¼ 0.38
(E0 þ D0), 0.467 (E1) and 0.351 eV (E1 þ D1).

The temperature dependence of E0 for c-ZnxCd1�xSe layers grown by MBE has been
determined by several authors [326–328]. Using SE, Lee et al. [326] obtained an expression
that allows E0 to be obtained for any composition and temperature within the ranges 0� x
0.34 and 25� T� 260 	C. The E0 versus T variation has also been determined by ER in the
range 25� T� 400K for x¼ 0.56 [327] and by PL in the range 15� T� 250K for
0� x� 1.0 [328].

(f) CdHgSe

CdxHg1�xSe crystallizes in the zinc-blende structure at 0 < x < 0.77 and in thewurtzite structure
at x > 0.81, while a mixed phase of both structures is observed at 0.77 < x < 0.81 [329]. The
composition dependence of E0 for CdxHg1�xSe is shown in Figure 6.56(f). The experimental
data in the zinc-blende region are taken from Summers and Broerman [330] (solid circle), and
those in the wurtzite region are taken from Himei and Muto [331] (open circles) and Pujari
et al. [332] (open triangles). The E0 versus x data in the zinc-blende region can be satisfactorily
approximated by the linear expression. The corresponding slope dE0/dx is given by 1.57 eV, as
listed in Table 6.30. The experimental data in the wurtzite region differ largely among the
literature, but clearly show nonlinear dependence on x.
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The interband CPs in CdxHg1�xSe have been determined using reflectance spectroscopy for
x up to 0.79 [333] and SE for 0� x� 0.30 [334]. The E1 and E1 þ D1 CPs are found to linearly
increasewith increasing x up to 0.4 [333,334] and showan abrupt increase for x above 0.4 [333].

The temperature dependence of E0 for c-CdxHg1�xSe has been studied by Summers and
Broerman [330]. These results are shown in Figure 6.57(a). The experimental data suggest that
the alloys at x < 0.7 have positive temperature coefficients. The solid line represents the dE0/dT
versus x plots obtained from the linear interpolation between the HgSe (þ 7.4� 10�4 eV/K)
andw-CdSevalues (�3.63� 10�4 eV/K) [1]. It can be seen that the linear interpolation scheme
explains the experimental data very well.

6.5.4 (II, II)–Te Ternary Alloy

(a) BeZnTe

BexZn1�xTe is a promising material for use as a p-type contact layer in various MgZnCdSe-
based devices. The composition dependence ofE0 forc-BexZn1�xTe is shown in Figure 6.58(a).
The experimental data are taken from various sources [335–338]. The samples used were
grown on InP(100) by MBE [335–337] or from the melt using the high-pressure Bridgman
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Figure 6.57 Temperature coefficient dE0/dT as a function of x for (a) CdxHg1�xSe, (b) ZnxHg1�xTe and
(c) CdxHg1�xTe. The experimental data are taken for (a) from Summers and Broerman [330] (solid
circles), for (b) from Toulouse et al. [360] (solid circles) and for (c) from Hansen et al. [372] (solid line).
The solid line in (a) represents the linearly interpolated values between the endpoint binary data taken
from Adachi [1] (open squares). The solid line in (b) shows the linear least-squares fit of Equation (6.28)
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method [338]. These data suggest that the E0 gap is almost linearly dependent upon Be content
x. Indeed, the least-squares fit of these data can be described byE0(x)¼ 2.27 þ 1.83x eV (solid
line, see also Table 6.30). The dashed line in Figure 6.58(a) shows the x dependence ofEX

g forc-
BexZn1�xTe obtained by the linear interpolation between the ZnTe (x¼ 0) and BeTe values
(x¼ 1.0) in Table 6.1. The G–X crossover is expected to occur at x� 0.35 (E0 ¼ EX

g � 2.9 eV)
for c-BexZn1�xTe.

The composition dependence of the higher-lying CPs, E0 þ D0, E1, E1 þ D1 and E2, for c-
BexZn1�xTe has been determined using SE [336,337]. The E0 þ D0, E1 and E1 þ D1 CP
energies increase at a rate of�0.8x eV, whileE2 is found to increase at a lower rate of�0.2x eV.
It is interesting to note the absence of bowing in any of the CPs. This is in contrast tomost of the
II–VI ternary alloys, such as BexZn1�xSe [303] and ZnxCd1�xSe [324], which all exhibit some
degree of bowing about the CP energies.

(b) MgZnTe

MgxZn1�xTecrystallizesinthezinc-blendestructureat0� x� 0.53andinthewurtzitestructureat
x� 0.53 [339]. The E0 versus x data for c-MgxZn1�xTe determined by wavelength-modulation
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Figure 6.58 Energy of the E0 gap versus x for some (II, II)�Te ternaries at 300K: (a) BexZn1�xTe, (b)
MgxZn1�xTe, (b) MgxCd1�xTe, (c) ZnxCd1�xTe, (d) ZnxHg1�xTe and (e) CdxHg1�xTe. (f) The solid lines
represent the calculated results using the data in Table 6.30. The dashed lines in (a)–(c) show the x
dependence of EX

g obtained by the linear interpolation between the endpoint binary data in Table 6.1. The
gray lines in (d) represent the E0 versus x curves calculated using the experimental c values listed in
Table 6.31. The heavy dashed line in (d) shows theE0 versus x curve calculated from the average c value of
0.27 eV
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(open circles) [340] and optical absorption spectroscopy (solid circle) are shown in Figure 6.58
(b) [341].All samples usedweregrownby theBridgmanmethod.The solid line inFigure 6.58(b)
shows the quadratic least-squares fit of these and c-MgTe (x¼ 1.0) data, providing a value of
c� 0.46 eV.

The dashed line in Figure 6.58(b) shows the x dependence of EX
g for c-MgxZn1�xTe

obtained by the linear interpolation between ZnTe (x¼ 0) and MgTe (x¼ 1.0) as shown in
Table 6.1. This result predicts the G–X crossover to occur at x� 0.5 (E0¼EX

g � 2.75 eV) for
c-MgxZn1�xTe.

The higher-lying CPs in c-MgxZn1�xTe have been studied using SE by Franz et al. [342].
The samples were grown by MBE on GaAs(100) substrates (0� x� 0.52). The experimental
data obtained by these authors show that the E1 and E1 þ D1 CPs increase almost linearly with
increasing x, while a clear decrease in E2 is observed from x¼ 0 (5.25 eV) to 0.52 (5.0 eV).

The temperature variation ofE0 forc-MgxZn1�xTe has beenmeasured byBarbieret al. [340]
and Chung et al. [341]. The dE0/dT values near 300K are given as �(4.5� 0.3)� 10�4

(0� x� 0.41) [340] and�(5.9� 0.2)� 10�4 (0� x� 0.48) eV/K [341], respectively, and are
nearly independent of x.

(c) MgCdTe

Bulk MgxCd1�xTe alloy crystallizes in the zinc-blende structure at 0� x� 0.6 and in the
wurtzite structure at x� 0.75 [343]. The E0 versus x data for c-MgxCd1�xTe are plotted in
Figure 6.58(c) [344–346]. The samples were grown by the Bridgmanmethod [345] or byMBE
on ZnCdTe [344] and GaAs substrates [346]. The solid line represents the quadratic least-
squares fit of these and the c-MgTe (x¼ 1.0) data. This fit results in a bowing of c� 0.54 eV.

The composition dependence of EX
g for c-MgxCd1�xTe obtained from the linear interpola-

tion scheme between CdTe (x¼ 0) and MgTe (x¼ 1.0) in Table 6.1 is shown in Figure 6.58(c)
by the dashed line. It can be seen that the G–X crossover occurs at x� 0.7 with E0¼EX

g � 2.8
eV, in good agreement with the theoretical prediction by Freytag [347].

The higher-lying CPs in c-MgxCd1�xTe have beenmeasured using SE byChoi et al. [345] at
0� x� 0.5 and by Ihn et al. [346] at 0� x� 0.43. These studies observed the E0 þ D0, E1,
E1 þ D1, E2 and E

0
1 CPs. Some CPs, E0 þ D0, E1 and E1 þ D1, increased almost linearly at a

rate of �(0.7� 1.3)x eV, while E2 and E 0
1 showed little dependence on x.

(d) ZnCdTe

ZnxCd1�xTe crystallizes in the zinc-blende structure over the whole composition range
0� x� 1.0. The dependence of E0 on x for ZnxCd1�xTe has been determined by many authors.
An overviewof the bowing parameterc determined at 300K is summarized in Table 6.31 and in
Figure 6.58(d). The c values in Table 6.31 vary from 0 to 0.48 eV. The average c value is
�0.27 eV. The correspondingE0 versus x plots are shown in Figure 6.58(d) by the heavy dashed
line (see also Table 6.30).

The higher-lying CPs, such as E1, E1 þ D1 and E2, in ZnxCd1�xTe have been studied by
many authors. These CPs showed no or a very weak nonlinearity with respect to x [348–354].
Several studies, however, reported a clear nonlinearity with respect to x [355,356].

The temperature dependence of E0 for ZnxCd1�xTe has been studied using PR [357,358],
reflectivity and PL [359]. The Varshni parameters have been determined as a¼ (4.7� 0.1)�
10�4 eV/K and b¼ 166.5� 6.5K for 0� x� 0.3 [357] and a¼ (4.7� 0.2)� 10�4 eV/K and
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b¼ 110� 30Kfor 0.551� x� 0.944[359].TheseparametersprovidedE0/dT��4� 10�4eV/
K near 300K. The corresponding endpoint data are �4.53� 10�4 eV/K (ZnTe) and �3.5�
10�4 eV/K (CdTe) [1].

(e) ZnHgTe

ZnxHg1�xTe crystallizes in the zinc-blende structure over the whole composition range
0� x� 1.0. The E0 versus x data for ZnxHg1�xTe determined by means of optical absorp-
tion [360,361] and SE [361,362] are shown in Figure 6.58(e). The samples used were grown by
the THM [360,362,363] or from interdiffusion between the endpoint materials at high
temperatures [361]. The quadratic least-squares fit of these data is shown in Figure 6.58(e)

Table 6.31 Bowing parameter c for E0 of ZnxCd1�xTe determined at 300K. R¼ reflectance;
ER¼Electroreflectance; PL¼ photoluminescence; OA¼ optical absorption; PR¼ photoreflectance;
SE¼ spectroscopic ellipsometry

c (eV) Method Reference

0.33 R a
0.26 ER b
0 R c
0.139 PL d
0.22890 OA e
0.38 OA f
0.11 PL g
0.128 PR h
0.46 OA i
0.269 SE j
0.48 OA k
0.3156 OA l
0.334 PR m
0.33 R n
0.197 SE o
0.33 PR p

aA. Ebina et al., J. Appl. Phys. 44, 3659 (1973)
bV. A. Tyagai et al., Sov. Phys. Solid State16, 885 (1974)
cV. V. Sobolev et al., Phys. Status Solidi B 103, 499 (1981)
dD. J. Olego et al., Appl. Phys. Lett. 47, 1172 (1985)
eS. M. Johnson et al., J. Vac. Sci. Technol. B 9, 1897 (1991)
fA. Aydinli et al., Solid State Commun. 80, 465 (1991)
gH. C. Poon et al., J. Phys.: Condens. Matter 7, 2783 (1995)
hS. P. Tobin et al., J. Electron. Mater. 24, 697 (1995)
iB. Samanta et al., Vacuum 46, 739 (1995)
jO. Castaing et al., J. Phys.: Condens. Matter 8, 5757 (1996)
kD. Ohlmann et al., J. Appl. Phys. 82, 1355 (1997)
lJ. Franc et al., Semicond. Sci. Technol. 15, 561 (2000)
mL. Tirado-Mej�ıa et al., Phys. Status Solidi B 220, 255 (2000)
nE. M. Larramendi et al., Semicond. Sci. Technol. 17, 8 (2002)
oP. D. Paulson et al., J. Appl. Phys. 95, 3010 (2004)
pO. Zelaya-Angel et al., J. Appl. Phys. 95, 6284 (2004)
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by the solid line. The bowing parameter of c� 0.46 eV can be determined from this fit (see also
Table 6.30). The semimetallic region is in the range x < 0.08 at 300K.

The higher-lying CPs,E0 þ D0,E1,E1 þ D1 andE2, as a function of x for ZnxHg1�xTe have
been determined using SE [363]. The bowing parameters obtained are c¼ 0.860 eV (E0 þ D0),
1.012 eV (E1), 0.817 eV (E1 þ D1) and 0.428 eV (E2).

The temperature dependence of E0 for ZnxHg1�xTe has been investigated by Toulouse
et al. [360]. The results obtained are plotted in Figure 6.57(b). It can be seen that the alloy at
x < 0.45 has a positive temperature coefficient. The solid line shows the linear least-squares fit
given by (in 10�4 eV/K)

dE0

dT
¼ 4:5�10:6x ð6:28Þ

(f) CdHgTe

CdxHg1�xTe crystallizes in the zinc-blende structure over the whole composition range
0� x� 1.0. Figure 6.58(f) plots the experimental E0 versus x data for CdxHg1�xTe measured
by Sredin et al. [364] (open circles), Laurenti et al. [365] (solid circles) and Chu et al. [366]
(open triangles). The solid line shows the quadratic least-squares fit of these experimental data.
The resulting bowing parameter is c� 0.21 eV (Table 6.30). The semimetallic region is
expected at x < 0.1 and 300K.

The higher-lying CPs, such as E1, E1 þ D1 and E2, as a function of x for CdxHg1�xTe have
been studied by fundamental reflectivity [364,367], ER [368] and SE [369,370]. They appeared
at energies 2–3 (E1), 3–4 (E1 þ D1) and 4.5–5 eV (E2) and gradually increased with increasing
x. The bowing parameters determined were c� 0.7� 0.9 eV for E1 and �0.5� 0.6 eV for
E1 þ D1 [369]. The c value for E2 was found to be negligibly small (c¼�0.06 eV).

The temperature dependence of E0 for CdxHg1�xTe has been studied by several
authors [365,366,371,372]. The result obtained by Hansen et al. [372] is shown in Figure 6.57
(c). The sign for dE0/dT is positive at x < 0.5 and negative at x > 0.5. No temperature change in
E0 can be expected at x� 0.5 (E0� 0.6 eV, Figure 6.58(f)). The dE0/dT value can then be given
by (in 10�4 eV/K)

dE0

dT
¼ 5:5�11:0x ð6:29Þ

The temperature coefficients of the higher-lying CPs have been measured by several
authors [367,373,374]. A dip in the dEg/dT versus x data has been observed near x� 0.5 for E1,
E1 þ D1, e1 and e1 þ D1 [367]. The E1-gap Varshni parameters a and b have also been
determined using ER [373].

6.5.5 Zn–(VI, VI) Ternary Alloy

(a) ZnOS

ZnOxS1�x is one of the II–VI large size-mismatched alloys and may thus behave in a similar
manner to GaNxAs1�x [375]. The E0 gap as a function of x for ZnOxS1�x has been determined
from transmissionmeasurements byMeyeret al. [376]. The alloy films (0� x� 1.0) usedwere
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grown by rf reactive sputtering on glass and (0001)-sapphire substrates and showed wurtzite
structure with preferential c-axis orientation independent of whether glass or sapphire
substrates were used. Figure 6.59(a) plots the E0 versus x data measured by Meyer
et al. [376]. The solid line shows the quadratic fit of these data and results in a huge bowing
parameter of c¼ 4.50 eV (Table 6.30). This is in qualitative agreementwith the fact that bowing
parameters in large size-mismatched II–VI alloys increase as the size and chemicalmismatches
between the endpoint constituents increase [375].

(b) ZnOSe

ZnOxSe1�x at x¼ 0.35� 1.3 at% has been successfully grown on GaAs(100) by MBE in spite
of the limited solubility of oxygen in ZnSe [377]. A large bowing parameter, as high as 8 eV has
been obtained [377] and a reduced pressure coefficient has been successfully explained within
the framework of the BAC model [378]. More recently, the temperature variation of E0 in
ZnOxSe1�x (x¼ 0.23� 0.90 at%) before and after hydrogen passivation was found to be
similar to that for ZnSe and did not depend on the oxygen concentration [379]. Such a finding
points toward the absence of a localized character in the ZnOxSe1�x band edge.

(c) ZnSSe

c-ZnSxSe1�x can be grown from the melt throughout thewhole composition range 0� x� 1.0,
although the alloy at x� 0.9 sometimes shows a short-range twin structure which is typically
observed in ZnS grown from the melt [380].

We show in Figure 6.59(b) the x dependence ofE0 in ZnSxSe1�x determined by fundamental
reflectivity [380] (solid circles), CL [381] (open circles) and optical absorption measure-
ments [382] (open triangles). The solid line shows the quadratic least-squares fit of these data.
The resulting bowing parameter is c¼ 0.580 eV (Table 6.30). The low-temperature (T� 6K)
E0 versus x data for ZnSxSe1�x have also been reported [381,383]. The pressure coefficient dE0/
dp for p up to 12GPa has been measured by Griebl et al. [382].
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Figure 6.59 Energy of the E0 gap versus x for some Zn–(VI, VI) ternaries at 300K: (a) ZnOxS1�x,
(b) ZnSxSe1�x, (c) ZnSxTe1�x and (d) ZnSexTe1�x. The solid lines represent the calculated results using
the data in Table 6.30
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(d) ZnSTe

ZnSxTe1�x is one of the II–VI large size-mismatched alloys and may have a large bowing of
the E0 gap. The E0 versus x data reported by Hill and Richardson [384] (solid circles),
Yu et al. [385] (open circles) and by Walukiewicz et al. [386] (open triangles) are shown in
Figure 6.59(c). The samples were grown by vacuum evaporation [384], hot-wall epi-
taxy [385] or by the Bridgman method [386]. The solid line in Figure 6.59(c) shows the
quadratic least-squares fit of the data of Yu et al. andWalukiewicz et al. The resulting bowing
parameter is c¼ 3.750 eV (Table 6.30). The data of Hill and Richardson gave a value of
c� 3.0 eV [384].

SE has been used by Bang et al. [387] on ZnSxTe1�x epilayers (0� x� 1.0) grown on GaAs
(100) substrates by hot-wall epitaxy. TheE0 þ D0 andE1 structuresmerged into a single, broad
structure for x larger than 0.3.

The pressure dependence of E0 in ZnSxTe1�x (x¼ 0–0.1) has been studied by Walukiewicz
et al. [386] (x¼ 0–0.1) for p up to 10GPa. A strong nonlinear dependence of E0 on p was
observed by optical absorption measurements. The results can be satisfactorily described by
the BAC model.

(e) ZnSeTe

ZnSexTe1�x crystallizes in the zinc-blende structure over the whole composition range
0� x� 1.0. The composition dependence of E0 has been studied by several authors. The
E0 versus x datameasured byLarach et al. [388] (solid circles), Ebina et al. [389] (open circles),
Brasil et al. [390] (solid triangles) and Su et al. [391] (open triangles) have been plotted in
Figure 6.59(d) The quadratic least-squares fit of these data is shown by the solid line. The
bowing parameter obtained is c¼ 1.500 eV (Table 6.30). This value is considerably larger than
that for ZnSxSe1�x (c¼ 0.580 eV, Figure 6.59(b)), but is much smaller than those for ZnOxS1�x

(c¼ 4.50 eV, Figure 6.59(a)) and ZnSxTe1�x (c¼ 3.750 eV, Figure 6.59(c)).
The higher-lying CPs, such as E0 þ D0, E1, E1 þ D1 and E2, as a function of x for

ZnSexTe1�x have been measured by fundamental reflectivity [389] and SE [392]. The bowing
parameters determinedwere c¼ 1.878 eV (E1), 1.458 eV (E1 þ D1) and�0.698 eV (E2) [392].
Only the E2 CP gives an upward bowing (c < 0 eV).

The high-energy PL line as a function of temperature T for ZnSexTe1�x (0� x� 0.30) has
been measured by Naumov et al. [393]. The experimental data could be fitted with the
Varshni expression using the interpolated parameters between ZnTe (x¼ 0) and ZnSe
(x¼ 1.0) [1]. The pressure dependence of E0 has also been measured for p up to 10GPa [394].
The first- and second-order pressure coefficients are reported as a function of x for 0� x
1.0. The large deviation of dE0/dp from the linear interpolation can be explained by the BAC
model [394].

6.5.6 Cd–(VI, VI) Ternary Alloy

(a) CdSSe

CdSxSe1�x crystallizes in the wurtzite structure over the whole composition range 0� x� 1.0.
The experimental E0 value as a function of x for w-CdSxSe1�x measured by Bondarenko
et al. [395] (solid circles) and Perna et al. [396] are shown in Figure 6.60(a). The quadratic fit of
these data gives a value of c¼ 0.700 eV (Table 6.30).
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The higher-lyingCPs, such asE1,E2 andE
0
1, inw-CdSxSe1�x have been determined from the

fundamental reflectivitymeasurements for the ordinary (E? c) and extraordinary rays (E||c) at
90K [397].

The temperature dependence of E0 in w-CdSxSe1�x has been studied by Perna et al. [396].
These authors reported that the effects of the acoustic phonons are larger in alloy films than in
the related binaries because of the compositional disorder.

(b) CdSTe

The CdS–CdTe phase diagram indicates that at low temperatures, CdSxTe1�x has a zinc-blende
structure for low S concentrations and a wurtzite structure for high S concentrations (Figure
2.7). These regions are separated by a miscibility gap where both phases exist, and optical
transitions resulted from both wide band-gap wurtzite and narrow band-gap zinc-blende
phases. Therefore, the two absorption edgeswould usually be detected, although their strengths
would depend on the concentration of each phase.

Many authors have measured the E0 versus x data for CdSxTe1�x films (see Lane [398]). A
small number of samples of different x have been studied generally, with the most widely
accepted results relying on 19 data points from x¼ 0 to 1.0 reported byOhata et al. [399]. From
the quadratic fit of the previous data, we obtain a bowing parameter of c� 1.8 eV for both the
zinc-blende and wurtzite phases (see also Figure 1 in Lane [398] and Figure 6.63). The curves
plotted in Figure 6.60(b) show the quadratic fits of Equation (A.5) with c� 1.8 eV (Table 6.30).

The higher-lying CPs in c-CdSxTe1�x (x¼ 0� 1.0) have been determined using SE [400].
The samples usedwere deposited on borosilicate glass (Corning 7059) using a laser-deposition
process. The XRD analysis suggested that the deposited films consisted of a single phase. The
bowing parameter determined for the E1 gap is c� 0.8 eV, while that for E0 is 1.84 eV.

(c) CdSeTe

Since CdSe is a wurtzite crystal while CdTe is a zinc-blende crystal, it is reasonable to expect a
phase change in crystal structure at some Se composition. This has been reported for alloys
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Figure 6.60 Energy of the E0 gap versus x for some Cd�(VI, VI) ternaries at 300K: (a) CdSxSe1�x,
(b) CdSxTe1�x and (c) CdSexTe1�x. The solid and dashed lines represent the calculated results using the
data in Table 6.30
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grown on glass substrates with zinc-blende nucleation at x < 0.60 and wurtzite nucleation at
x > 0.60 [401]. Similarly, melt-grown CdSexTe1�x was reported to nucleate as zinc-blende at
x� 0.45 and as wurtzite at x� 0.65 with a mixed phase between x¼ 0.45 and 0.65 [402].

Figure 6.60(c) shows the plots ofE0 against x for c-CdSexTe1�x reported by Feng et al. [403]
(solid circles) and Brill et al. [404] (open circles). The samples were grown by the Bridgman
method (x < 0.36) [403] and by MBE on Si(211) (0� x� 1.0) [404]. It could be clearly
observed that the MBE-grown CdSexTe1�x/Si(211) films remained in the cubic phase
throughout the entire composition range [404]. Note that CdSe can be grown in the cubic
phase on GaAs and ZnSe substrates (see Brill et al. [404]). The solid line in Figure 6.60(c)
represents the quadratic least-squares fit of the experimental data, yielding a value of
c¼ 0.838 eV (Table 6.30).

6.5.7 (II, II)–(VI, VI) Quaternary Alloy

(a) MgZnSSe

MgxZn1�xSySe1�y can be grown lattice-matched to GaAs (Table 1.13) and has been used as
an improved cladding material for ZnSe-based waveguiding devices [405]. The E0-gap
energy as a function of x for MgxZn1�xSySe1�y/GaAs calculated from Equation (A.15) is
shown in Figure 6.61(a).The experimental data shown are taken from Lunz et al. [406]
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Figure 6.61 Energy of the E0 gap versus x for (a) MgxZn1�xSySe1�y/GaAs and (b) MgxZn1�x

SeyTe1�y/InP calculated from Equation (A.15). The ternary bowing parameters are taken from
Table 6.32. The unknown ternary and quaternary bowing parameters (c andD) are assigned to
be 0 eV. The experimental data in (a) are taken from Lunz et al. [406] (solid circles) and Chen
et al. [407] (open circle) and in (b) from Naniwae et al. [408] (300K). The dashed line in (a)
shows the quadratic approximation of Equation (A.15) for 0� x� 0.5 (see Table 6.30). The
inset in (b) represents the E0 versus x data for MBE-grown MgxZn1�xSeyTe1�y/ZnTe reported
by Shim et al. [409]. The solid line in the inset is calculated from Equation (6.30)
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(solid circles) and Chen et al. [407] (open circle). It can be seen that the calculated E0 varies
from 2.749 eV (x¼ 0, y¼ 0.06) to 4.399 eV (x¼ 1.00, y¼ 0.89). This curve can be
approximated by the quadratic expression as shown in Figure 6.61(a) by the dashed line
(Table 6.30).

The temperature dependence of E0 for MgxZn1�xSySe1�y/GaAs has been determined by
Lunz et al. [406] from an optical absorption and by Chen et al. [407] from contactless ER. The
dE0/dT coefficient near 300K is ��6� 10�4 eV/K, while that for ZnSe is �4.7� 10�4 eV/
K [1].

(b) MgZnSeTe

MgxZn1�xSeyTe1�y can be grown lattice-matched to InP (Table 1.13). The solid line in
Figure 6.61(b) shows theE0 versus x curve forMgxZn1�xSeyTe1�y/InP obtained fromEquation
(A.15). The solid circles represent the experimental datameasured by optical reflectivity [408].
The solid line can be approximated by the quadratic expression given in Table 6.30.

MgxZn1�xSeyTe1�y can be grown lattice-matched to ZnTe. Shim et al. [409] grew
MgxZn1�xSeyTe1�y/ZnTe by MBE and determined E0 from PL measurements. The inset in
Figure 6.61(b) shows the E0 versus x data of Shim et al. [409]. These data can be least-squares
fit as (in eV)

E0ðxÞ ¼ 2:36þ 0:89xþ 0:82x2 ð6:30Þ

6.5.8 (II, II, II)–VI Quaternary Alloy

(a) BeMgZnSe

BexMgyZn1�x�ySe can be grown lattice-matched to GaAs (Table 1.14). The experimental E0

versus y data for BexMgyZn1�x�ySe/GaAs are plotted in Figure 6.62(a). These data are taken
from Wagner et al. [410] (solid circles) and Godo et al. [411] (open circles). The solid
line represents the E0 versus y curve for BexMgyZn1�x�ySe/GaAs calculated from Equation
(A.15). This curve can be satisfactorily approximated by the quadratic expression shown in
Table 6.30.

The E0/(E0 þ D0) structure of Bridgman-grown BexMgyZn1�x�ySe alloy (x¼ 0.04,
y¼ 0.15) has been investigated by PL, contactless ER and PR in the temperature range
between 15 and 400K [412]. The obtained data were analyzed using the Varshni and
Bose–Einstein expressions.

(b) BeZnCdSe

BulkBexZnyCd1�x�ySe alloyswere grownby theBridgmanmethod and investigated usingER,
PR, SE and PL [413–415]. The samples were single wurtzite phase or wurtzite as the main
phase in an admixturewith another polytype (x� 0.15, y� 0.45). The temperature dependence
of E0 has been reported [413,415].

BexZnyCd1�x�ySe can be epitaxially grown lattice-matched to InP. Hsieh et al. [416] have
characterized the E0 structure ofMBE-grown BexZnyCd1�x�ySe/InP using contactless ER and
PzR in the temperature range between 15 and 450K. The results show that Be incorporation can
effectively reduce the rate of temperature variation of E0.

ENERGY-BAND STRUCTURE: ENERGY-BAND GAPS 213



(c) MgZnCdSe

MgxZnyCd1�x�ySe can be grown, together with those for the E0 and E0 þ D0 CPs lattice-
matched to InP (Table 1.14). Figure 6.62(b) plots the E0 versus x data for MgxZnyCd1�x�ySe/
InPmeasured byMaksimov et al. [417]. TheE0 versus x curve calculated fromEquation (A.15)
is shown by the solid line. The corresponding quadratic expression is given in Table 6.30. The
temperature dependence of E0 has also been determined by Maksimov et al. [417] in the
temperature range between 4.2 and 300K.

6.5.9 Summary

Table 6.32 summarizes the bowing parameter c forE0 in some II–VI ternary alloys. Figure 6.63
also shows the plots for the c value against the product DaabDXab of the lattice constant and
electronegativity differences between the endpoint binaries a and b. The electronegativity
differences are obtained from Phillips [46]. The solid line in Figure 6.63 represents the least-
squares fit obtained using the relationship (c in eV, DaabDXab in A

	
eV)

c ¼ 6:13ðDaabDXabÞ ð6:31Þ

Note that the proportionality factor 6.13A
	 �1 obtained here is considerably smaller than the

values 9.93 and 9.62A
	 �1 for the group-IV binary and III–V ternary alloys, respectively

(Equations (6.8) and (6.23)).
Finally, the relationships between the E0 gap and lattice constant a0 for various II–VI

semiconductors are shown in Figure 6.64. It is clear that the lowest direct gap E0 can be widely
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Figure 6.62 Energy of the E0 gap versus y or x for (a) BexMgyZn1�x�ySe/GaAs and (b)
MgxZnyCd1�x�ySe/InP calculated from Equation (A.15). The ternary bowing parameters
are taken from Table 6.32 (see also Table 6.30). The unknown ternary and quaternary bowing
parameters (c and D) are assigned to be 0 eV. The experimental data in (a) are taken from
Wagneret al. [410] (solid circles) andGodo et al. [411] (open circles) (300K). The solid circles
in (b) are obtained from Maksimov et al. [417]. The solid lines show the quadratic approx-
imations listed in Table 6.30
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Table 6.32 Bowing parameter c for E0 in II–VI ternaries. w¼wurtzite; zb¼ zinc-blende

(II, II)–VI c (eV) II–(VI, VI) c (eV)

BeZnO (w) 9.3 ZnOS (w) 4.50
MgZnO (w) 0 ZnSSe (zb) 0.580
ZnCdO (w) 2.4 ZnSTe (zb) 3.750
MgZnS (zb) 0 ZnSeTe (zb) 1.500
MgZnS (w) 0 CdSSe (w) 0.700
ZnCdS (zb) 0.827 CdSTe (zb) 1.80
ZnCdS (w) 0.921 CdSTe (w) 1.800
ZnHgS (zb) 0.996 CdSeTe (zb) 0.838
CdHgS (w) 0
BeZnSe (zb) 1.033
BeCdSe (zb) 3.000
MgZnSe (zb) 0.600
MgCdSe (zb) 0.200
MgCdSe (w) 0
ZnCdSe (zb) 0.387
CdHgSe (zb) 0
BeZnTe (zb) 0
MgZnTe (zb) 0.46
MgCdTe (zb) 0.54
ZnCdTe (zb) 0.31
ZnHgTe (zb) 0.46
CdHgTe (zb) 0.21
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Figure 6.63 Bowing parameter c of the E0 gap versus product DaabDXab of the lattice-constant and
electronegativity differences between the endpoint binarymaterialsa andb in some II–VI semiconductor
ternary alloys. The solid line represents the calculated result using Equation (6.31). B¼Be; Z¼Zn;
C¼Cd; T¼Te
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varied by properly combining the binary materials when growing II–VI ternary and quaternary
alloys. Such alloys can be epitaxially grown on commercially available III–V binary substrates,
such as GaP, GaAs and InP.
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7 Energy-band Structure: Effective
Masses

7.1 INTRODUCTORY REMARKS

7.1.1 Electron Effective Mass

The constant-energy surface in semiconductors can be defined by

E ¼ �h2k2x
2mx

þ �h2k2y
2my

þ �h2k2z
2mz

ð7:1Þ

where the electron at the center of the BZ has a spherical constant-energy surface (i.e.
mx¼my¼mz),while there are six constant-energy ellipsoids along the principal diagonal [100]
and its equivalent directions and eight ellipsoids along the h111i directions [1]. In such
ellipsoidal constant-energy surfaces, Equation (7.1) can be simply written as

E ¼ �h2k2t
mt

þ �h2k2l
2ml

ð7:2Þ

The two masses ml and mt in Equation (7.2) are the longitudinal mass and transverse mass,
respectively, becauseml (mz) is defined along the h100i axis (X valley) and along the h111i axis
(L valley), whereas mt (mx¼my) is defined in a plane transverse to the said axis. The
longitudinal effective mass, ml, is usually much larger than its counterparts mt.

The DOS effective mass ma
e for electrons in the CB minima a¼G, X or L is given by

ma
e ¼ N2=3m

2=3
ta m

1=3
la ð7:3Þ

where N is the number of equivalent a minima (N¼ 1 for the G minimum, N¼ 3 for the X
minima and N¼ 4 for the L minima). The DOS mass can be used for DOS calculations.

The conductivity effective mass ma
c , which can be used for conductivity or mobility

calculations, is written as

ma
c ¼ 3mtamla

mta þ 2mla
ð7:4Þ

Since mtG¼mlG, we have the relationship mG
e ¼ mG

c at the a¼G minimum.
In hexagonal semiconductors, the CB electron has an ellipsoidal constant-energy surface,

not a spherical surface, even at the zone center (G)
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m?
e � mx ¼ my 6¼ mz � mjj

e ð7:5Þ

Thus, mG
e 6¼ mG

c holds in such anisotropic semiconductors, but its difference is very small.
We summarize in Table 7.1 the G-valley electron effective mass mG

e for a number of cubic
group-IV, III–V and II–VI semiconductors. Table 7.2 also summarizes the G-valley electron
effective masses for some wurtzite III–V and II–VI semiconductors. The mG

e values for InN,
BeSe and BeTe in Table 7.1 and those for InN, BeO, BeSe and CdTe in Table 7.2 are obtained
using themG

e versusE0 relationships described in Section 7.1.2 of Adachi [1]. The InN values in
Table 7.2 are taken from Hofmann et al. [2].

The electron effectivemasses in the X (D) and Lminima for some cubic group-IVand III–V
semiconductors are listed in Table 7.3. The corresponding DOS and conductivity masses are
listed in Table 7.4.

7.1.2 Hole Effective Mass

The effective Hamiltonian is generally derived from a k�p theory or from the theory of
invariants developed by Bir and Pikus. The effective Hamiltonians for the CB and VB in the

Table 7.1 Electron effective mass mG
e for some cubic group-IV, III–V and II–VI semiconductors.

d¼ diamond; zb¼ zinc-blende; rs¼ rocksalt

System Material mG
e /m0 System Material mG

e /m0

IV Diamond (d) 0.36–2.030a II–VI BeSe (zb) 0.28a

Si (d) 0.188a BeTe (zb) 0.21a

Ge (d) 0.038 MgO (rs) 0.35a

Sn (d) �0.058b MgS (zb) 0.225a

3C-SiC (zb) 0.449a MgSe (zb) 0.20a

MgTe (zb) 0.17a

III–V BN (zb) 0.752a ZnS (zb) 0.20
BP (zb) 0.150a ZnSe (zb) 0.137
BAs (zb) 0.0499a ZnTe (zb) 0.117
AlN (zb) 0.26a CdO (rs) 0.21
AlP (zb) 0.220a CdS (zb) 0.14a

AlAs (zb) 0.124 CdSe (zb) 0.112
AlSb (zb) 0.14 CdTe (zb) 0.090
GaN (zb) 0.15 HgS (zb) �0.006a,c

GaP (zb) 0.114 HgSe (zb) �0.042a,c

GaAs (zb) 0.067 HgTe (zb) �0.028c

GaSb (zb) 0.039
InN (zb) 0.03a

InP (zb) 0.07927
InAs (zb) 0.024
InSb (zb) 0.013

aCalculated or estimated
bThe sign is chosen positive for a normal band structure like that of Ge
cThe sign is chosen positive for a normal band structure like that of CdTe
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zinc-blende- and wurtzite-type semiconductors are shown in Section 6.2.1 of Adachi [1]. The
expressions for the hole effective masses in terms of the Luttinger�s VB parameters g (cubic)
and A (hexagonal) have been described in Section 7.3.1 of Adachi [1].

The g and A values for some cubic and wurtzite semiconductors are summarized in
Tables 7.5 and 7.6, respectively. Table 7.7 also lists the effective HH and LH band masses,

Table 7.2 G-valley electron effective masses, m?
e , m

k
e and mG

e , for some wurtzite III–V and II–VI
semiconductors. mG

e ¼ ðm?2
e m

k
eÞ1=3: DOS effective mass

System Material m?
e /m0 m

jj
e /m0 mG

e /m0

III–V AlN 0.29a 0.30a 0.29–0.45 (0.29a)
GaN 0.21 0.22 0.21
InN 0.047 0.039 0.044

II–VI BeO 0.7a

MgSe 0.3a

ZnO 0.234
ZnS 0.28 0.28 0.28
CdS 0.150 0.152 0.151
CdSe 0.127 0.122 0.125
CdTe 0.11a

aCalculated or estimated

Table 7.3 Electron effective mass in the X (D) and L minima for some cubic group-IV and III–V
semiconductors. d¼ diamond; zb¼ zinc-blende

System Material X L
mtX/m0 mlX/m0 mtL/m0 mlL/m0

IV Diamond (d) 0.36 1.4
Si (d) 0.1905 0.9163 0.130a 1.418a

Ge (d) 0.29 1.35 0.081 1.61
Sn (d) 0.086a 0.89a 0.075a 1.478a

3C-SiC (zb) 0.25 0.67

III–V BN (zb) 0.23a 0.94a

BP (zb) 0.204a 1.125a

AlN (zb) 0.32a 0.52a

AlP (zb) 0.212a 3.67a

AlAs (zb) 0.19 1.1 0.15a 1.32a

AlSb (zb) 0.21 1.50 0.20a 1.82a

GaN (zb) 0.30a 0.58a

GaP (zb) 0.252 6.9 0.150a 1.184a

GaAs (zb) 0.23 1.3 0.0754 1.9
GaSb (zb) 0.33a 1.30a 0.085 1.4
InP (zb) 0.34a 1.26a 0.13a 1.64a

InAs (zb) 0.28a 1.32a 0.12a 3.57a

aTheoretical
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mHH and mLH, along the [001] and [111] directions for some cubic semiconductors. The DOS
HH ðm *

HH Þ, averaged LH ðm *
LH Þ and SO split-off hole effective masses (mSO) are summarized

in Table 7.8. The c-InN g values in Table 7.5 are taken from Fritsch et al. [3].

7.1.3 Interpolation Scheme

Let us consider a linear interpolation representation for the composition dependence of the
effective mass m(x) for a semiconductor alloy AxB1�x (AxB1�xC). The simplest linear
interpolation scheme is the use of the equation

mABðxÞ ¼ xmA þð1�xÞmB ð7:6Þ

where mA and mB represent the masses of elemental (binary) semiconductors A (AC) and
B (BC), respectively.

If any material parameter can be given by a specific expression owing to some physical
basis, it is natural to consider that the corresponding interpolation scheme may also obey this
specific expression. The effective mass representation can then be written as

1

mABðxÞ ¼
x

mA
þ 1�x

mB
ð7:7Þ

Table 7.4 Electron DOS mass mX;L
e and conductivity mass mX;L

c in the X and L minima for some cubic
group-IV and III–V semiconductors. d¼ diamond; zb¼ zinc-blende

System Material Density-of-states mass Conductivity mass

mX
e /m0 mL

e /m0 mX
c /m0 mL

c /m0

IV Diamond (d) 1.18 0.48
Si (d) 0.669 0.73 0.259 0.19
Ge (d) 1.01 0.553 0.39 0.119
a-Sn (d) 0.39a 0.51a 0.12a 0.11a

3C-SiC (zb) 0.72 0.32

III–V BN (zb) 0.76a 0.31a

BP (zb) 0.75a 0.28a

AlN (zb) 0.78a 0.37a

AlP (zb) 1.14a 0.31a

AlAs (zb) 0.71 0.78 0.26a 0.21a

AlSb (zb) 0.84 1.05a 0.29 0.28a

GaN (zb) 0.78a 0.36a

GaP (zb) 1.58 0.75a 0.37 0.21a

GaAs (zb) 0.85 0.56 0.32 0.11
GaSb (zb) 1.08a 0.54 0.44a 0.12
InP (zb) 1.09a 0.76a 0.45a 0.19a

InAs (zb) 0.98a 0.94a 0.38a 0.18a

aTheoretical
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Similarly, for quaternary semiconductor alloys of types AxB1�xCyD1�y and AxByC1�x�yD
(ABxCyD1�x�y) we obtain

1

mABCDðx; yÞ ¼
xy

mAC
þ xð1�yÞ

mAD
þ ð1�xÞy

mBC
þ ð1�xÞð1�yÞ

mBD
ð7:8aÞ

1

mABCDðx; yÞ ¼
x

mAD
þ y

mBD
þ 1�x�y

mCD
ð7:8bÞ

Table 7.5 Luttinger�s VB parameter gi for some cubic group-IV, III–V and II–VI semiconductors
(in �h2/2m0). d¼ diamond; zb¼ zinc-blende

System Material g1 g2 g3

IV Diamond (d) 4.24 0.82 1.71
Si (d) 4.285 0.339 1.446
Ge (d) 13.38 4.24 5.69
Sn (d) �15.0 �11.5 �8.6
3C-SiC (zb) 2.817 0.508 0.860

III–V BN (zb) 1.92a 0.02a 0.56a

AlN (zb) 1.73a 0.43a 0.65a

AlP (zb) 3.47a 0.06a 1.15a

AlAs (zb) 3.76a 0.90a 1.42a

AlSb (zb) 4.15a 1.01a 1.75a

GaN (zb) 2.84a 0.82a 1.12a

GaP (zb) 4.04 0.53 1.26
GaAs (zb) 7.10 2.02 2.91
GaSb (zb) 13.3 4.4 5.7
InN (zb) 5.381a 2.294a 2.508a

InP (zb) 5.33 1.57 2.11
InAs (zb) 20.4 8.3 9.1
InSb (zb) 36.3 16.1 17.2

II–VI MgS (zb) 2.62a 0.38a 0.91a

MgSe (zb) 2.84a 0.43a 1.00a

MgTe (zb) 3.21a 0.52a 1.15a

ZnS (zb) 1.77a 0.30a 0.62a

ZnSe (zb) 3.94 1.00 1.52
ZnTe (zb) 3.96 0.86 1.39
CdS (zb) 4.11a 0.77a 1.53a

CdSe (zb) 5.51a 1.24a 2.14a

CdTe (zb) 4.14 1.09 1.62
HgS (zb) �41.28a �21.00a �20.73a

HgSe (zb) �25.96a �13.69a �13.20a

HgTe (zb) �15.6 �9.6 �8.6

aCalculated or estimated
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Justification for Equation (7.7) is supported by the effective-mass transformation of the
Schr€odinger equation

� �h2r2

2m0
þ

X
r

U r�tð Þ
" #

!� �h2r2

2mABðxÞ ð7:9Þ

Figure 7.1 shows the effective HH band mass mHH as a function of x for AlxGa1�xAs. The
solid and dashed lines are obtained by introducing the GaAs (x¼ 0) and AlAs values (x¼ 1.0)
from Table 7.7 into Equations (7.6) and (7.7), respectively. The dotted lines are obtained by
introducing the linearly interpolated g values from Table 7.5 into the following equations (see
Table 7.7 in Adachi [1])

mHH½001�ðxÞ ¼ 1

g1ðxÞ�2g2ðxÞ
ð7:10aÞ

mHH½111�ðxÞ ¼ 1

g1ðxÞ�2g3ðxÞ
ð7:10bÞ

It can be seen fromFigure 7.1 that the dashed (Equation (7.7)) anddotted lines (Equation (7.10))
agree with each other.

7.2 GROUP-IV SEMICONDUCTOR ALLOY

7.2.1 CSi Binary Alloy

The lowest CB valleys in diamond and Si are located at the X (D) point in the BZ [1]. Figure 7.2
(a) plots the X-valley DOS and conductivity masses mX

e and mX
c for CxSi1�x. The solid and

dashed lines show the linear interpolation results between diamond and Si listed in Table 7.4
using Equations (7.6) and (7.7), respectively. The solid circles also show the effective masses
for 3C-SiC (x¼ 0.5) taken from Table 7.4.

Table 7.6 Theoretically obtained Luttinger�s VB parameter Ai for some wurtzite III–V and II–VI
semiconductors

System Material A1 A2 A3 A4 A5 A6 |A7|

III–V AlN �4.15 �0.39 3.76 �1.61 �1.76 �2.07 0.10
GaN �6.87 �0.68 6.27 �2.98 �3.05 �4.25 0.23
InN �9.15 �0.66 8.50 �4.52 �4.47 �5.74 0.33

II–VI ZnO �3.78 �0.44 3.45 �1.63 1.68 �2.23 0.025
ZnS �4.58 �0.53 4.14 �2.34 �2.34 �3.69
CdS �5.92 �0.70 5.37 �1.82 �1.82 �1.36
CdSe �10.2 �0.76 9.53 �3.2 �3.2 �2.31
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Figure 7.2(b) shows the HH and LH masses mHH and mLH along the [001] and [111]
directions forCxSi1�x. The solid lines represent the results calculated fromEquation (7.6) using
the diamond and Si values in Table 7.7. The 3C-SiC (x¼ 0.5) values are also plotted in
Figure 7.2(b). These values are calculated from a set of the Luttinger�s VB parameters derived
by a five-level k�p analysis [4]. Note that the HH and LH bands are anisotropic even in the

Table 7.7 HH and LH effective band masses, mHH and mLH, along the [001] and [111] directions for
some cubic group-IV, III–V and II–VI semiconductors. d¼ diamond; zb¼ zinc-blende; rs¼ rocksalt

System Material mHH/m0 smLH/m0

[0 0 1] [1 1 1] [0 0 1] [1 1 1]

IV Diamond (d) 0.38 1.22 0.17 0.13
Si (d) 0.277 0.718 0.202 0.139
Ge (d) 0.204 0.500 0.0457 0.0404
Sn (d) 0.125 0.46 �0.026a �0.031a

3C-SiC (zb) 0.56 0.91 0.26 0.22

III–V BN (zb) 0.53b 1.25b 0.51b 0.33b

BP (zb) 0.375b 0.926b 0.150b 0.108b

AlN (zb) 1.15b 2.33b 0.39b 0.33b

AlP (zb) 0.30b 0.85b 0.28b 0.17b

AlAs (zb) 0.51b 1.09b 0.18b 0.15b

AlSb (zb) 0.47b 1.54b 0.16b 0.13b

GaN (zb) 0.83b 1.67b 0.22b 0.20b

GaP (zb) 0.34 0.66 0.20 0.15
GaAs (zb) 0.33 0.78 0.090 0.077
GaSb (zb) 0.22 0.53 0.045 0.040
InN (zb) 1.261 2.740 0.100 0.096
InP (zb) 0.46 0.90 0.12 0.11
InAs (zb) 0.26 0.45 0.027 0.026
InSb (zb) 0.24 0.53 0.015 0.014

II–VI MgO (rs) 1.60b 2.77b 0.35b 0.31b

MgS (zb) 0.54b 1.25b 0.30b 0.23b

MgSe (zb) 0.51b 1.19b 0.27b 0.21b

MgTe (zb) 0.46b 1.10b 0.24b 0.18b

ZnS (zb) 0.85b 1.9b 0.42b 0.33b

ZnSe (zb) 0.52 1.11 0.168 0.143
ZnTe (zb) 0.45 0.85 0.176 0.148
CdS (zb) 0.39b 0.95b 0.18b 0.14b

CdSe (zb) 0.33b 0.81b 0.13b 0.10b

CdTe (zb) 0.51 1.11 0.158 0.136
HgS (zb) 1.39b 5.56b �0.012b,c �0.012b,c

HgSe (zb) 0.70b 2.27b �0.019b,c �0.019b,c

HgTe (zb) 0.28 0.63 �0.029c �0.030c

aThe sign is chosen positive for a normal band structure like that of Ge
bCalculated or estimated
cThe sign is chosen positive for a normal band structure like that of CdTe
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diamond- and zinc-blende-type semiconductors [1]. As can be easily seen from Figure 7.2(b),
the anisotropic effect is most pronounced for the HH band, which has a strongly directionally-
dependent effective mass, with a larger mass along the [111] direction than along the [001]
direction.

Using the linear interpolation scheme, we can obtain the plausible effective mass values
for 3C-SiC. Note, however, that it is very difficult to accurately measure the effective masses
in semiconductors. This is especially true for the hole effective masses and also for the k 6¼ 0

Table 7.8 DOS HH ðm *
HH Þ, averaged LH ðm *

LH Þ and SO split-off hole effective masses (mSO) for some
cubic group-IV, III–V and II–VI semiconductors. d¼ diamond; zb¼ zinc-blende

System Material m *
HH /m0 m *

LH /m0 mSO/m0

IV Diamond (d) 0.78 0.14 0.394a

Si (d) 0.528 0.157 0.29
Ge (d) 0.345 0.0427 0.095
Sn (d) �0.029b 0.19 0.041
3C-SiC (zb) 0.76 0.24 0.51

III–V BN (zb) 0.99a 0.37a 0.52a

BAs (zb) 0.0800a 0.2220a

AlN (zb) 1.77a 0.35a 0.58a

AlP (zb) 0.63a 0.20a 0.29a

AlAs (zb) 0.81a 0.16a 0.30a

AlSb (zb) 0.9 0.13 0.317a

GaN (zb) 1.27a 0.21a 0.35a

GaP (zb) 0.52 0.17 0.34
GaAs (zb) 0.55 0.083 0.165
GaSb (zb) 0.37 0.043 0.12
InN (zb) 1.959 0.098 0.186
InP (zb) 0.69 0.11 0.21
InAs (zb) 0.36 0.026 0.14
InSb (zb) 0.38 0.014 0.10

II–VI MgS (zb) 0.93a 0.25a 0.38a

MgSe (zb) 0.88a 0.23a 0.35a

MgTe (zb) 0.80a 0.20a 0.31a

ZnS (zb) 1.42a 0.36a 0.56a

ZnSe (zb) 0.82 0.154 0.24
ZnTe (zb) 0.67 0.159 0.25
CdS (zb) 0.68a 0.15a 0.24a

CdSe (zb) 0.57a 0.11a 0.18a

CdTe (zb) 0.82 0.145 0.24
HgS (zb) �0.012a,c 2.22a �0.013a,c

HgSe (zb) �0.019a,c 1.07a 0.031a

HgTe (zb) �0.030c 0.38 0.102a

aCalculated or estimated
bThe sign is chosen positive for a normal band structure like that of Ge
cThe sign is chosen positive for a normal band structure like that of CdTe
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(e.g. X and L valleys) electron masses in semiconductors (and even for the k¼ 0 (G-valley)
electron masses in wide band-gap semiconductors).

7.2.2 SiGe Binary Alloy

The transition from aGe-likeCB edge (X (D) valley) to a Si-like edge (L valley)was verified by
CR to occur between x¼ 0.115 and 0.19 [5]. In SixGe1�x, the CB edgemass ratios are predicted
from Table 7.3 to bemlX/mtX¼ 10.9 þ 9.0x (Ge-like) andmlL/mtL¼ 4.8� 0.1x (Si-like). Fink
and Braunstein [5] carried out CR measurements on the CB of Si�Ge alloy at 891GHz
(337mm) using an IR laser. The IR laser enabled measurements of the longitudinal and
transverse effective masses to within 4 at% of each side of the alloy composition at which the
CB edge switches from the [111] to the [001] direction (15 at% Si in Ge). The measured mass
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Figure 7.1 Effective HH band mass mHH in the [001] and [111] directions as a function of x for
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dotted lines are obtained by introducing the linearly interpolated g values in Table 7.5 into Equation (7.10)
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did not appear to change from their values in the pure constituents, although only the transverse
mass of the [111], Ge-likeminimum could bemeasuredwith reliable accuracy.More recent CR
measurements on high-mobility 2D electron gas in strained Si0.94Ge0.06 showed an in-plane
mass of 0.193m0 [6], in good agreementwith the expectations of Table 7.3. TheX- andL-valley
DOS and conductivity masses mX;L

e and mX;L
c for SixGe1�x calculated from Equation (7.6) are

shown in Figure 7.3(a).
Experimental hole masses based on CR are available frommeasurements of 2D samples for

pseudomorphic SixGe1�x channels on Si [7]. The results gave insight into the complexity of the
VB structure. TheDOSHH (mHH

�), averagedLH (mLH
�) and SO split-off hole effectivemasses

(mSO) for SixGe1�x calculated from Equation (7.6) using the Si and Ge values in Table 7.8 are
shown in Figure 7.3(b).

7.3 III–V SEMICONDUCTOR TERNARYALLOY

7.3.1 (III, III)–N Alloy

Unfortunately, there is no experimental information on the carrier effective masses in III–N
alloys. This necessitates the use of some type of interpolation scheme. The G-valley electron
mass mG

e versus composition x for c- and w-(III, III)–N ternaries are shown in Figure 7.4.
Equation (7.6) is used as the linear interpolation expression. The corresponding endpoint
binary data are taken from Tables 7.1 and 7.2.

7.3.2 (III, III)�P Alloy

Figure 7.5 shows the G-valley electron mass mG
e for some P-based ternaries. No experimental

determinations of the effective masses in AlxGa1�xP and AlxIn1�xP appear to be available.
Therefore, the electron effective masses mG

e in Figure 7.5 were obtained from Equation (7.6).
The mG

e mass in a random Ga0.5In0.5P alloy was determined to be (0.092� 0.003)m0 by
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Emanuelsson et al. [8]. This value is somewhat lower than the linearly interpolated value
obtained using Equation (7.6), but is in reasonable agreement with that obtained from
Equation (7.7). The quadratic least-squares fit of the x¼ 0.5 and endpoint data gives a bowing
parameter of c¼ 0.01854m0 (heavy solid line, see also Table 7.9). Emanuelsson et al. [8] found
the G-valley electron mass in an ordered Ga0.5In0.5P alloy to be (0.088� 0.003)m0, which was
slightly smaller than the random alloy value (0.092m0).

7.3.3 (III, III)�As Alloy

(a) AlGaAs

An important description of the carrier effective masses in semiconductors was presented by
Adachi [9,10] who reviewed many carried out on GaAs, AlAs and AlxGa1�xAs. We have
already shown in Figure 7.1 the HH masses mHH in the [001] and [111] directions for
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AlxGa1�xAs. The G-, X- and L-valley electron conductivity masses mG
e , mc

X and mc
L for

AlxGa1�xAs have been plotted in Figure 7.6(a). The solid lines represent the linear interpola-
tion results of Equation (7.6) using the endpoint binary data in Tables 7.1 and 7.4. The solid
circles show the experimental mG

e data taken from Adachi [10]. The corresponding linear
least-squares fit is represented by the heavy solid line (see also Table 7.9).

Figure 7.6(b) plots the cyclotron HH and LHmassesmHc andmLc in the [001] direction as a
function of x forAlxGa1�xAs. The experimental data are taken fromAdachi [10]. The cyclotron
massesmHc andmLc result from averaging the band effectivemasses in Equation (47) inHensel
and Suzuki [11]. The solid lines in Figure 7.6(b) show the linear interpolation results between
AlAs and GaAs using Equation (7.6), while the heavy solid lines represent the results

Table 7.9 G-valley electron effective mass mG
e determined experimentally for some cubic III–V

semiconductor alloys

Alloy mG
e /m0 Remark

Gax In1�xP 0.07927 þ 0.01619x þ 0.01854x2 0	 x	 1.0
AlxGa1�xAs 0.067 þ 0.057x 0	 x	 1.0
Alx In1�xAs 0.024 þ 0.088x þ 0.012x2 0	 x	 1.0
Gax In1�xAs 0.024 þ 0.035x þ 0.008x2 0	 x	 1.0
Gax In1�xSb 0.013 þ 0.016x þ 0.010x2 0	 x	 1.0
GaNxAs1�x 0.0067 þ 0.047x (x in at%) 0	 x	 2 at%
GaPxAs1�x 0.067 þ 0.047x 0	 x	 1.0
GaAsxSb1�x 0.039 þ 0.014x þ 0.014x2 0	 x	 1.0
InPxAs1�x 0.02400 þ 0.05572x 0	 x	 1.0
InxAs1�xSb 0.013� 0.016x þ 0.027x2 0	 x	 1.0
Gax In1�xPyAs1�y /InP 0.04084 þ 0.03384y þ 0.00459y2 0	 y	 1.0
(AlxGa1�x)0.48In0.52As/InP 0.043 þ 0.031x 0	 x	 1.0
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calculated by introducing the linearly interpolated g values (Equation (7.6)) into Equation (47)
of Hensel and Suzuki [11].

(b) AlInAs

Matyas and Karoza [12] determined the G-valley electron mass mG
e from a plasma resonance

minimum in the IR reflectance spectra for bulk AlxIn1�xAs alloy. Their results (solid circles),
together with the linearly interpolated mG

e , m
X
e and mX

c using Equation (7.6) (solid lines) are
shown in Figure 7.7 The experimental mG

e data for x > 0.08 are considerably larger than the
linearly interpolated values. Similarly,Wright et al. [13] obtained from optically detected CR a
considerably larger value ofmG

e ¼ (0.10� 0.01)m0 forAl0.48In0.52As grown byMBEon InP.On
the other hand, Cury et al. [14] measured amuch smallermass ofmG

e ¼ 0.069m0 which is only a
little lower than the linearly interpolated value obtained using Equation (7.6) (0.072m0). The
smaller result is supported by the optically detected CRmeasurements by Chen et al. [15]. The
heavy solid line in Figure 7.7 shows the quadratic least-squares fit of the endpoint and Cury�s
data (see also Table 7.9).
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Figure 7.7 G- andX-valley electron effectivemassesmG
e ,m

X
e andmX

c forAlxIn1�xAs. The solid and open
circles represent the experimental data taken from Matyas and Karoza [12] and Cury et al. [14],
respectively. The solid lines show the linear interpolation results using Equation (7.6). The heavy solid
line shows the quadratic least-squares fit of the endpoint binary data and Cury�s data (see Table 7.9). The
dashed line indicates the CB G–X crossing composition xc� 0.63

(c) GaInAs

The G-valley electron mass mG
e in GaxIn1�xAs has been measured by a number of authors

[16–20]. These results are shown in Figure 7.8(a). The solid and dashed lines represent the
linear interpolation results of Equations (7.6) and (7.7) using the endpoint binary data in
Table 7.1, respectively. The heavy solid line shows the quadratic least-squares fit of the
experimental data, yielding a small bowing value of c¼ 0.008m0 (Table 7.9).

A set of the Luttinger�s VB parameters g for GaxIn1�xAs have been measured by several
authors [21–23]. Traynor et al. [23] observed a significant bowing in k defined by

k ¼ � 1

3
g1 þ

2

3
g2 þ g3�

2

3
ð7:11Þ
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which is a parameter introduced by Luttinger and necessary to describe the magnetic levels,
although it is not measured in classical CR experiments. The k values reported by Traynor
et al. [23] are plotted against x¼ 0.08 and 0.11 in Figure 7.8(b) (open triangles), together with
those obtained from theLuttinger�sVBparameters byAlavi et al. [21] for x¼ 0.47 (solid circle)
andWarburton et al. [22] for x¼ 0.82 (open circle). The solid and dashed lines in Figure 7.8(b)
show the k values obtained by introducing the linearly interpolated g values from
Equations (7.6) and (7.7) into Equation (7.11), respectively.

7.3.4 (III, III)�Sb Alloy

No experimental data are available for the effective masses in AlxGa1�xSb and AlxIn1�xSb. It
can be expect however, that theG-valleymassmG

e will be satisfactorily represented by the linear
interpolation scheme. That is, any nonlinearity in the composition dependence of the effective
mass stems entirely from the bowing of the energy band gap (see Figure 7.26). Very little strong
bowing in the E0 gap has been observed experimentally for AlxGa1�xSb and AlxIn1�xSb
(Figures 6.25 and 6.26).

Figure 7.9(a) shows the G-valley electron mass mG
e in GaxIn1�xSb measured by Aubin

et al. [24]. The solid and dashed lines are obtained by introducing the InSb (x¼ 0) and GaSb
values (x¼ 1.0) in Table 7.1 into Equations (7.6) and (7.7), respectively. The heavy solid line
represents the quadratic least-squares fit of the experimental data.

TheVB structure ofGaxIn1�xSbwas investigated byRoth and Fortin [25] using an interband
magneto-optical technique. All the fundamental band parameters obtained by these authors
exhibited a nonlinear dependence on x. The HH and LH bandmassesmHH andmLH in the [001]
direction for GaxIn1�xSb have been plotted in Figure 7.9(b) as examples. These plots are
obtained by introducing the nonlinear g values into the expressions shown in Table 7.7 of
Adachi [1] (see also an expression formHH inEquation (7.10a)). The results can be expressed as
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Figure 7.8 (a) G-valley electron effective massmG
e for GaxIn1�xAs. The solid and dashed lines show the

linear interpolation results of Equations (7.6) and (7.7), respectively. The heavy solid line represents
the quadratic least-squares fit (see Table 7.9). (b) Plots of k values for GaxIn1�xAs. The symbols represent
the experimental data taken from various sources (see text). The solid and dashed lines are obtained by
introducing the linearly interpolated g values of Equations (7.6) and (7.7) into Equation (7.11),
respectively
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mHH

m0
¼ 0:246 ð7:12aÞ

mLHðxÞ
m0

¼ 0:017þ 0:009xþ 0:015x2 ð7:12bÞ

7.3.5 Dilute-nitride III–(V, V) Alloy

(a) Ga�(N, V) alloy

The conductivity masses at the lowest direct and indirect conduction minima of GaP are
mG

e ¼ 0.114m0 (Table 7.1) andm
X
c ¼ 0.37m0 (Table 7.4), respectively.A largeCB effectivemass

of �0.9m0 has been estimated by analyzing PL spectra for GaNxP1�x/GaP MQWs of various
well thicknesses [26]. The results may indicate a mixing of the G- and X-valley wavefunctions
in the CB.

The electron effective mass in dilute-nitride GaNxAs1�x has been measured using various
techniques, such as optically detectedCR [27], PR [28] andmagneto-PLmeasurements [29–31].
These results have been plotted in Figure 7.10. Since the band structure of dilute nitrides is still
unclear, let us use a new symbolm*

e for the free-electron effectivemass. There is a large scatter in
m*

e. The solid line represents the linear least-squares fit of these data (see also Table 7.9).
Zhang and Mascarenhas [32] investigated quantum-confinement phenomena in

GaNxAs1�x/GaAs QWs (0.009	 x	 0.045) using an ER technique. They demonstrated
formation of an impurity band due to heavy N doping and the quantum confinement of an
electron belonging to such an impurity band. The resulting electron effective masses are much
larger than those shown in Figure 7.10 (e.g.m*

e � 0.55m0 at x¼ 0.009 and�0.4m0 at x¼ 0.023).
The extremely largem*

e valuewithN incorporation and its subsequent decrease can be expected
to be a result of the impurity band formation.
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Figure 7.9 (a)G-valley electron effectivemassmG
e in GaxIn1�xSb. The experimental data are taken from

Aubin et al. [24]. The solid and dashed lines are obtained fromEquations (7.6) and (7.7), respectively. The
heavy solid line shows the quadratic least-squares fit (seeTable 7.9). (b) EffectiveHHandLHbandmasses
mHH and mLH in the [001] direction for GaxIn1�xSb. These plots are obtained by introducing the
Luttinger�s VB parameters g determined experimentally by Roth and Fortin [25] into the expressions in
Table 7.7 of Adachi [1] (see also Equation (7.12))
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In contrast, by analyzing carrier transport properties Young et al. [33] observed a decrease in
m*

e with increasing x from 0 up to 0.4 at% in GaNxAs1�x. Their results are reproduced in the
inset of Figure 7.10. The solid line shows the quadratic least-squares fit of these data (x in at%)

me*ðxÞ
m0

¼ 0:067�0:194xþ 0:246x2 ð7:13Þ

The traditional k�p theory predicts that the CB mass should decrease with decreasing band-
gap energy [1] (Figure 7.26). We have shown that adding N to GaAs reduces its band-gap
energy considerably (Figure 6.29), so this effect alone may be expected to reduce the effective
mass. On the other hand, any effect of N incorporation on the CBwavefunction admixture will
increase the electron effective mass [34]. Young et al. [33] considered that their samples lay at
the limit of dilute alloy where there are minor perturbations of the CB. The observed m*

e

reduction is thus thought to be due to the band-gap reduction. The large increase inm*
e observed

in the intermediate or higher N concentration region [27–31] is due to the mixing effect of the
CB states (G, X and L).

The effect of N incorporation on the electron effective mass is more subtle and it may
represent a more stringent test for the validity of different theoretical models aimed at
explaining the puzzling effects of N in various III–V semiconductors [34]. Unfortunately,
the experimental m*

e data reported do not show a common and clear trend with increasing
N concentration, as can be seen from Figure 7.10.

(b) In�(N, V) alloy

The electron effective mass m*
e in dilute-nitride InNxAs1�x has been measured by several

authors [35–37]. Figure 7.11 plots the results obtained by these authors (solid circles: Huang
et al. [35]; open circle: Hang et al. [36]; open triangles: Shih et al. [37]). The heavy solid line
shows the quadratic least-squares fit of these data (x in at%)

0 1 2 3 4
0

0.05

0.10

0.15

0.20

0.25

0.30

x (at%)

GaNxAs1-x

m
eΓ /m

0

0 0.2 0.4 0.6
0.02

0.04

0.06

0.08

x (at%)

m
eΓ /m

0
Figure 7.10 Electron effectivemassm*

e in dilute-nitride GaNxAs1�x. The solid line represents the linear
least-squares fit (see Table 7.9). The inset shows the experimental results of Young et al. [33] for x from
0 up to 0.4 at%. The solid line in the inset also shows the quadratic least-squares fit of Equation (7.13)
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m*
eðxÞ
m0

¼ 0:024�0:018xþ 0:029x2 ð7:14Þ

The solid and dashed lines are obtained by introducing the InAs (x¼ 0) and c-InN values
(x¼ 1.0) in Table 7.1 into Equations (7.6) and (7.7), respectively.

The effective mass m*
e in dilute-nitride InNxSb1�x has been measured by Murdin et al. [38]

using the CR technique. The experimental m*
e value for x¼ 0.044 at 5.53mm exciting laser

wavelengthwas 0.044,whichwas comparedwith 0.033 for InSb (x¼ 0) at the samewavelength.
Since N incorporation mainly affects the CB states [34], the dilute-nitride hole effective

masses can be compared with those of the hole masses in the nitride-free III–V host
semiconductors, such as GaP, GaAs, InAs and InSb.

7.3.6 Al�(V, V) Alloy

Noexperimental data are available on the effectivemasses ofAl-based ternary alloys.Therefore,
the linearly interpolated mG

e values for AlPxAs1�x, AlPxSb1�x and AlAsxSb1�x using Equa-
tion (7.6) are shown in Figure 7.12. The endpoint binary masses are taken from Table 7.1.

7.3.7 Ga�(V, V) Alloy

(a) GaPAs

Figure 7.13(a) shows the G-valley electron effective mass mG
e in GaPxAs1�x measured by

Wetzer et al. [39] using an optical detection CR technique. The solid and dashed lines represent
the linear interpolation results obtained by introducing the GaAs (x¼ 0) and GaP values
(x¼ 1.0) in Table 7.1 into Equations (7.6) and (7.7), respectively.

There is a tendency for upward bowing in the experimental mG
e versus x plots; however, the

same alloy showed a weak downward bowing in E0 (Figure 6.33). It can, therefore, be
concluded that GaPxAs1�x has an almost linear dependence of mG

e on x. The resulting
expression is given in Table 7.9.
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Figure 7.11 Electron effective mass m*
e in dilute-nitride InNxAs1�x. The solid and dashed lines are

calculated by introducing the endpoint binary data into Equations (7.6) and (7.7), respectively. Note that
these lines completely overlap in the region of x	 4 at%. The heavy solid line shows the quadratic
least-squares fit of Equation (7.14)
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(b) GaAsSb

Filion and Fortin [40] determined the G-valley electron effective mass mG
e in GaAsxSb1�x by

measuring intrinsic photoconductivity under magnetic fields of up to 65 kG. The data they
obtained for mG

e , together with the linearly interpolated results using Equations (7.6) and (7.7)
are shown in Figure 7.13(b). The result calculated using Equation (7.7), shown by the dashed
line, explains the peculiar experimental data very well and can be approximated by the
quadratic expression given in Table 7.9.

7.3.8 In�(V, V) Alloy

(a) InPAs

The electron effective mass mG
e in InPxAs1�x has been measured by various authors [41–45].

The solid line in Figure 7.14 represents the linear least-squares fit of these data (see Table 7.9).
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Figure 7.13 G-valley electron effective mass mG
e versus x for (a) GaPxAs1�x and (b) GaAsxSb1�x.

The experimental data in (a) are taken from Wetzel et al. [39] and in (b) from Filion and Fortin [40]
(solid circles). The solid and dashed lines are obtained by introducing the endpoint binary data into
Equations (7.6) and (7.7), respectively. The expressions used to obtain these lines are listed in Table 7.9
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Figure 7.12 G-valley electron effective massmG
e versus x for Al�(V, V) alloys obtained from the linear

interpolation scheme of Equation (7.6)
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(b) InAsSb

The electron effective mass mG
e in InAsxSb1�x obtained from Thomas and Woolley [46] is

shown in Figure 7.15(a). The solid and dashed lines represent the linear interpolation results
obtained by introducing the InSb (x¼ 0) and InAs data (x¼ 1.0) in Table 7.1 into
Equations (7.6) and (7.7), respectively. The heavy solid line also shows the quadratic
least-squares fit of the experimental data. The bowing parameter c obtained from this fit is
0.027m0, which is much larger than the endpoint values mG

e ¼ 0.013m0 (InSb) and 0.024m0

(InAs). The resulting mG
e versus x curve exhibits considerably large downward bowing, as

shown in Figure 7.15(a).
A full set of the Luttinger�s VB parameters for InAsxSb1�x have been determined by Smith

et al. [47] from interband magnetoabsorption measurements. The results they obtained have
been plotted in Figure 7.15(b). These parameters show almost linear dependence on x.
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Figure 7.14 G-valley electron effective mass mG
e in InPxAs1�x. The solid line represents the linear

least-squares fit (see Table 7.9)
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Figure 7.15 (a) G-valley electron effective mass mG
e in InAsxSb1�x. The experimental data are taken

from Thomas and Woolley [46]. The solid and dashed lines are obtained by introducing the endpoint
binary data into Equations (7.6) and (7.7), respectively. The heavy solid line shows the quadratic least-
squares fit (see Table 7.9). (b) Luttinger�s VB parameters for InAsxSb1�x determined by Smith et al. [47]
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7.4 III–V SEMICONDUCTOR QUATERNARYALLOY

7.4.1 Dilute-nitride Quaternary Alloy

Asmentioned in Section 7.3.5, the electron effective massm*
e in dilute-nitride III–V ternaries is

usually larger than the electron effective mass mG
e in the host materials, possibly due to the

interactionof theCBwithN-related resonant states.Thesameconclusioncanbedrawnfordilute-
nitride III–V quaternaries. The electron effective mass m*

e in dilute-nitride GaxIn1�xNyAs1�y

obtained byPan et al. [48] andH�eroux et al. [49] is shown in Figure 7.16. These data showa clear
increase inm*

e with increasingN concentration.A number of groups also observed an increase in
the electron effective mass by incorporating N atoms into GaxIn1�xAs [50–54].

Polimeni et al. [55] found that therewas dependence of the in-plane hole effectivemasses in
GaxIn1�xNyAs1�y QWs on the In concentration by PL measurements after picosecond
excitation and under a magnetic field B. These results suggest that the dilute-nitride hole
effective masses are nearly the same as those for nitride-free GaxIn1�xAs host semiconductor.
This agrees with the fact that N incorporation mainly affects the CB states [34].

7.4.2 (III, III)–(V, V) Alloy

(a) GaInPAs

Adachi [56] has reviewed the carrier effective masses in GaxIn1�xPyAs1�y. The G-valley
electron effectivemassmG

e versus y forGaxIn1�xPyAs1�y/InP has been plotted in Figure 7.17(a).
The solid and dashed lines represent the linear interpolation results obtained from Equations
(A.6) and (7.8) respectively, using the binary data in Table 7.1. The solid circles show the
experimental data taken from Adachi [56]. The corresponding quadratic least-squares fit is
given by the heavy solid line (see also Table 7.9).

The LH effective mass in GaxIn1�xPyAs1�y/InP versus y is plotted in Figure 7.17(b). The
experimental data are taken from Adachi [56]. The solid and dashed lines represent the linear
interpolation results obtained fromEquations (A.6) and (7.8) respectively, using the binary data
in Table 7.7. The heavy solid line shows the quadratic best-fit expression
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Figure 7.16 Electron effective mass m*
e in dilute-nitride GaxIn1�xNyAs1�y reported by Pan et al. [48]

(solid circles) and H�erouz et al. [49] (open circles)
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mLHðyÞ
m0

¼ 0:05þ 0:04yþ 0:03y2 ð7:15Þ

(b) GaInAsSb

No experimental data on the carrier effective masses in GaxIn1�xAsySb1�y has been reported.
The linearly interpolated mG

e values for GaxIn1�xAsySb1�y lattice-matched to GaSb and InAs
have therefore been plotted in Figure 7.18. The solid and dashed lines represent the linear
interpolation results of Equations (A.6) and (7.8) respectively, using the binary data in
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Figure 7.17 (a) G-valley electron effective mass mG
e and (b) LH effective mass mLH versus y for

GaxIn1�xPyAs1�y /InP. The solid and dashed lines are obtained by introducing the binary data into
Equations (A.6) and (7.8), respectively. The solid circles show the experimental data taken from
Adachi [56]. The heavy solid lines represent the quadratic least-squares fit in Table 7.9 ðmG

e Þ and the
result obtained using Equation (7.15) (mLH). The open squares correspond to the InP (y¼ 1.0) data
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Figure 7.18 G-valley electron effective mass mG
e versus x for (a) GaxIn1�xAsySb1�y /GaSb and

(b) GaxIn1�xAsySb1�y/InAs. The solid and dashed lines are obtained by introducing the binary data
into Equations (A.6) and (7.8), respectively
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Table 7.1. The results ofGaxIn1�xPyAs1�y / InP in Figure 7.17 support the use of Equation (A.6)
for providing more plausible effective masses for III–V semiconductor alloys.

7.4.3 (III, III, III)–VAlloy

(a) AlGaInP

The electron effective mass mG
e in (AlxGa1�x)0.53In0.47P/GaAs has been measured by

Emanuelsson et al. [8] using conventional and optically detected CR measurements. The
result they obtained mG

e /m0¼ 0.14� 0.01 (x¼ 0.3) is shown in Figure 7.19, together with
those calculated from Equations (A.6) and (7.8) using the binary data in Table 7.1 (solid and
dashed lines). The experimental data is found to be slightly larger than the interpolated
value obtained using Equation (A.6) (solid line). This may be due to X-valley interactions
(see Figure 6.49) and/or any effect of band nonparabolicity.

(b) AlGaInAs

The G-valley electron effective mass mG
e in (AlxGa1�x)0.48In0.52As/InP has been measured by

several authors [14,15,57,58]. Figure 7.20 shows these results (solid circles), together with those
obtainedfromEquations(A.6)and(7.8)usingthebinarydata inTable7.1(solidanddashedlines).
The linear least-squares fit of the experimental data is also shownby the heavy solid line (see also
Table 7.9). Equation (A.6) has been found to estimate mG

e more reliably than Equation (7.8).

7.4.4 III–(V, V, V) Alloy

TheelectroneffectivemassmG
e inInPxAsySb1�x�y/InAshasbeenmeasuredbyVoroninaetal. [59]

using various techniques, such as the Shubnikov–de Haas effect, Hall effect, magnetoresistance
and photoconductivity. This result is plotted in Figure 7.21 (x¼ 0.26, y¼ 0.62). The solid and
dashed lines show the linear interpolation results of Equations (A.6) and (7.8) respectively, using
the binary data in Table 7.1. It can be seen that the experimental data is slightly smaller than the
linearly interpolated value derived using Equation (A.6) (solid line).

Figure 7.19 G-valley electron effective mass mG
e versus x for (AlxGa1�x)0.53In0.47P/GaAs. The solid

circle represents the experimental data taken from Emanuelsson et al. [8]. The solid and dashed lines are
obtained by introducing the binary data into Equations (A.6) and (7.8), respectively

250 PROPERTIES OF SEMICONDUCTOR ALLOYS



7.5 II–VI SEMICONDUCTOR ALLOY

7.5.1 (II, II)–VI Ternary Alloy

Lu et al. [60] obtained the electron effective mass mG
e in MgxZn1�xO from analyzing the

Burstein–Moss shift. The mass values they obtained are plotted in Figure 7.22(a). The electron
effective mass increased with increasing x from 0.30m0 (x¼ 0) to 0.49m0 (x¼ 0.21). Note,
however, that the ZnO (x¼ 0) value is slightly larger than that estimated from the generalized
mG

e versus E0 relationship (�0.23m0) [1].
Figure 7.22(b) shows the G-valley electron effective mass mG

e in c-ZnxCd1�xSe reported
by Imanaka and Miura [61] (solid circle), Lo et al. [62] (open circle) and Ng et al. [63]
(open triangles). We can see that the data of Lo et al. is considerably larger than that estimated
from the linear interpolation scheme (solid and dashed lines). Shao et al. [64] also determined
the mG

e value in Zn0.80Cd0.20Se/ZnS0.06Se0.94 QW by Shubnikov–de Haas oscillations. The
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Figure 7.21 G-valley electron effective mass mG
e versus x for InPxAsySb1�x�y/InAs. The solid circle

represents the experimental data taken from Voronina et al. [59]. The solid and dashed lines are obtained
by introducing the binary data into Equations (A.6) and (7.8), respectively
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Figure 7.20 G-valley electron effective massmG
e versus x for (AlxGa1�x)0.48In0.52As/InP. The solid and

dashed lines are obtained by introducing the binary data into Equations (A.6) and (7.8), respectively. The
heavy solid line shows the quadratic least-squares fit (see Table 7.9)

ENERGY-BAND STRUCTURE: EFFECTIVE MASSES 251



value they obtained, 0.17m0 (x¼ 0.80) is, however, much larger than the endpoint binary data.
The largermG

e value was considered to be due to the effect of a parallel conduction layer in the
sample measured [64].

The Hg-based ternaries ZnxHg1�xTe and CdxHg1�xTe exhibit a semimetallic nature at low x
compositions (E0 < 0 eV, see Figure 6.58). The corresponding CB electrons have a negative
mass value. The G-valley electron effective masses mG

e in ZnxHg1�xTe and CdxHg1�xTe are
shown in Figure 7.23. The experimental data for ZnxHg1�xTe are taken from Shneider and
Tsiutsiura [65] and for CdxHg1�xTe from Kim and Narita [66] (open triangles) and Laurenti
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Figure 7.22 (a) G-valley electron effective mass mG
e in MgxZn1�xO. The experimental data are taken

from Lu et al. [60]. (b) G-valley electron effective mass mG
e in c-ZnxCd1�xSe. The experimental data are

taken from Imanaka and Miura [61] (solid circle), Lo et al. [62] (open circle) and Ng et al. [63]
(open triangles). The solid and dashed lines in (b) are obtained by introducing the endpoint binary data into
Equations (7.6) and (7.7), respectively. The open squares in (a) and (b) show the endpoint binary data in
Table 7.1
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Figure 7.23 G-valley electron effective mass mG
e in (a) ZnxHg1�xTe and (b) CdxHg1�xTe. The

experimental data in (a) are taken from Shneider and Tsiutsiura [65] and in (b) from Kim and Narita [66]
(at 4.2K, open triangles) and Laurenti et al. [67] (at 0K (solid circles) and 300K (open circles)). The solid
lines in (a) and (b) are obtained by introducing the endpoint binary data into Equation (7.6)
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et al. [67] (T¼ 0K (solid circles), 300K (open circles)). A large difference can be seen between
the experimental and linearly interpolated values for ZnxHg1�xTe. Note that the Hg-based
alloys have positive and strongly x-dependent coefficients dE0/dT at high Hg concentrations
(Figure 6.57). The semimetal/semiconductor crossing composition and free-electron
concentration then show strong temperature dependence [67–69]. These facts make it difficult
to accurately determine the electron effectivemass at high Hg concentration. Note also that the
lowest CB minimum in a semiconductor region is at the G6 state while that in a semimetal
region is at the G8 state (i.e. the LH band in the cubic, zinc-blende semiconductors).

7.5.2 II–(VI, VI) Ternary Alloy

The G-valley electron effective mass mG
e in w-CdSxSe1�x has been determined by analyzing

optical absorption spectra using a k�p method [70]. These results have been plotted in
Figure 7.24. The solid line also shows the linear interpolation result obtained by introducing
the endpoint binary data in Table 7.1 into Equation (7.6).
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Figure 7.24 G-valley electron effective massmG
e inw-CdSxSe1�x. The experimental data are taken from

Brodin et al. [70]. The solid line is obtained by introducing the endpoint binary data into Equation (7.6)

Brodin et al. [70] reported the x-dependent hole effective masses at the three VB states
(G9, G7 and G7). All these hole masses and mG

e (Figure 7.24) increased almost linearly from
CdSe (x¼ 0) to CdS (x¼ 1.0).

7.5.3 (II, II)–(VI, VI) Quaternary Alloy

No detailed experimental determinations of the electron or hole effective mass in II–VI
quaternary alloys have been carried out. Therefore, the G-valley electron effective mass mG

e in
MgxZn1�xSySe1�y/GaAsobtained from the linear interpolation scheme is shown inFigure 7.25.
The solid and dashed lines were obtained from Equations (A.6) and (7.8), respectively.
The interpolated values show upward bowing. For example, the solid line can be expressed as

mG
e ðxÞ
m0

¼ 0:14þ 0:12x�0:04x2 ð7:16Þ
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7.6 CONCLUDING REMARKS

7.6.1 Composition Dependence

The simple three-band k�p theory gives

m0

mG
e

¼ 1þ P2

3

2

E0
þ 1

E0 þD0

� �
þC 
 P2

E0
þC0 / P2

E0
ð7:17Þ

whereP is themomentummatrix element relating the p-likeVB to the s-like CB andC (C 0) is a
correction for all higher-lying bands. Thus, the G-valley electron effectivemassmG

e is expected
to be proportional to E0 (see Equations (7.8) and (7.9) in Adachi [1]).

Figure 7.26 plots theE0 andm
G
e versus x for some cubic III–V ternaries. It can be seen that the

smaller E0-gap material has a smallermG
e value, as predicted by Equation (7.17). The results in

Sections 7.2–7.5 also indicate that linear interpolation (especially Equation (7.6) or Equation
(A.6)) is an easy and effective means to obtain the electron and hole effective masses in
semiconductor alloys.

7.6.2 External Perturbation Effect

Like the G-point energy gaps (E0 and E0 þD0), the electron and hole effective masses at the G
point of non-alloyed semiconductors decrease with increasing temperature (T) and also
increase with increasing pressure p [1]. The same tendency can be expected in semiconductor
alloys. Laurenti et al. [67] observed that increasing T from 0 to 500K leads to a gradual
decrease in the mG

e value of CdxHg1�xTe for x� 0.5. Similarly, Nicholas et al. [42] found that
for InPxAs1�x (0	 x	 1.0) the value ofmG

e was relatively constant from low T up to T� 100K
and that further increases in T decreased mG

e in an almost proportional manner. The change in
the electron effective mass DmG

e from T¼ 0 to 300K was less than 8%.
The pressure dependence of the electron effectivemassmG

e in InPxAs1�x has beenmeasured
by Torres and Stradling [44]. These results have been plotted in Figure 7.27. It can be seen that
mG

e increases almost linearly with increasing p. Similarly, an increase inmG
e has been observed

in Ga0.47In0.53As [71,72] and also in dilute-nitride GaxIn1�xNyAs1�y (m
*
e) [73,74].
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Figure 7.25 G-valley electron effectivemassmG
e inMgxZn1�xSySe1�y/GaAs. The solid and dashed lines

are calculated by introducing the binary data into Equations (A.6) and (7.8), respectively
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e in InPxAs1�x. The experimental data are taken from Torres and

Stradling [44]
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The highest VBs and lowest CB of III–Vand II–VI semiconductors are nonparabolic. Since
the band nonparabolicity becomes significant as the Fermi level moves deep in the band, the
electron effective mass in semiconductors increases with doping level for carrier concentra-
tions larger than �1018 cm�3. The dependence of the electron effective mass mG

e on electron
concentration in GaxIn1�xAs and InPxAs1�x has been reported by Metzger et al. [75]. Their
results are reproduced in Figure 7.28. The electron effective masses increase abruptly as a
function of free-electron density and converge at n� 5� 1019 cm�3. They concluded
that the Kane�s band model offers an accurate description of CB nonparabolicity. An increase
in m*

e with increasing free-electron density has also been observed in dilute-nitride
GaxIn1�xNyAs1�y [74].
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8 Deformation Potentials

8.1 INTRAVALLEY DEFORMATION POTENTIAL: G POINT

8.1.1 Group-IV Semiconductor Alloy

A review of the various DPs is given in Adachi [1]. The G-valley DPs (aGc ¼ EG
1 and Di) in the

CB of some non-alloyed ANB8�N tetrahedral semiconductors are summarized in Tables 8.1
and 8.2. Tables 8.3 and 8.4 also summarize the G-point DPs a, b, d and Ci in the VB for some
cubic and wurtzite semiconductors, respectively.

No experimental determinations of the intravalley DPs in the G valley for group-IV
semiconductor alloys appear to be available. The interpolated DPs for SixGe1�x obtained by

Table 8.1 Intravalley deformation potential, aGc ¼ EG
1 , for electrons at theG point of some cubic group-IV,

III–V and II–VI semiconductors. d¼ diamond; zb¼ zinc-blende

System Material aGc (eV) System Material aGc (eV)

IV Diamond (d) �30.7a,b II–VI ZnS (zb) �4.09b

Si (d) �15.3a,b ZnSe (zb) �4.17b

Ge (d) �8.24a,b ZnTe (zb) �5.83b

a-Sn (d) �13.7a,b CdS (zb) �27.1b

3C-SiC (zb) �7.50b CdSe (zb) �11.0b

CdTe (zb) �3.96b

III–V BN (zb) �36.5b HgTe (zb) �4.60b

BP (zb) �13.3b

AlN (zb) �11.7b

AlP (zb) �5.54b

AlAs (zb) �5.64b

AlSb (zb) �6.97b

GaN (zb) �21.3b

GaP (zb) �7.14b

GaAs (zb) �11.0
GaSb (zb) �9
InP (zb) �11.4
InAs (zb) �10.2
InSb (zb) �15

aG20 -conduction band
bCalculated

Properties of Semiconductor Alloys: Group-IV, III–V and II–VI Semiconductors    Sadao Adachi
© 2009 John Wiley & Sons, Ltd. ISBN: 978-0-470-74369-0



Table 8.3 Deformation potentials, a, b and d, for holes at the G point of some cubic group-IV, III–Vand
II–VI semiconductors. d¼ diamond; zb¼ zinc-blende

System Material a (eV) b (eV) d (eV)

IV Diamond (d) �36.1a �11.1a

Si (d) �5 �2.3 �5.3
Ge (d) �5.2 �2.4 �4.8
a-Sn (d) �3.3a �2.3 �4.1
3C-SiC (zb) 4.30a �2.20a �6.26a

III–V BN (zb) �7.3a �3.41a �3.75a

BP (zb) 4.2a �4.9a

BAs (zb) �4.5a

AlN (zb) �5.9a �1.7a �4.4a

AlP (zb) 3.15a �1.5a

AlAs (zb) �2.6a �2.3a

AlSb (zb) 1.38a �1.35 �4.3
GaN (zb) �13.33a �2.09a �1.75a

GaP (zb) 1.70a �1.7 �4.4
GaAs (zb) �0.85 �1.85 �5.1
GaSb (zb) 0.79a �2.4 �5.4
InP (zb) �0.6 �1.7 �4.3
InAs (zb) 1.00a �1.8 �3.6
InSb (zb) 0.36a �2.0 �5.4

II–VI MgSe (zb) �1.0a �1.27a

ZnS (zb) 2.31a �1.1 �4.4
ZnSe (zb) 1.65a �1.8 �5.0
ZnTe (zb) 0.79a �1.4 �4.4
CdS (zb) 0.92a �4.7
CdSe (zb) �8.9a �0.8
CdTe (zb) 0.55a �1.0 �4.4
HgS (zb) �1.24a

HgSe (zb) �1.16a

HgTe (zb) �0.13a �1.5 �8.0

aCalculated

Table 8.2 Intravalley deformation potentials, D1 and D2, for electrons at the G point of some wurtzite
III–V semiconductors

System Material D1 (eV) D2 (eV)

III–V AlN �10.23a �9.65a

GaN �9.47a �7.17a

aCalculated
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introducing the Si andGevalues in Tables 8.1 and 8.3 into Equation (A.16) are therefore plotted
in Figure 8.1. The solid circles in Figure 8.1(b) show the theoretical b values obtained by
Schmid et al. [2]. Rieger and Vogl [3] also reported the theoretical b versus x data for SixGe1�x,
which vary from �2.1 (x¼ 0) to �2.3 eV (x¼ 1.0).

The E0-gap DP aG0 for some non-alloyed group-IV, III–V and II–VI semiconductors is
listed in Table 8.5. Schmid et al. [2] reported a theoretical aG0 value of�11.5 eV for Si0.5Ge0.5.
No experimental data are available for group-IV semiconductor alloys.

8.1.2 III–V Semiconductor Ternary Alloy

(a) AlGaN

The E0-gap DP aG0 can be simply obtained if the pressure coefficient dE0/dp and bulk modulus
Bu are available [1]. The pressure coefficient for w-AlxGa1�xN has been measured by
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Figure 8.1 (a) CB DP aGc and (b) VB DPs a, b and d for SixGe1�x. The solid lines are obtained by
introducing the endpoint elemental data into Equation (A.16). The solid circles in (b) show the theoretical
b values calculated by Schmid et al. [2]

Table 8.4 Deformation potential Ci for holes at the G point of some wurtzite III–V and II–VI
semiconductors (in eV)

System Material C1 D1–C1 C2 D2–C2 C3 C4 C5 C6

III–V AlN �12.9a �8.4a 4.5a �2.2a �2.6a �4.1a

GaN �41.4 �3.1 �33.3 �11.2 8.2 �4.1 �4.7
InN �4.05a �6.67a 4.92a �1.79a

II–VI ZnO �3.90 �4.13 1.15 �1.22 �1.53 2.88
CdS �1.36 �2.28 1.54 �2.34 �1.20
CdSe �0.76 �3.7 4.0 �2.2 1.2 3.0

aCalculated
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Shan et al. [4]. The x-dependentBu value for this alloy can be easily obtained by introducing the
AlN and GaN values in Table 3.22 of Adachi [1] into the linear interpolation expression. The
results obtained are shown in Figure 8.2(a).

(b) GaInN

The pressure coefficient dE0/dp for w-GaxIn1�xN has been measured by Li et al. [5] and
also discussed both theoretically and experimentally by Franssen et al. [6]. Figure 8.2(b)
shows the aG0 versus x plots for w-GaxIn1�xN obtained using the same procedure as in
Figure 8.2(a).

(c) AlInP

Figure 8.3(a) shows the shear DPs b and d versus x for AlxIn1�xP. Ishitani et al. [7]
determined the shear DP b¼�1.67� 0.26 eV for AlxIn1�xP (0.43� x� 0.62) grown on
GaAs(100) by MOCVD using PR. This value is plotted in Figure 8.3(a) by the solid circle.
The linear interpolation scheme is found to give satisfactory agreement with the experi-
mental data.

Table 8.5 Hydrostatic deformation potential aG0 for the E0 gap of some cubic and hexagonal
semiconductors. d¼ diamond; zb¼ zinc-blende; w¼wurtzite

System Material aG0 (eV) System Material aG0 (eV)

IV Diamond (d) �27a,b II–VI MgSe (zb) �4.2b

Si (d) �11.84a,b ZnO (w) �3.51 (A)
Ge (d) �9.8a �3.59 (B)
a-Sn (d) �7.04a,b �3.81 (C)
3C-SiC (zb) �11.5b ZnS (zb) �5.2

ZnS (w) �4.7b

III–V BP (zb) �17.5b ZnSe (zb) �5.1
AlN (zb) �9.5b ZnTe (zb) �5.3
AlN (w) �10.3b CdS (zb) 0.43b

AlP (zb) �9.52b CdS (w) �2.9
AlAs (zb) �8.93b CdSe (zb) 0.80b

AlSb (zb) �5.9 CdSe (w) �2.3
GaN (zb) �9.0b CdTe (zb) �2.9
GaN (w) �8.8 HgS (zb) �2.16b

GaP (zb) �9.3 HgSe (zb) �2.15b

GaAs (zb) �8.8 HgTe (zb) �3.69
GaSb (zb) �8.3
InN (w) �4.2b

InP (zb) �6.0
InAs (zb) �6.3
InSb (zb) �7.0

aGv
250–G

c
20 gap

bCalculated or estimated
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(d) GaInP

The shear DPs b and d versus x for GaxIn1�xP are shown plot in Figure 8.3(b). The solid circle
represents the experimental data d¼�4.0� 0.2 eV taken from Bolkhovityanov et al. [8]. This
data deviates slightly from the linear interpolation result.

(e) AlGaAs

Figure 8.4(a) shows the DPs a, b and d for AlxGa1�xAs. The experimental data are taken
from Qiang et al. [9,10]. The solid lines (a and b) show the linear interpolation results
obtained by introducing the GaAs (x¼ 0) and AlAs (x¼ 1.0) values in Table 8.3 into
Equation (A.4).
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Figure 8.3 ShearDPs b and d for (a) AlxIn1�xPand (b) GaxIn1�xP. The experimental data in (a) are taken
from Ishitani et al. [7] and in (b) from Bolkhovityanov et al. [8]. The solid lines are obtained by
introducing the endpoint binary data into Equation (A.4)
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Figure 8.2 aG0 for (a) w-AlxGa1�xN and (b) w-GaxIn1�xN. The solid circles are deduced from the
experimental dE0/dp data of (a) Shan et al. [4] and (b) Li et al. [5]. The solid lines are obtained by
introducing the endpoint binary data into Equation (A.4)
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Figure 8.4(b) shows the E0-gap DP aG0 for AlxGa1�xAs. The solid circles are obtained from
the experimental data for dE0/dp (Figure 6.21(b)) using the same procedure as in Figure 8.2(a).
The aG0 value is found to be �8.9 eV, i.e. independent of x.

(f) AlInAs

The DPs a, b and d for AlxIn1�xAs are shown in Figure 8.5(a). The experimental data are taken
from Yeh et al. [11] (open circle) and Pavesi et al. [12] (solid circle). The E0-gap DP values aG0
measured by Pavesi et al. [12] (solid circle) and Ferguson et al. [13] (solid triangle) are also
shown in Figure 8.5(b), together with the endpoint binary data (open squares).
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Qiang et al. [9,10]. The aG0 values in (b) are deduced from the experimental dE0/dp data in Figure 6.21(b).
The solid lines for a and b in (a) are obtained by introducing the endpoint binary data into Equation (A.4)
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experimental data of Yeh et al. [11], while the solid circles in (a) and (b) are taken from Pavesi
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(g) GaInAs

Figure 8.6 shows the E0-gap DP aG0 versus x for GaxIn1�xAs. The experimental data obtained
by People et al. [14] for x¼ 0.47 is shown in Figure 8.5(b) by the solid circle, together with the
endpoint binary data (open squares). These data give the following quadratic least-squares fit
(in eV)

aG0 ðxÞ ¼ �6:3�3:8xþ 1:3x2 ð8:1Þ

Wilkinson et al. [15] reported the x-dependent aG0 value for GaxIn1�xAs to be aG0 ¼
�7.99�3.76x eV. However, the InAs value, aG0 ¼�7.99 eV, obtained from this expression
predicts a considerably large pressure coefficient dE0/dp� 1.4� 10�1 eV/GPa. A pressure
coefficient as large as this has never been reported in the literature. (Only values in the range
of dE0/dp¼�(9.56–11.4)� 10�2 eV/GPa have been reported in the literature [16]).

(h) GaNAs

The shear DP b for dilute-nitride GaNxAs1�x has been determined using ER [17] and PR [18].
The data obtained by Zhang et al. [17] (solid circles) and Ya et al. [18] (open circles) are shown
in Figure 8.7. These data show a surprising bowing in a small range of alloy compositions and
exhibit aminimum at x� 1.7 at%. The quadratic least-squares fit of these data can bewritten as
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Figure 8.6 aG0 for GaxIn1�xAs. The solid circle shows the experimental data of People et al. [14].
The solid line represents the calculated result using Equation (8.1)
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Figure 8.7 Shear DP b for dilute-nitride GaNxAs1�x. The experimental data are obtained from Zhang
et al. [17] (solid circles) and Ya et al. [18] (open circles). The solid line shows the calculated result using
Equation (8.2)
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(b in eV, x in at%)

bðxÞ ¼ �1:85�0:99xþ 0:29x2 ð8:2Þ
The results contradict the currently held view that the CB is greatly altered but the VB is only
weakly perturbed by dilute N doping of III–V semiconductors.

(i) GaPAs

The DPs a, b and d for GaPxAs1�x are shown in Figure 8.8. The solid circles represent the
experimental b values obtained by Gonz�alez et al. [19]. It can be seen that the linear
interpolation scheme traces the experimental DP data very well.

8.1.3 III–V Semiconductor Quaternary Alloy

There has been no detailed experimental data relating to a, b or d for any III–V quaternary.
Therefore, the linearly interpolated a, b and d values for GaxIn1�xPyAs1�y/InP using
Equation (A.6) are plotted in Figure 8.9(a). The DPs a and d show upward bowing against
y, while b varies almost linearly with y.

Figure 8.9(b) shows the E0-gap DP aG0 versus y for GaxIn1�xPyAs1�y/InP. The solid circles
represent the experimental data obtained from the pressure coefficients dE0/dp (Figure 6.46(b))
using the same procedure as in Figure 8.2(a). The solid line represents the linearly interpolated
aG0 values obtained by introducing the binary data into Equation (A.6). The experimental aG0
values for GaxIn1�xPyAs1�y/InP are found to be well interpreted by the linear interpolation
expression (in eV)

aG0 ðxÞ ¼ �7:6þ 1:6x ð8:3Þ

8.1.4 II–VI Semiconductor Alloy

The shearDPs b and d versus x for ZnxCd1�xTe are shown in Figure 8.10. The solid circle shows
the experimental value b¼�1.07� 0.06 eV for x¼ 0.605 determined by Pelhos et al. [20].
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Figure 8.8 DPs a, b and d for GaPxAs1�x. The solid circles show the experimental data reported
by Gonz�alez et al. [19]. The solid lines are obtained by introducing the endpoint binary data into
Equation (A.4)
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The pressure coefficient dE0/dp has been measured on some II–VI semiconductor alloys,
such asw-MgxZn1�xO [21],w-ZnxCd1�xS [22], c-ZnOxSe1�x [23], ZnSxSe1�x [24], ZnSxTe1�x

[25] and ZnSexTe1�x [26]. By introducing these pressure coefficients and interpolated
Bu values (Tables 3.17 and 3.22 in Adachi [1]) into Equation (8.14) of Adachi [1], aG0 for
such II–VI semiconductor alloys can be obtained.

8.2 INTRAVALLEY DEFORMATION POTENTIAL:
HIGH-SYMMETRY POINTS

8.2.1 Group-IV Semiconductor Alloy

The L-valley DPs for some non-alloyed ANB8�N tetrahedral semiconductors are summarized
in Tables 8.6–8.8. Table 8.9 also summarizes theX (D)-valleyDPs for some non-alloyed group-
IV and III–V semiconductors.
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Figure 8.9 (a) DPs a, b and d and (b) aG0 for GaxIn1�xPyAs1�y/InP. The solid circles in (b) are deduced
from the experimental dE0/dp data in Figure 6.46(b). The solid lines in (a) and (b) are obtained by
introducing the binary data into Equation (A.6)
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Figure 8.10 Shear DPs b and d for ZnxCd1�xTe. The solid circle shows the experimental data reported
by Pelhos et al. [20]. The solid lines are obtained by introducing the endpoint binary data into
Equation (A.4)
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Table 8.6 Hydrostatic E1 and shear deformation potentials E2 for electrons at the L point of some cubic
group-IV and III–V semiconductors

System Material E1 (eV) E2 (eV) System Material E1 (eV) E2 (eV)

IV Si �3.1a 18.0a III–V c-BN 27.9a

Ge �3.8 15.9 c-AlN 25.5a

AlAs �4.2b

b-GaN 27.5a

GaAs �2 14.5
GaSb �3.2 17.5

aCalculated
bEstimated

Table 8.7 Deformation potentials, D5
3 and D3

3, for holes at the L point of some cubic group-IV, III–V
and II–VI semiconductors determined experimentally

System Material D5
3 (eV) D3

3 (eV) System Material D5
3 (eV) D3

3 (eV)

IV Si 4.3 4.6 II–VI ZnSe �27 �17
Ge 3.7 �5.6 (E1) ZnTe �15 �29

�6.2 (E1 þ D1)

III–V GaAs �6.4 �5.4
InP �12.9 �4.1

Table 8.8 Hydrostatic D1
1 ¼ ffiffiffi

3
p

aL1
� �

and interband deformation potentials D5
1 for the E1 and E1 þ D1

gaps of some cubic group-IV, III–V and II–VI semiconductors determined experimentally

System Material D1
1 (eV) D5

1 (eV)

IV Si �9.0 9
Ge �8.7 12.2

III–V GaAs �8.3 12.0
GaSb �12.3 (E1) 7.4 (E1)

�17.7 (E1 þ D1)
InP �9.2 20.4
InSb �7.4 (E1) �7.4 (E1)

�8.5 (E1 þ D1) �6.5 (E1 þ D1)

II–VI ZnSe �5.8 30
ZnTe �5.5 40
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Although there have been several theoretical studies on theDPs at the high-symmetry points
of SixGe1�x [2,3], no experimental determinations appear to be available for any group-IV
semiconductor alloy. Figure 8.11 shows the linearly interpolated L- and X-valley DPs E1(L)
and E1(X) at the CB, respectively, obtained by introducing the Si and Ge values in Tables 8.6
and 8.9 into Equation (A.16). The crossing of the lowest-lying CB states from the L point to the
X (D) point can be seen at x� 0.15 (Figure 6.8). Thus, the nature of the conduction electron in
SixGe1�x changes from ‘Ge-like’ to ‘Si-like’ at x� 0.15.

8.2.2 III–V Semiconductor Alloy

Figure 8.12 shows the X-valley DP E1 in the CB versus x for AlxGa1�xAs. The experimental
data are taken from Adachi [27]. These data provide the following x variation: E1¼ 1.05 þ
0.15x eV. The solid line in Figure 8.12 shows the result of this variation.
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Figure 8.11 L- andX-valleyDPsE1(L) andE1(X) at theCB for SixGe1�x. The solid lines are obtained by
introducing the endpoint elemental data into Equation (A.16). The dashed line indicates the L–X (D)
crossing composition xc� 0.15

Table 8.9 Hydrostatic E1 and shear deformation potentials E2 for electrons at the X point of some cubic
group-IV and III–V semiconductors

System Material E1 (eV) E2 (eV) System Material E1 (eV) E2 (eV)

IV Si 4.2 9.6 III–V c-BN 17.9a

Ge 5.75a 9.75a c-AlN �5.5a 6.6a

AlP 1.81a 6.75a

AlAs 1.20 6.9
AlSb 5.4
b-GaN �6.8a 7.1a

GaP 2.7 6.3
GaAs 1.05b 6.5
GaSb 1.99a 6.46a

InP 1.85a 3.3a

InAs 1.59a 3.7a

InSb 1.56a 4.53a

aCalculated
bEstimated
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Figure 8.13 plots the L-valley DP D3
3 in the VB for GaPxAs1�x. The solid circles show the

experimental data obtained by Gonz�alez et al. [19] determined using ER. The solid line
represents the calculated result of D3

3 ¼�5.4 þ 5.0x eV. This expression predicts a GaP
(x¼ 1.0) value of �0.4 eV. The experimental D5

3 and D3
3 values reported for non-alloyed

ANB8�N tetrahedral semiconductors are limited toSi,Ge,GaAs, InP, ZnSe andZnTe (Table 8.7,
see also Adachi [16,28,29]).

8.2.3 II–VI Semiconductor Alloy

No detailed data are available for II–VI semiconductor alloys.

8.3 INTERVALLEY DEFORMATION POTENTIAL

8.3.1 Group-IV Semiconductor Alloy

The intervalley DPs for some non-alloyed group-IV, III–V and II–VI semiconductors are
summarized in Tables 8.10 and 8.11. Unfortunately, no detailed data are available for group-IV
semiconductor alloys.
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Figure 8.13 L-valley DP D3
3 in the VB for GaPxAs1�x. The solid circles show the experimental data of

Gonz�alez et al. [19]. The solid line represents the calculated result of D3
3¼�5.4 þ 5.0x eV
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Adachi [27]. The solid line shows the linearly interpolated result using the endpoint binary data
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8.3.2 III–V Semiconductor Alloy

Parker et al. [30] observed field-assisted emission from a heterostructure with a GaAs–Al0.25
Ga0.75As emitter layer and derived information on hot-electron energy distributions at the
low electron density limit. From computer-modeled analysis, they deduced the intervalley
coupling constantsDij for Al0.25Ga0.75As. These results are shown in Figure 8.14 together with
those for AlAs and GaAs (Table 8.10).

Table 8.11 Intervalley deformation potential Dij for electrons in some hexagonal III–V
semiconductors

Material Dij (eV/A
�
)

Equivalent valley Nonequivalent valley

w-AlN 10 10
a-GaN 5–10 10
InN 10 10

Table 8.10 Intervalley deformation potential Dij for electrons in some cubic group-IV, III–Vand II–VI
semiconductors (in eV/A

�
)

System Material DGL DGX
a DLL DXX DLX

IV Diamond 8.0
Si 2.63 0.15–4.0 4.0
Ge 2.0 10.0 0.2–3.0 0.79–9.5 4.1

III–V AlP 5.0 5.0 0.3–1.0 8.1
AlAs 1.6–2.3 3.1 1.6 4.7 0.4–1.7
AlSb 2.3–3.4 1.3–4.9 0.5–0.6 9.5 0.8–3.7
GaP 0.7–1.1 0.8–1.1 0.6 3.0 0.4–1.6
GaAs 1.5–9.5 5.2–15 5 10 2.75–3.1
GaSb 2.7–2.8 2.5–4.5 0.6–1.2 6.0 1.0–2.2
InP 1.3–2.7 1.6 0.3–0.9 3.6 0.7–3.3
InAs 1.0–2.0 2.0–2.2 1.1 2.5 0.6–1.9
InSb 1.1–4.3 3.3–4.9 0.3–0.6 6.8 0.2–2.9

II–VI b-ZnS 2.18–4.13 1.10–1.89
ZnSe 2.17–2.71 0.72–1.37
ZnTe 3.19–3.31 1.17–1.43
CdTe 1.68–1.76 0.40–1.23

aDGX(1) and DGX(3)
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8.3.3 II–VI Semiconductor Alloy

No detailed data are available for II–VI semiconductor alloys.
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9 Heterojunction Band Offsets
and Schottky Barrier Height

9.1 HETEROJUNCTION BAND OFFSETS

9.1.1 General Considerations

One of the most important parameters for the design and analysis of heterojunction and QW
electronic and optoelectronic devices is the heterojunction band offset. The band offset is a
consequence of the difference between the band-gap energies of two semiconductors. As
shown in Figure 9.1, the energy difference is distributed between a CB offset DEc and a VB
offset DEv. In a type I (straddling lineup), we obtain

DEg ¼ DEc þDEv ð9:1Þ

while for type II (broken-gap and staggered lineups) the relationship is given by

DEg ¼ DEc�DEvjj ð9:2Þ

where DEg¼ jEg1�Eg2j is the band-gap energy difference.
Since the temperature variations of the band-gap energies are very similar among various

semiconductors [1], the band offsets and offset ratio can usually be assumed to be independent
of temperature.

9.1.2 Group-IV Semiconductor Heterostructure System

(a) CSi/Si

The CxSi1�x/Si heterostructure shows a biaxial tensile strain in the alloy layer. The biaxial
strain or stress in the coherently strained QW layers splits the LH and HH bands so that the LH
band is highest in CxSi1�x layer. Similarly, for CxSi1�x layers with smaller x compositions, the
lowest CB is at the X (D) band. Brunner et al. [2] measured near-band-edge emission from
pseudomorphic CxSi1�x/Si QW structures with x up to�2 at%. They found a linear decrease in
the PL emission peak with increasing x, which is about 30% larger than the expected band-gap
reduction induced by strain. This might indicate that incorporation of C reduces the intrinsic
band-gap energy. The trend for decreasing CxSi1�x band-gap energy was also proposed by
detailed binding calculations [3].

The band-offset values for CxSi1�x/Si heterostructure have been determined experimentally
by several authors [4, 5]. Houghton et al. [4] confirmed a type-I alignment in CxSi1�x/Si with
x¼ 0.5� 1.7 at% and also observed an elastic-strain-induced transition from type I to type II in
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CxSi1�x/Si QWs. The band-offset ratio obtained by these authors is DEc :DEv¼ 65 : 35 with
Eg(Si)�Eg(CxSi1�x). Williams et al. [5] also obtained a band-offset ratio of about 70 : 30

for x¼ 0.5� 1.7 at%. The corresponding band lineup is shown schematically in Figure 9.2(a).
An ab initio calculation confirms the offset ratio of 70 : 30 [6].

(b) SiGe/Si

Previous studies on the band alignment of the SixGe1�x/Si heterostructure suggest type-I [7, 8]
or type-II behavior [9–12]. By employing a wafer bending technique, Thewalt et al. [11]
observed both type-I and type-II behaviors respectively, in PL of an UHV-CVD-grown
Si0.7Ge0.3/Si(100) QW at high and low laser powers. They concluded that a determination
of type-I alignment [7, 8] is a result of the band-bending effects due to high excitation. More
recently, Cheng et al. [12] made PL measurements on UHV-CVD-grown and MBE-grown
SixGe1�x/Si MQWs and concluded that the band alignment was type II with DEc¼ 0.3DEg and
DEv¼ 1.3DEg, as shown in Figure 9.2(b).

(c) CSiGe/Si

The incorporation of C into SixGe1�x can compensate for some of the biaxial compressive
strain in the SixGe1�x/Si heterostructure. The incorporation of C evidently lowers the CB and
VB energies and decreases the intrinsic band gap in SixGe1�x. The intrinsic band alignment of
SixGe1�x/Si is always type-II in character. Neglecting the effect of strain, therefore, we can

(a) (b) (c)

ΔEv 

ΔEc 

ΔEv

ΔEc Eg1 

Eg2

Figure 9.1 Schematic energy-band diagrams showing three representative types of heterostructure
interfaces: (a) type I (straddling lineup), (b) type II-misaligned (broken-gap lineup) and (c) type II-
staggered (staggered lineup)

ΔEv=0.3ΔEg

ΔEc=0.7ΔEg

ΔEc=0.3ΔEg

ΔEv=1.3ΔEg

Si Si

(b)(a)

Six Ge1-xSi1-xCx

Figure 9.2 Schematic energy-band alignments for (a) CxSi1�x/Si and (b) SixGe1�x/Si heterostructures
obtained by Williams et al. [5] and Cheng et al. [12], respectively
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expect a transition from type II to type I by incorporating C into SixGe1�x. In fact,
Stein et al. [13, 14] and Hartmann et al. [15] concluded that the band alignment in the
CxSiyGe1�x�y/Si heterostructure is type I, regardless of whether the strain is compensated or
not. However, a staggered type-II alignment has been reported in strain-relaxed Ge-rich
CxSiyGe1�x�y/Si heterostructures (x¼ 0.01� 0.02 and y¼ 0.10� 0.13), with electrons (holes)
localized in the Si (CxSiyGe1�x�y) layer [16]. The band offsets DEc and DEv determined were
typically �0.4 and �0.6 eV, respectively.

(d) CSi/SiGe

Using a wafer bonding technique, Houghton et al. [4] obtained a type-II transition in a
C0.01Si0.99/Si0.84Ge0.16/Si heterostructure, with electrons (holes) localized in the C0.01Si0.99
(Si0.84Ge0.16) layer.

9.1.3 III–V Semiconductor Heterostructure System: Lattice-matched
Ternary-alloy System

(a) GaInP/GaAs

The band-offset ratio DEc :DEv determined experimentally for the Ga0.52In0.48P/GaAs
heterostructure ranges widely from 13 : 87 to 63 : 37 [17]. The mean offset ratio gives
DEc :DEv ¼ 33 : 67. The corresponding band offsets are DEc� 0.16 eV and DEv� 0.33 eV.

The existence of spontaneous ordering in the Ga0.52In0.48P layer could significantly alter
the band offset [17]. Thus, it appears that the ordering effect itself might have contributed to the
larger scatter in the reported values, at least to some extent. The ordering effect can also
change the band alignment from type I to type II, as schematically shown in Figure 9.3.

Zhang et al. [17] obtained theoretically a transition from type I to type II at h¼ 0.46 (0.54) in
the GaxIn1�xP/GaAs heterostructure with x¼ 0.50 (0.52), where h is the so-called order
parameter.

(b) GaInP/AlInP

Patel et al. [18] obtained the band-offset ratio DEc :DEv¼ 52 : 48 in the Ga0.52In0.48P/
Al0.5In0.5P heterostructure, where the CB minimum is in the X valley for Al0.5In0.5P and in

(a)

ΔEc =0.16 eV

ΔEc =0.33 eV

1.43 eVGaAs

Fully disordered
Partly ordered Fully ordered

Ga0.52In0.48P
Ga0.52In0.48P Ga0.52In0.48P

(b) (c)

Figure 9.3 Schematic energy-band diagram showing the effect of spontaneous ordering for
Ga0.52In0.48P/GaAs heterostructure
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theG valley for Ga0.52In0.48P (i.e.DEc¼Ec
X(Al0.5In0.5P)�Ec

G(Ga0.52In0.48P)).More recently,
Dawson et al. [19] revised the offset ratio to DEc :DEv¼ 67 : 33 from low-temperature PL
measurements.

(c) GaInP/AlGaAs

The band alignment in the Ga0.52In0.48P/AlxGa1�xAs heterostructure is expected to change
from a straddling to a staggered type as the Al content x increases from x¼ 0 (GaAs),
as shown in Figure 9.4. Kim et al. [20] reported a transition occurring at about x¼ 0.12
(Figure 9.4(b)).

(d) AlGaAs/GaAs

The pioneering work of Dingle et al. [21, 22] on the AlxGa1�xAs/GaAs MQW structure gave
the offset ratio of DEc :DEv¼ 85 : 15. Although this ratio had long been accepted, some studies
required different ratios in the range of (0.62� 0.66) : (0.38� 0.34) to explain electrical and
photoelectric data. The discrepancy with Dingle�s result was attributed to compositional
grading or any interface states at the AlxGa1�xAs/GaAs heterojunction.

However, in 1984 Miller et al. [23, 24] reported values of 51 : 49 and 57 : 43 using PL
from parabolic and rectangular QWs. Subsequently, Dugan et al. [25] arrived at 65 : 35. By
averaging the recently published data, we recommend an offset ratio of DEG

c : DEv ¼ 63 :37.
Using this ratio and theE0 andE

X
g values shown inTable 6.11,we obtain theDEc andDEv versus

x plots for the AlxGa1�xAs/GaAs heterostructure. Figure 9.5 shows these results. We can see
that the band lineup is type I over thewhole composition range 0� x� 1.0 [26]. Note, however,
that the CB minimum changes from the G point ðDEG

c Þ to the X point ðDEX
c Þ at x� 0.43. The

band offsets can be finally approximated for x� 0.8 as (in eV)

DEG
c ðxÞ ¼ 0:85x ð9:3aÞ

DEX
c ðxÞ ¼ 0:48�0:30x ð9:3bÞ

DEvðxÞ ¼ 0:50x ð9:3cÞ

(a) (b) (c)

ΔEc =0.16 eV

ΔEv =0.33 eV

Ga0.52In0.48P/AlxGa1-xAs

Ga0.52In0.48P GaAs (x=0) x=0.12 x>0.12

x

Figure 9.4 Schematic energy-band diagram forGa0.52In0.48P/GaxAl1�xAs heterostructurewith (a) x¼ 0,
(b) x¼ 0.12 and (c) x> 0.12
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(e) AlInAs/InP

The Al0.48In0.52As/InP interface is the least well characterized [27]. The staggered type-II
alignment with holes localized in theAl0.48In0.52As layer is generally agreed upon. ACB offset
of DEc¼ 2.86DEg has been reported by B€ohrer et al. [28].

The direct and inverse heterointerface properties have been studied for the Al0.48
In0.52As/InP heterostructure (Al0.48In0.52As layer grown on InP versus InP layer grown on
Al0.48In0.52As) [29, 30]. The clear noncommutativity of 100� 20meV [29] and 53� 10
meV [30] has been observed for DEc.

(f) GaInAs/InP

The band offsets in the Ga0.47In0.53As/InP heterostructure have been studied both
theoretically and experimentally [27]. We obtain an averaged experimental offset ratio
of DEc :DEv ¼ 38 : 62. The corresponding band alignment is shown in Figure 9.6(a).
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Figure 9.5 A full AlxGa1�xAs/GaAs heterostructure band diagram obtained by assuming a band-offset
ratio of DEc

G :DEv¼ 63 : 37 and using E0 and Eg
X in Table 6.11 (solid lines). The dashed lines represent

the linear variations of DEc and DEv given by Equation (9.3)

ΔEc=0.27 eV ΔEc=0.51 eV

ΔEv=0.22 eVΔEv=0.45 eV

(a) (b)

InP Ga0.47In0.53As Al0.48In0.52As

Figure 9.6 Schematic energy-band alignments for (a) Ga0.47In0.53As/InP and (b) Ga0.47In0.53As/
Al0.48In0.52As heterostructures. The band offsets DEc and DEv are obtained by averaging the literature
data
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The direct and inverse heterointerface properties have been studied on the Ga0.47In0.53As/
InP heterointerface [30, 31]. Substantially large noncommutativity has been reported. The
cause of the noncomutativity is attributed to a difference in the chemical nature of the direct and
inverse interfaces [31]. A significant nontransitivity for the average band offsets has also been
found in the InP�AlxIn1�xAs�GaxIn1�xAs family [29, 30].

(g) GaInAs/AlInAs

Like Ga0.47In0.53As, Al0.48In0.52As can be grown lattice-matched to InP. The band-gap
difference DEg between these ternaries is about 0.73 eV. The band offsets in the Ga0.47
In0.53As/Al0.48In0.52As heterostructure have been determined by several authors [27, 32–34].
Averaging these results produces the offset ratio ofDEc :DEv¼ 70 : 30. The corresponding band
lineup is shown in Figure 9.6(b).

(h) InAsSb/GaSb

InAs0.91Sb0.09 can be grown lattice-matched to GaSb. A broken type of band lineup is accepted
for the InAs0.91Sb0.09/GaSb heterostructure [35–37]. Mebarki et al. [36] reported band offsets
of DEc¼ 0.82 eV and DEv¼ 0.36 eV, respectively. The band lineup for this heterojunction
system is illustrated in Figure 9.7.

9.1.4 III–V Semiconductor Heterostructure System: Lattice-matched
Quaternary Alloy

(a) GaInPAs/InP

Although the straddling alignment is generally agreed upon, there is considerable disagreement
regarding the band offsets of the GaxIn1�xPyAs1�y/InP heterostructure [27]. Let us assume a
band-offset ratio of DEc :DEv¼ 38 : 62, which is derived from the Ga0.47In0.53As/InP hetero-
structure. Using this ratio and E0 in Table 6.28, we obtain the y-dependent DEc and DEv

values for the GaxIn1�xPyAs1�y/InP and GaxIn1�xPyAs1�y/Ga0.47In0.53As heterostructures.
The results can be approximated as (in eV)

DEcðyÞ ¼ 0:23�0:23y ð9:4aÞ
DEvðyÞ ¼ 0:37�0:37y ð9:4bÞ

GaSb

InAs0.91Sb0.09

ΔEc =0.82 eV

ΔEv =0.36 eV

Figure 9.7 Schematic energy-band diagram for InAs0.91Sb0.09/GaSb heterostructure obtained by
Mebarki et al. [36]
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for the GaxIn1�xPyAs1�y/InP heterostructure and

DEcðyÞ ¼ 0:23y ð9:5aÞ

DEvðyÞ ¼ 0:37y ð9:5bÞ

for the GaxIn1�xPyAs1�y/Ga0.47In0.53As heterostructure.

(b) AlGaAsSb/GaSb

The band offsets in a perfectly lattice-matched Al0.47Ga0.53As0.04Sb0.96/GaSb heterostructure
were determined to be DEc¼ 0.35 eVand DEv¼ 0.24 eV, respectively, furnishing a fractional
ratio of DEc :DEv¼ 59 : 41 [38].

(c) AlGaAsSb/InP

Ostinelli et al. [39] carried out PL on an Al0.168Ga0.832AsSb/InP heterostructure and
obtained staggered type-II offsets of DEc¼ 0.32 eVand DEv¼ 0.66 eV with electrons (holes)
localized in the InP (Al0.168Ga0.832AsSb) layer. These results give DEc¼ 0.94DEg and
DEv¼ 1.94DEg.

(d) AlGaAsSb/InAs

Nelson et al. [40] measured PL spectra of the Al0.8Ga0.2As0.14Sb0.86/InAs heterostructure and
obtained a staggered lineup with DEc¼ 1.60 eV and DEv¼ 0.24 eV with electrons (holes)
localized in the InAs (Al0.8Ga0.2As0.14Sb0.86) layer. These results predicted the relationship
DEc¼ 1.18DEg and DEv¼ 0.18DEg.

(e) GaInAsSb/GaSb

The band lineup for GaxIn1�xAsySb1�y/GaSb heterostructure is believed to be type II in nature.
Mikhailova and Titkov [41] reviewed the topic. Averaging the experimental data in this review
gives DEc¼ 1.62DEg and DEv¼ 0.62DEg. These relationships indicate that the transition
composition from broken-gap to staggered lineup will be at x� 0.24. Afrailov et al. [42]
observed a broken-gap character at x¼ 0.11, whereas Mebarki et al. [43] found the staggered
band offsets to be DEc¼ 0.33� 0.05 eV and DEv¼ 0.12� 0.05 eV (x¼ 0.77) with electrons
localized in the GaxIn1�xAsySb1�y layer.

(f) GaInAsSb/InP

The band-offset ratio of DEc :DEv¼ 30 : 70 in the Ga0.64In0.36As0.84Sb0.16/InP heterostructure
was obtained by Chang et al. [44] from optical absorption measurements.

(g) GaInAsSb/InAs

The band lineups in LPE-grown GaxIn1�xAsySb1�y/InAs heterostructure were investigated by
Mikhailova et al. [45]. The broken-gap lineup was observed in the composition range
0.77� x� 0.97 and the staggered lineup in the range 0< x< 0.7.
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(h) AlGaAsSb/GaInAsSb

The band offsets in the Al0.22Ga0.78As0.02Sb0.98/Ga0.75In0.25As0.04Sb0.96 MQW structure
grown on GaSb(100) were determined from optical absorption and PL measurements [46].
The offset ratio was determined to be DEc :DEv¼ 66 : 34.

(i) AlInAsSb/GaInAsSb

Chang et al. [47] grewAl0.66In0.34As0.85Sb0.15/Ga0.64In0.36As0.84Sb0.16MQWstructures on InP
(100) by MOCVD and carried out low-temperature PL measurements. The band-offset ratio
estimated from this study was DEc :DEv¼ 75 : 25.

(j) AlGaInP/AlInP

The band alignment in (Al0.7Ga0.3)0.53In0.47P/AlxIn1�xP heterostructures was investigated by
Ishitani et al. [48] using PL spectroscopy. They found that the X-valley discontinuity DEX

c

decreases with increasing x (0.47� x� 0.61). The band-offset ratio obtained was DEc :DEv¼
75 : 25 for x¼ 0.53.

(k) AlGaInP/GaInP

The band-offset ratios in (AlxGa1�x)0.53In0.47P/Ga0.52In0.48P with x in the direct band-gap
region (x< 0.65, see Figure 6.49) varied from DEG

c : DEv ¼ 49 : 41 to 70 : 30 [49–53].
Averaging these data gives DEG

c :DEv ¼ 65 :35. The corresponding band offsets DEG
c , DEX

c

and DEv are plotted against x in Figure 9.8. The band offsets can now be written as (in eV)

DEG
c ¼ 0:43x ð9:6aÞ

DEX
c ¼ 0:36�0:16x ð9:6bÞ

DEv ¼ 0:24x ð9:6cÞ
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Figure 9.8 A full (AlxGa1�x)0.53In0.47P/Ga0.52In0.48P heterostructure band diagram obtained by
assuming a band-offset ratio of DEc

G :DEv¼ 65 : 35 and using E0 and Eg
X in Table 6.28 (solid lines).

The dashed lines represent the linear variations of DEc and DEv given by Equation (9.6)
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The band offsets in (AlxGa1�x)0.53In0.47P/Ga0.52In0.48P with x in the indirect band-gap
region were studied by several authors [54, 55]. The effects of long-range ordering on the band
alignment are discussed by Shao et al. [56].

(l) AlGaInAs/GaInAs

The band offsets in (AlxGa1�x)0.48In0.52As/Ga0.47In0.53Aswere determined from I�V [57] and
PL and PLE measurements [58]. The offset ratios determined from these studies were
DEc :DEv¼ 72 : 28 and 73 : 27, respectively. Assuming DEc :DEv¼ 73 : 27 and using E0 in
Table 6.28,we can obtain thex-dependentDEc andDEv. The results are shown in Figure 9.9, and
can be given by (in eV)

DEcðxÞ ¼ 0:54x ð9:7aÞ

DEvðxÞ ¼ 0:20x ð9:7bÞ

9.1.5 III–V Semiconductor Heterostructure System:
Lattice-mismatched Alloy System

(a) w-AlGaN/w-GaN

The straddling lineup is generally agreed upon, but there is considerable disagreement
regarding the band offsets between AlxGa1�xN (AlN) and GaN reported by different
authors [59–65]. Using the mean value of these data, we obtain DEc :DEv¼ 65 : 35. Using
E0¼ 6.2 eV (AlN) and 3.420 eV (GaN) in Table 6.2, we obtain the band offsets for the
AlxGa1�xN/GaN heterostructure as follows (in eV)

DEcðxÞ ¼ 1:81x ð9:8aÞ

DEvðxÞ ¼ 0:97x ð9:8bÞ
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Figure 9.9 A full (AlxGa1�x)0.48In0.52As/Ga0.47In0.53As heterostructure band diagram obtained by
assuming a band-offset ratio of DEc :DEv¼73 : 27 and using E0 in Table 6.28
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Dependence of the AlN/GaN band discontinuity on growth temperature was determined
using XPS [66]. A large strain-induced asymmetry of the band offset was suggested from an ab
initio electronic structure study [67].

(b) w-AlInN/w-InN

The VB offsets DEv¼ 3.10� 0.04 eV [68] and 4.0� 0.2 eV [69] were determined in an AlN/
InN heterointerface using photoelectron spectroscopy. These DEv values and values of
E0¼ 6.2 eV (AlN) and 0.70 eV (InN) in Table 6.2 provide the band-offset ratios DEc :DEv

44 : 56 and 27 : 73, respectively.

(c) w-GaInN/w-GaN

The band offsets in the GaxIn1�xN(InN)/GaN heterostructure were determined using
various techniques [70–74]. The mean offset ratio obtained from these studies was
DEc :DEv¼ 67 : 33.

(d) GaInAs/GaAs

The band discontinuity in a strained-layer system depends not only on the heterostructure
system involved but also on the amount of mismatch strain at the interface. The strain field can
produce marked effects on the electronic properties through the DP interactions. The
hydrostatic component of the strain causes a shift in the bulk energy levels of the strained
layer, while the shear component causes splitting of certain degenerate VB levels, namely, the
HH and LH levels. The exact energy levels of the heterostructure layer should, therefore, be
determined including the strain modification of the layer.

In the case of biaxial strain parallel to [010] and [001], the strain components inGaxIn1�xAs/
GaAs(100) heterojunctions are

exx ¼ eyy ¼ �d; ezz ¼ 2C12

C11
d; exy ¼ eyz ¼ ezx ð9:9Þ

with

d ¼ Da
a

ð9:10Þ

where d is defined to be positive for compressive strain, Cij is the elastic stiffness constant of
GaxIn1�xAs and Da is the lattice-constant difference between GaxIn1�xAs and GaAs. The
corresponding change in the band-gap energy for GaxIn1�xAs layer can be written as

DEc;v1 ¼ �2aG0
C11�C12

C11
þ b

C11 þ 2C12

C11

� �
d ¼ �dh þ 1

2
dEs ð9:11aÞ

DEc;v2 ¼ �2aG0
C11�C12

C11
�b

C11 þ 2C12

C11

� �
d ¼ �dh� 1

2
dEs ð9:11bÞ

where v1 and v2 represent the j3/2, �3/2> (HH-like) and j3/2, �1/2> (LH-like) bands,
respectively, aG0 and b are the hydrostatic-pressure and shear DPs, respectively. In obtaining
Equation (9.11), the SO split-off energyD0 is assumed to beD0� dEs. Introducing the InAs (x¼ 0)
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values for aG0, b and Cij (d¼ 0.07) into Equation (9.11), we obtain the hydrostatic-pressure and
shear-strain shifts dh and dEs in the strained InAs layer to be about �0.40 and �0.26 eV,
respectively. Thus, the band-gap discontinuity between GaAs and fully strained InAs is

DE0 ¼ E0ðGaAsÞ� E0ðInAsÞþ dh½ � � 1:43�ð0:36þ 0:40Þ ¼ 0:67 eV ð9:12Þ

Similarly, the discontinuity between GaAs and fully relaxed InAs is given by

DE0 ¼ E0ðGaAsÞ�E0ðInAsÞ � 1:43�0:36 ¼ 1:07 eV ð9:13Þ
The InAs/GaAs heterostructure has about 7% lattice mismatch and the corresponding

critical thickness is as lowas twomonolayers.UsingXPS,Kowalczyk et al. [75] determined the
band offsets in the InAs/GaAs(100) heterostructure to beDEc¼ 0.90� 0.07 eVandDEv¼ 0.17
� 0.07 eV, respectively. The resulting offset ratio is DEc :DEv¼ 16 : 84. The sample used by
Kowalczyk et al. [75] was an InAs/GaAs(100) single heterojunction with a 20A

	
thick InAs

layer, which ismuch thicker than the critical thickness for the generation of dislocation. Hence,
the lattice strain is relaxed in their sample. In fact, the obtained band-gap discontinuity
DE0¼DEc þ DEv¼ 1.07 eV exactly agrees with that predicted from Equation (9.13).

If we assume an offset ratio of DEc :DEv¼ 16 : 84 for the fully relaxed GaxIn1�xAs/GaAs
heterostructure, we can obtain the x-dependent offsets DEc and DEv (in eV)

DEcðxÞ ¼ 0:17x ð9:14aÞ

DEvðxÞ ¼ 0:90x ð9:14bÞ

The largest d and DE0 values can be expected at x¼ 0 for the strained GaxIn1�xAs/GaAs
heterostructure. Since both d and DE0
E0(GaAs)�E0(GaxIn1�xAs) for the strained
GaxIn1�xAs/GaAs heterostructure decrease almost linearly with increasing x, the hydrostatic
component (dh) to DE0 ratio may be roughly independent of x and is given by dh/DE0� 0.4
(0.40/1.07 at x¼ 0).

There are no experimental data on the band offsets in strained GaxIn1�xAs/GaAs hetero-
structures for lower x values, except for x¼ 0. Samples of larger x reported recently [27, 76–78]
give a mean band-offset ratio of DEc :DEv¼ 60 : 40 (0.6< x� 0.98). Using this ratio and the
strained-InAs (x¼ 0) E0 value, we can obtain an energy-band diagram for the strained
GaxIn1�xAs/GaAs heterostructure. This result is shown in Figure 9.10. The band offsets DEc,

GaAs GaAs (x=1.0)

x

InAs (x=0)
0.63 eV

0.76 eV
0.13 eV (HH-like)

0.13 eV (LH-like)

ΔEv1=0.32 eV

ΔEc=0.48 eV

ΔEv2=0.06 eV
Ga

x
In

1-x
As/GaAs

Figure 9.10 Schematic energy-band diagram for strained GaxIn1�xAs/GaAs heterostructure obtained
by using a band-offset ratio of DEc :DEv¼ 60 : 40 and strained-InAs E0 value of 0.76 eV
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DEv1 (CB�HH) and DEv2 (CB�LH) versus x can be written as (in eV)

DEcðxÞ ¼ 0:48x ð9:15aÞ

DEv1ðxÞ ¼ 0:32x ð9:15bÞ

DEv2ðxÞ ¼ 0:06x ð9:15cÞ

(e) Dilute-nitride-based heterostructure system

1. GaNAs/GaAs—Recent experimental studies suggest that the band lineup in the dilute-
nitride GaNxAs1�x/GaAs heterostructure for N� 4.5 at% is type I [79–83], although an
earlier XPS study suggested a type-II lineup [84]. The schematic band diagram for this
heterostructure system is shown in Figure 9.11. It is commonly accepted that N incorpo-
rationmainly affects the CB states and causes band-gap reduction (Section 6.3.5). Based on
the BACmodel, the N states produced in GaAs lead to a characteristic splitting of theG6-CB
state into two non-parabolic subbands E� and Eþ (Figure 9.11(b), see also Figure 6.29(b)).
The different lattice constants between c-GaN and GaAs can induce tensile strain parallel
to [010] and [001] in pseudomorphic GaNxAs1�x layers on GaAs(100) (Figure 1.27).
This strain argument predicts that the LH band should be type I, while the HH band is
type II, as illustrated in Figure 9.11(c). The CB offsets DEc¼ (0.7� 0.95)DEg were
reported [79–83].

2. GaInNAs/GaAs—Theschematic energy-banddiagram for thedilute-nitrideGaxIn1�xNyAs1�y/
GaAs heterostructure is shown in Figure 9.12. As mentioned in Section 9.1.4, the band-offset
ratios in fully relaxed and strained GaxIn1�xAs/GaAs heterostructures are assumed to be given
by DEc :DEv¼ 16 : 84 and 60 : 40, respectively. The band lineup in Figure 9.12(a) corresponds
to the strained heterostructure. Strain-induced splitting of the HH and LH bands cannot be
expected in the fully relaxed heterostructure system. Adding N to GaxIn1�xAs splits the CB
minimum intoE� andEþ and lowers the band-gap energy, with negligible interaction with the

ΔEv1(HH-like)

ΔEv2(LH-like)

E-

E+

ΔEc

GaAs

GaAs

VB

CB

Ga N
x
As

1-x

Ga N
x
As

1-x

(a) (b) (c)

Figure 9.11 Schematic energy-band diagram for GaNxAs1�x/GaAs heterostructure. Strain argument
depicted in (c) predicts the LH and HH bands to be type I and type II, respectively
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VBstates (Figure 9.12(b)).We can, thus, expect an increase (decrease) in theDEc (DEv) portion.
Indeed, the banddiscontinuities have been found to be�80%in theCBand�20%in theVBfor
GaxIn1�xNyAs1�y/GaAs heterostructures [85, 86].

3. GaNAsSb/GaAs—As seen in Figure 9.11(b), incorporating N into GaAs essentially lowers
the CB minimum. This is complementary to the Sb effect, which mainly increases the VB
maximum. In this respect, the GaNxAsySb1�x�y/GaAs heterostructure is an interesting
system where DEc and DEv can be independently tuned by adjusting N and Sb concentra-
tions, respectively. The band discontinuities in this heterostructure system have been
studied by several authors [87–90] and are found to change from type II to type I by
incorporating N into GaAsxSb1�x.

9.1.6 II–VI Semiconductor Heterostructure System

(a) (II, II)–O-based heterostructure system

The band alignment in theMg0.15Zn0.85O/CdS heterostructurewas studied usingX-ray andUV
photoelectron spectroscopy and found to be a staggered type-II alignment with electrons
localized in the Mg0.15Zn0.85O layer (DEc¼ 1.1 eV and DEv¼ 1.2 eV) [91].

The XPS technique was used to obtain the band offsets in the Zn0.95Cd0.05O/ZnO(0001)
heterostructure [92]. The band offsets obtained were DEc¼ 0.30 eV and DEv¼ 0.17 eV, with
electrons and holes localized in the Zn0.95Cd0.05O layer (type I).

(b) (II, II)�S-based heterostructure system

The band offsets in free-standing c-Zn0.7Cd0.3S/c-ZnS SL were determined from low-
temperature PL to be DEc¼ 0.461 eV and DEv¼ 0.088 eV (DEc :DEv¼ 84 : 16) [93].

(c) (II, II)�Se-based heterostructure system

The band alignments in ZnSe-based heterostructures, such as BexZn1�xSe/ZnSe,MgxZn1�xSe/
ZnSe and ZnxCd1�xSe/ZnSe, are type I. Frommagneto-transmission measurements on a series
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Figure 9.12 Schematic energy-band diagrams for strained heterostructure systems: (a) GaxIn1�xAs/
GaAs and (b) dilute-nitride GaxIn1�xNyAs1�y/GaAs
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of BeZnSe/ZnMnSe QWs, Kim et al. [94] estimated the VB offset in BexZn1�xSe/ZnSe to be
approximately 40% of the band-gap difference.

The VB offset in the MgxZn1�xSe/ZnSe heterostructure was determined from optical and
photoelectron spectra to be as much as 87% of the band-gap difference [95].

The band offsets in the ZnxCd1�xSe/ZnSe heterostructure were determined using various
techniques, such as optical absorption [96], reflectance [97], electrical conductivity and inter-
subband absorption [98], PLE [99] andCL andDLTS [100]. These data gave a band-offset ratio
which varied fromDEc :DEv¼ 67 : 33 to 87 : 13.WeobtainedDEc :DEv¼ 72 : 28 as the average
band-offset ratio. Gu�enaud et al. [99] reported that the HH excitons are type I, whereas the LH
excitons are type II. The type-II excitonswere considered to occur as a result of the compressive
strain state and to have small VB offset (DEc :DEv¼ 87 : 13) in the ZnxCd1�xSe/ZnSe
(x¼ 0.82� 0.88) heterostructure. The band offsets in the ZnxCd1�xSe/MgSe heterostructure
have also been studied [101].

(d) (II, II)�Te-based heterostructure system

It is generally accepted that the strained ZnxCd1�xTe/CdTe heterostructure is ofmixed type, i.e.
the electrons and heavy holes are confined in a CdTe layer, while the light holes are confined in
a ZnxCd1�xTe layer [102–105]. This is the result of sufficient residual tensile strain existing in
the ZnxCd1�xTe layer grown on ZnyCd1�yTe (x> y). Similarly, band alignments of type I and
type II have been observed in ZnxCd1�xTe/ZnTe heterostructures below and above x� 0.1
respectively, grown on GaAs(100) [106]. The electrons and holes in type II can be confined in
the ZnxCd1�xTe and ZnTe layers, respectively.

TheVBoffset betweenCdTe andHgTe has been the subject of a number of investigations. In
early experiments, both a small offset of 40meV and a roughly 10 times larger value were
deduced (see von Truchseb et al. [107]). However, more recent experiments using various
techniques provide consistent VB offsets somewhere around 0.4 eV [108–113]. The most
recent study gives temperature-dependent offset data of DEv¼ 0.57� 0.06 eV at 5K and its
temperature coefficient dDEv/dT��0.4meV/K [114]. Strong evidence has also been provided
to suggest that the temperature dependence of the band offsets can be essentially
neglected [112].

Figure 9.13 shows the schematic band diagram for the CdxHg1�xTe/CdTe heterostructure.
The HgTe/CdTe lineup corresponds to that reported by Becker et al. [114]. The results

Electron

Hole

CdTe/CdTe CdTe/HgTeCdTe/CdxHg1-xTe

ΔEv=0.45 eV

ΔEc=1.21 eV

E0=1.51 eV

E0=-0.15 eV

Γ8

Γ6

Γ6

Γ8

x

Figure 9.13 Schematic energy-band diagram for CdxHg1�xTe/CdTe heterostructure. The HgTe/CdTe
lineup corresponds to that reported by Becker et al. [114] at 300K. The band offsets can be written as
Equation (9.16)
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suggest that the band offsets can be expressed as (in eV)

DEcðxÞ ¼ 1:21�1:21x ð9:16aÞ

DEvðxÞ ¼ 0:45�0:45x ð9:16bÞ

Thus, the CdxHg1�xTe/CdTe heterostructure is type II (x¼ 0) and becomes type I for x> 0.09.

(e) Zn�(VI, VI)-based heterostructure system

Shahzad et al. [115] carried out PL and PLEmeasurements on ZnSxSe1�x/ZnSe SLs (x� 0.26)
and obtained a very small CB offset (�10meV) between ZnSe wells and ZnSxSe1�x barriers
with a type-I lineup. Subsequently, Lomascolo et al. [116] undertook PL measurements on a
ZnS0.18Se0.82/ZnSe SL at hydrostatic pressures up to 8 GPa and confirmed a transition from
type I to type II near 4.5 GPa. The CB offset estimated in this study was DEc� 6meVat zero
pressure.We can thus conclude that the band-offset ratio for ZnSxSe1�x/ZnSe heterostructure is
roughly given by DEc :DEv¼ 0 : 100.

ZnSe/ZnTe is known to comprise a staggered type-II heterostructure. The same band
alignment can be expected and has been confirmed in ZnSexTe1�x/ZnSe and ZnSexTe1�x/ZnTe
heterostructures [117, 118].

(f) (II, II)�VI-based and II�(VI, VI)-based heterostructure systems

The band offsets in MgZnSe/ZnCdSe and ZnCdSe/ZnSSe heterostructures were determined
experimentally by Pelucchi et al. [119] and Wu et al. [120], respectively.

(g) (II, II)�(VI, VI)-based heterostructure system

The band lineup forMgxZn1�xSySe1�y/ZnSe heterostructure is believed to be type I. The band-
offset ratio was studied experimentally by several authors [121–126]. These studies provided
offset ratios which varied largely from DEc :DEv¼ 10 : 90 [124] to 60 : 40 [122]. We obtained
DEc :DEv¼ 36 : 64 as the mean value.

The band offsets in Zn0.7Cd0.3S0.06Se0.94/ZnS0.06Se0.94 lattice-matched to GaAs have been
characterized by DLTS [127] and the band-offset ratio obtained was DEc :DEv¼ 75 : 25.

(h) (II, II, II)�VI-based heterostructure system

The band alignment in BexMgyZn1�x�ySe/ZnSe grown on GaAs(100) was investigated using
PL and PLE [128] and the band-offset ratio was found to be DEc :DEv¼ 60 : 40.

The band offsets in Mg0.50Zn0.27Cd0.23Se/Zn0.53Cd0.47Se lattice-matched to InP
were investigated using contactless ER [129]; the offset ratiowas determined to beDEc :DEv¼
82 : 18 (DEc¼ 0.59 eV).

9.2 SCHOTTKY BARRIER HEIGHT

9.2.1 General Considerations

A Schottky barrier is a metal/semiconductor junction which has rectifying characteristics.
Rectifying properties depend both on the metal work function and type of conductivty of
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the semiconductor. The choice of ametal for fabricating the Schottky barrier with a particular
semiconductor is, thus, determined by its electronic work function fM. For an n-type
semiconductor, fM should be large, while for a p-type semiconductor, it should be less
than the electron affinity xe of the semiconductor. The barrier heights can then be written,
respectively, as

n-type : fn ¼ fM�xe ð9:17aÞ

p-type : fp ¼ Eg�fM þ xe ð9:17bÞ

where Eg is the band-gap energy of the semiconductor. The maximum value of the barrier
height for an ideal Schottky�Mott contact is about equal to the band-gap energy of the
semiconductor: fn þ fp¼Eg. The work functions fM of some important metals used as the
Schottky contacts are summarized in Table 9.2 of Adachi [1].

9.2.2 Group-IV Semiconductor Alloy

(a) SiGe binary alloy

Extended studies onmetal/SixGe1�x have shown the complexity of the mechanism of Schottky
barrier formation [130]. The results are still puzzling. However, a common trend has been
observed: the Schottky barrier heightfp increases with increasing x. The experimental data for
fn and fp obtained by Aubry-Fortuna et al. [130] is shown in Figure 9.14. These authors
observed that for lower-fM metals (Zr and Ti), fn decreases with x, while fp increases. For a
higher fM metal (Pt), fn greatly increased. In the intermediate-fM metal (W), fn exactly
follows the increase of Eg in SixGe1�x with x, while fp remains constant. Nevertheless,
whatever themetal, the sumfn þ fp gives theEg variation as a function of x (Equation (9.17)),
and the Fermi level is located at the same position for both n- and p-type layers. Figure 9.14(c)
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Figure 9.14 Schottky barrier heights (a) fn and (b) fp for metal/SixGe1�x contacts. The experimental
data are taken fromAubry-Fortuna et al. [130]. The sumfn þ fp for the lower-fMmetals, together with
the band-gap energy EX

g (Figure 6.8), are plotted against x in (c)
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shows a comparison of the sumfn þ fp for the lower-fMmetals plotted in Figures 9.14(a) and
9.14(b) with the variation in EX

g with x in SixGe1�x (Figure 6.8). As for metal/Si and metal/Ge
contacts [1], the results in Figure 9.14(c) suggest that the Schottky barrier height for metal/
SixGe1�x contact exhibits the Schottky�Mott contact nature very well.

(b) CSiGe ternary alloy

TheSchottky barrier height onCxSiyGe1�x�y has been studied by several authors [130].Adding
C to SiGe leads to an increase in theWor Ti/p-type Schottky barrier height which is larger than
that of the band-gap energyEg, showing a change in the Fermi level position.Nevertheless, as in
the case of SixGe1�x, a weaker dependence on fM compared to that of Si is observed. High
values of the ideality factor with increasing C content have also been observed.

9.2.3 III–V Semiconductor Ternary Alloy

(a) (III, III)��N alloy

The Schottky rectifier properties of n-AlxGa1�xN have been studied using various metal
contacts. The Schottky barrier height fn versus x obtained by depositing Au, Ni and Pd metals
on n-AlxGa1�xN is shown in Figure 9.15. The experimental data are taken from various sources
[131–135]. These plots suggest that it is difficult to establish an ideal Schottky contact and,
thus, to obtain simple relationships such as that shown in Equation (9.17). This may be due to
interface states caused by surface reactions of metal and semiconductor atoms and/or to any
effects of crystalline imperfection. The n-AlxGa1�xN samples plotted in Figure 9.15 were
epitaxially grown on sapphire [131, 132, 134, 135] or on 6H-SiC substrate [133].

Zhang et al. [136] reported the x-dependent breakdownvoltage in an n-AlxGa1�xNSchottky
rectifier. The breakdown voltage increased from 2.3 kV for x¼ 0 (GaN) to 4.3 kV for x¼ 0.25.
They also demonstrated that the use of pþ guard rings is effective in preventing premature edge
breakdown.
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Figure 9.15 Schottky barrier height fn versus x for samples with Au, Ni and Pd metals deposited on n-
AlxGa1�xN: (a) I�Vand (b)C�Vmeasurements. The experimental data are taken from various sources
(see text)
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(b) (III, III)�P alloy

Figure 9.16 shows the experimental fn and fp values for Au/GaxIn1�xP Schottky barriers
obtained by several authors [137–139]. The GaP and InP values are taken from Adachi [1].
The barrier height fn in Figure 9.16(a) increases almost linearly with increasing x, while fp

in Figure 9.16(b) shows no strong dependence on x. The sum of fn and fp, together with E0

and EX
g , are plotted against x in Figure 9.16(c). The Au/GaxIn1�xP rectifiers show Schottky–

Mott-like characteristics.

The Schottky barrier heights for the common III–V and II–VI semiconductors allow a
pattern in which the barrier height of p-type semiconductors (fp) can be determined solely by
the anion of the semiconductor [140]. The corresponding barrier height of n-type semicon-
ductors (fn) may be determined from the relationship of fn þ fp¼Eg. Hence, the difference
in the barrier heights of the two n-type semiconductors with the same anion is equal to the
difference in the band-gap energies between them. In Figure 9.16(b), we can see that the Au/
GaxIn1�xP system obeys this rule, namely, the ‘common anion’ rule.

The dependence of x on the Schottky barrier height fn for Ti/Pt/Au metals on AlxIn1�xP
(0< x< 0.5) has been studied using I�Vand C�V measurements [141]. The results obtained
suggest that fn increases almost linearly with x at a rate of �14meV/at%[Al]. This value is
slightly smaller than that of E0, �22meV/at%[Al] (Table 6.9). Thus, the metal/AlxIn1�xP
system may not obey the common anion rule (i.e. fp is dependent of x).

(c) (III, III)�As alloy

1. AlGaAs—Thefn andfp values as a function of x for Al/AlxGa1�xAs Schottky system have
been plotted in Figure 9.17. The experimental data are taken from Adachi [26]. The solid
lines in Figures 9.17(a) and 9.17(b) show the linear fits of these data (in eV)

fnðxÞ ¼ 0:77þ 0:84x ð0 � x � 0:425Þ ð9:18aÞ
fnðxÞ ¼ 1:22�0:22x ð0:45 < x � 1:0Þ ð9:18bÞ
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fpðxÞ ¼ 0:64þ 0:52x ð9:18cÞ

It can be easily seen fromEquation 9.18(c) that theAl/AlxGa1�xAs systemdoes not obey the
common anion rule. However, the sum offn andfp plotted in Figure 9.17(c) is almost equal
to the fundamental absorption edge E0 (or E

X
g ).

The x-dependent Schottky barrier heightsfn andfp in Figure 9.17 resemble those of the
CB and VB offsets (DEc, DEv) shown in Figure 9.5. Tersoff [142] pointed out that the band
lineups at semiconductor heterojunctions are simply correlated with the difference in the
Schottky barrier heights formed by using the same metal on the semiconductors of the
heterojunction pair. In essence, this means that the physical mechanism responsible for
determining the Fermi level in Schottky barrier formation also determines the band lineups
in heterostructures.

2. AlInAs—Figure 9.18 shows thefn andfp values plotted as a function of x forAl/AlxIn1�xAs
Schottky system. The experimental data are taken from various sources [143–145].
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The AlAs and InAs data are obtained from Adachi [146]. No experimental data has been
reported for theAl/p-InAs Schottky barrier height (fp). In Figure 9.18(b), therefore, we plot
the experimental fp for Au/p-InAs contact [146]. It should be noted that any metal/n-InAs
(x¼ 1.0) contact usually showsOhmic behavior (i.e.fn� 0 eV) [146]. Thefp versus x plots
in Figure 9.18(b) suggest that the Al/AlxIn1�xAs system does not obey the common anion
rule. However, the simple relationship fnþfp�E0ðEX

g Þ holds in Figure 9.18(c).

3. GaInAs—The Schottky barrier heightfn for Au/GaxIn1�xAs contact has been determined
using I�V and C�V measurements [147]. Figure 9.19 shows the results of these

measurements. The solid line represents the quadratic least-squares fit of the experimental
data (in eV)

fn ¼ �0:03þ 0:05xþ 0:95x2 ð9:19Þ

The Au/GaxIn1�xAs contact is predicted to be Ohmic for x� 0.15 (fn� 0 eV). The
negative fn sign stands for the downward bending of the CB at the interface.

A Schottky barrier height offn� 0.2 eVis predicted formetal/n-Ga0.47In0.53As lattice-
matched to InP. The barrier height control is an important tool in fabricating various
devices. Diode engineered for high barrier height systematically showed a higher thermal
stability than low-barrier diodes. Many attempts have therefore been made to enhance the
barrier height of n-GaxIn1�xAs by inserting various thin interlayers between the metal and
n-GaxIn1�xAs layer. Such interlayers were counter-doped pþ -GaxIn1�xAs, n-InP, p-InP,
n-GaAs, n-GaxIn1�xP at different thickness and dopant densities, etc. [148, 149]. An
effective barrier height up to fn� 0.7 eV has been achieved.

(d) (III, III)�Sb alloy

Figures 9.20(a) and 9.20(b) show the Shottky barrier height fn for Au/AlxGa1�xSb and Au/
GaxIn1�xSb contacts, respectively. The experimental data are taken from Chin et al. [150] and
Keeler et al. [151], respectively. The solid line in Figure 9.20(a) shows the linear least-squares
fit of the experimental data and provides fn� 1.02 eV for Au/AlSb (x¼ 1.0) contact. The
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Figure 9.19 Schottky barrier height fn for Au/GaxIn1�xAs contact. The experimental data are taken
from Adachi [1] (open squares) and Kajiyama et al. [147] (solid circles). The solid line shows the
quadratic least-squares fit of Equation (9.19). The negative fn sign for x� 0.15 indicates the downward
bending of the CB at the interface (Ohmic contact)
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barrier height fp for Au/AlSb is �0.56 eV [1]. The sum fn þ fp� 1.58 eV for Au/AlSb
contact is, thus, slightly smaller than the AlSb band-gap energy EX

g ¼ 1:615 eV (Table 6.1).
The Schottky barrier height for Au/GaxIn1�xSb can be expected to be fp� 0 eV

(i.e. Ohmic) [1]. Note, however, that Keeler et al. [151] obtained 0.017�fp� 0.022 eV
for Au contacts on p-GaxIn1�xSb (0.62� x� 0.905) layers.

(e) Ga�(V, V) alloy

GaP0.35Sb0.65 is an InP lattice-matched material. In order to overcome the low value of the
Schottky barrier height on n-InP (fn� 0.4 eV [1, 146]), Loualiche et al. [152] fabricated a Au/
GaP0.35Sb0.65 Schottky barrier on InP and obtained a value of fn� 0.6 eV. This value is the
highest ever reported on InP lattice-matched materials that do not contain aluminum.

The Schottky barrier height fn for Au/GaAsxSb1�x contact has been determined using I–V
andC–Vmeasurements [153]. Figure 9.21 shows these results, together with the x dependence
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of E0 (Table 6.23). The solid line represents the quadratic least-squares fit given by (in eV)

fnðxÞ ¼ 0:68�0:88xþ 1:11x2 ð9:20Þ

We can see that both E0 and fn show a remarkable nonlinearly with respect to x.

9.2.4 III–V Semiconductor Quaternary Alloy

(a) (III, III)–(V, V) alloy

1. GaInPAs—We show in Figure 9.22 the Schottky barrier heightsfn andfp as a function of y
for Au metal on GaxIn1�xPyAs1�y/GaAs. The sum of fn and fp, together with E0

(Table 6.28), are also plotted against y. The experimental data are taken from
Lee et al. [154] and Sugino and Kousaka [155]. The Au metal on GaxIn1�xPyAs1�y/GaAs
exhibits the Schottky�Mott barrier characteristics satisfactorily (Equation (9.17)).

The Schottky barrier properties of Au metal on GaxIn1�xPyAs1�y/InP are shown in
Figure 9.23. The fn data are taken from Morgan et al. [156] and Bhattacharya and
Yeaman [157], while those for fp are from Escher et al. [158]. The solid lines represent
the linear least-squares fits (in eV)

fnðxÞ ¼ 0:20þ 0:44y ð9:21aÞ

fpðxÞ ¼ 0:47þ 0:30y ð9:21bÞ

The heavy solid line in Figure 9.23(c) shows the sum of these values against y.

2. AlGaAsSb andGaInAsSb—The Schottky barrier heights for Au, Al and Sbmetals on n- and
p-Al0.5Ga0.5As0.05Sb0.95/GaSb layers were studied by Polyakov et al. [159]. These authors
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fn þ fp, together with E0 (Table 6.28), are plotted against y in (c). The experimental data in (a)-(c) are
taken from Lee et al. [154] and Sugino and Kousaka [155]
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found that the Schottky barriers are high for Au (1.3 eV) and Al (1.2 eV) on n-type material
and very lowon p-typematerials. The behavior of Sbwas uniquewithfn,p being 0.6–0.7 eV.
The reason for the surface location of the Fermi-level pinning due to Au and Al metals may
be related to a predominance ofGa-antisite-type native acceptors at the surface,which is not
the case for Sb metal.

The Schottky barriers for Al, Au and Sb metals on n-GaxIn1�xAsySb1�y/GaSb (x¼ 0.85)
were determined by Polyakov et al. [160]. All these Schottky barriers had heights of
�0.5 eV, with the surface Fermi level located at Ev þ 0.16 eV.

(b) (III, III, III)�V alloy

1. AlGaInN—Figure 9.24 plots the fn versus x for Pd/AlxGa0.98�xIn0.02N contact obtained
from I�V and C�V measurements [161]. The alloy samples were grown on (0001)-
sapphire substrates by MOCVD. It was found that the larger difference in fn between I�V
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Figure 9.24 Schottky barrier height fn for Pd/AlxGa0.98�xIn0.02N contact obtained by Liu et al. [161]
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and C�V measurements could not be quantitatively explained by the traditional electron
transport mechanisms of the Schottky barrier rectifier, such as the tunneling effect, image-
force effect or barrier inhomogeneity theory.

2. AlGaInP—The Schottky barrier heights fn and fp for Au metal on (AlxGa1�x)0.53In0.47P/
GaAs are shown in Figure 9.25. The experimental data are taken from Nanda et al. [137]
(solid circles) and Wang et al. [162] (open circles). The unique feature of this rectifying
contact system is that both fn and fp show no strong dependence on alloy composition. If
we accept the common anion rule, no strong x dependence of fp can be expected. In
Figure 9.25(c), the sumoffn andfp obtained byNanda et al. [137], togetherwithE0 andE

X
g

(Table 6.28), are plotted against composition x. It is apparent that fn þ fp „E0 (or E
X
g ) for

this rectifying contact system.

3. AlGaInAs—The Schottky barrier height fn for Au metal on (AlxGa1�x)0.48In0.52As/InP has
been obtained using I�V and C�V measurements [163]. These results are plotted in
Figure 9.26. The ideality factors determined from the forward-bias I�V characteristics were
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in the range 1.08� 1.2, indicating that the Schottky contacts were of high quality. The open
circle represents the Au/Ga0.47In0.53As barrier height taken from Figure 9.19. The solid line
shows the linear least-squares fit of these data (in eV)

fnðxÞ ¼ 0:20þ 0:37x ð9:22Þ

9.2.5 II–VI Semiconductor Alloy

(a) (II, II)�Te ternary alloy

The Schottky barrier height fp for In metal on MgxZn1�xTe determined by C�V and
photoelectron measurements [164] is plotted in Figure 9.27(a). The solid line shows the
linear least-squares fit of these data (solid circles). This fit predicts a negative fp value of
�0.36 eV (Ohmic contact) for x¼ 1.0 (MgTe). The open circle also represents the In/p-
ZnTe data in Adachi [165]. The dashed line corresponds to the common anion rule,
fp¼ 1.06 eV. Using this fp value and assuming ideal Schottky–Mott contact, we can
estimate fn� 1.4 and �1.2 eV for In/n-MgTe and In/n-ZnTe contacts, respectively.

The Schottky barrier height fp for Au metal on ZnxCd1�xTe is plotted against x in
Figure 9.27(b). The experimental data are taken from various sources [166–168]. These data
scatter largely and fall within fp¼ 1.0� 0.4 eV (0< x< 0.2). The open circles also show
the Au/p-ZnTe and Au/p-CdTe data in Adachi [1, 165]. Using the common anion rule
(fp¼ 0.6 eV, dashed line) and assuming ideal Schottky–Mott contact, we obtain fn� 1.7
and �0.9 eV for Au/n-ZnTe and Au/n-CdTe contacts, respectively. The fn value reported for
Au/n-CdTe in the literature is 0.59–1.0 eV [1, 165]. No fn value has been reported for any
metal/n-ZnTe contact.
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Figure 9.27 (a) Schottky barrier height fp for In/MgxZn1�xTe contact, together with E0 and EX
g
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Au/CdTe data [1, 165]. The dashed line indicates the common anion rule (fp¼ 0.6 eV)
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(b) Zn�(VI, VI) ternary alloy

ZnSxSe1�x can be grown lattice-matched to GaAs (x¼ 0.06–0.07). The Schottky contacts were
formed on n-ZnS0.07Se0.93 epilayers grown on n-GaAs byMBE for metals with different work
functions, Yb, Al, Cr, Cu, Au and Pd [169]. The fn value for Au/n-ZnS0.07Se0.93 contact has
been plotted in Figure 9.28. The open circles represent theAu/n-ZnS andAu/n-ZnSe data taken
from Adachi [1, 165]. The solid line also shows the linearly interpolated result between the
endpoint binary data (in eV)

fnðxÞ ¼ 1:45þ 0:65x ð9:23Þ
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10 Optical Properties

10.1 INTRODUCTORY REMARKS

10.1.1 Optical Dispersion Relations

The complex dielectric function

«ðEÞ ¼ «1ðEÞþ i«2ðEÞ ð10:1Þ

can be used to describe the optical properties of themedium at all photon energiesE¼ h̄v [1,2].
The complex refractive index n�(E) can also be given by

n*ðEÞ ¼ nðEÞþ ikðEÞ ¼ «ðEÞ1=2 ¼ ½«1ðEÞþ i«2ðEÞ�1=2 ð10:2Þ

where n(E) is the ordinary (real) refractive index and k(E) is the extinction coefficient. From
Equation (10.2), we obtain

«1ðEÞ ¼ nðEÞ2�kðEÞ2 ð10:3aÞ

«2ðEÞ ¼ 2nðEÞkðEÞ ð10:3bÞ

and

nðEÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð«1ðEÞ2 þ «2ðEÞ2Þ1=2 þ «1ðEÞ

2

s
ð10:4Þ

kðEÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð«1ðEÞ2 þ «2ðEÞ2Þ1=2�«1ðEÞ

2

s
ð10:5Þ

The absorption coefficient a(E) and normal-incidence reflectivity R(E) can be given by

aðEÞ ¼ 4p
l
kðEÞ ð10:6Þ

RðEÞ ¼ ðnðEÞ�1Þ2 þ kðEÞ2
ðnðEÞþ 1Þ2 þ kðEÞ2 ð10:7Þ

where l is the wavelength of light in vacuum.

Properties of Semiconductor Alloys: Group-IV, III–V and II–VI Semiconductors    Sadao Adachi
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10.1.2 Static and High-frequency Dielectric Constants

No detailed experimental data on the static and high-frequency dielectric constants, «s and «¥,
of semiconductor alloys have been reported. The simplest linear interpolation scheme for an
AxB1�xC alloy is

«ðxÞ ¼ x«AC þð1�xÞ«BC ð10:8Þ

Based on the Clausius–Mossotti relationship, we can also obtain

«ðxÞ�1

«ðxÞþ 2
¼ x

«AC�1

«AC þ 2
þð1�xÞ «BC�1

«BC þ 2
ð10:9Þ

It has already been shown that Equations (10.8) and (10.9) give nearly the same results [2].
Readers will find the «s and «¥ values for some non-alloyed group-IV, III–V and II–VI
semiconductors in Tables 10.2 and 10.3 of Adachi [1].

10.2 GROUP-IV SEMICONDUCTOR ALLOY

10.2.1 Binary Alloy

(a) CSi

The n(E) dispersion in 3C-SiC, together with that for diamond and Si, in the region below
the fundamental absorption edge is shown in Figure 10.1(a). The experimental data are taken

Figure 10.1 (a) n(E) spectrum for 3C-SiC, together with those for diamond (C) and Si in the region
below the fundamental absorption edge at 300K. The experimental data are taken from Adachi [3].
(b) «(E) spectra for CxSi1�x at 300K. [Reprinted with permission from Jpn. J. Appl. Phys., Optical
characterization of Si1-xCx/Si (0� x� 0.014) semiconductor alloys byH. Lee et al., 34, L1340. Copyright
(1995), Institute of Pure and Applied Physics]
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from Adachi [3]. Principally, the diamond-type crystals show no reststrahlen structure. Since
3C-SiC has the zinc-blende structure, the reststrahlen peak can be clearly seen in Figure 10.1(a)
at E� 0.1 eV.

The optical properties of CxSi1�x (x� 0.014) in the IR–UV region have been studied using
SE [4,5].We reproduce in Figure 10.1(b) the «(E) spectra obtained by Lee et al. [5].We can see
that increasing the C concentration decreases the E1 (�3.4 eV) and E2 CP strengths (�4.3 eV),
as has also been observed by Kissinger et al. [4].

(b) CGe

The optical properties of CxGe1�x with low C concentrations have been studied in the
reststrahlen [6] and interband transition regions [6–8]. The optical absorption in the funda-
mental absorption edge is shifted toward the higher-energy sidewith increasing x [6,7]. The SE
«(E) spectra measured by Krishnamurthy et al. [8] showed that increasing the C concentration
decreases the E1=(E1 þ D1) (�2.4 eV) and E2 CP strengths (�4.2 eV), in a similar manner to
that observed in CxSi1�x.

(c) SiGe

The optical properties of relaxed SixGe1�x alloy have been studied by many authors [3]. The
a(E) spectra in the reststrahlen region of SixGe1�x are rather complex due to a number of
single- andmultiple-phononbands.The absorption coefficient isweak for thewhole composition
range, with a peak value of �30 cm�1. Figure 10.2 shows, as an example, the reststrahlen
absorption spectra for SixGe1�x measured by Braunstein [9]. The samples used were selected

Figure 10.2 Far-IR absorption spectra for SixGe1�x at 300K. [Reprinted with permission from
R. Braunstein, Phys. Rev. 130, 879–887 (1963). Copyright (1963) American Physical Society]
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for homogeneity of composition and low free-carrier concentration. Nevertheless, most of the
spectra for 0.22� x� 0.81 showed strong background absorption due to free carriers. Bulk
single crystalswere used in the x from0 to 0.2 and from0.9 to 1.0; the intermediate compositions
were coarse polycrystals. For several at%Si inGeor viceversa, thegeneral features of the spectra
are similar to the lattice absorption spectra of the dominant constituent, except for slight changes
in the positions and shapes of the bands.Aside from theGe- and Si-like bands present in the alloy,
newbands starting at 214 and508 cm�1 are formedat theGeandSi endsof the alloy, respectively.
Both of these bands grow in intensity and shift slightly with position as the Ge and Si content are
increased.

Braunstein [10] studied the free-hole absorption in p-SixGe1�x of various compositions.
He observed the intervalence-band absorption and determined some of the VB parameters of
this alloy system.

The optical absorption in the fundamental absorption edge of SixGe1�x has been measured
byBraunstein et al. [11]. The optical constants in the IR–UV region of SixGe1�x have also been
determined by several authors. The «(E) and n�(E) spectra for SixGe1�x are shown in
Figure 10.3. The experimental data are taken from Adachi [3]. The temperature dependence
of the optical constants for SixGe1�x has also been investigated using SE [3].

The «(E) spectra for strained and relaxed SixGe1�x alloys have been determined using
SE [12] and it was found that the built-in strain caused amodification of the spectra in theE1 CP
region. Ordering in some group-IV semiconductor alloys has also been investigated and in
comparison with disordered alloys no large changes in the optical response were found [13].

(d) GeSn

The optical properties of GexSn1�x (x < 0.2) have been studied using optical absorption [14–16]
and SE [17]. The onsets of the direct/indirect optical transitions can be clearly observed in each
a(E) spectrum. However, it is difficult to determinewhich of the onsets is due to the direct (E0)
or indirect transitions (Eg

L) (Figure 6.10(a)).
The experimental «(E) spectra for GexSn1�x [17] revealed that increasing Sn concentration

decreases the E1/(E1 þ D1) (�2.2 eV) and E2 CP strengths (�4.2 eV). For example, the «2
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Figure 10.3 Optical constants in the IR–UV region of SixGe1�x at 300K. The experimental data are
taken from Adachi [3]
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strength at theE2 peak decreased from «2(E2)�31 (x¼ 1.0) to�23 (x¼ 0.82). The CP energies
were also found to show strong nonlinearity with respect to x (Figure 6.10(b)).

10.2.2 Ternary Alloy

The optical properties of CxSiyGe1�x�y have been studied by IR absorbance in the phonon
absorption region [18], by optical absorption in the fundamental absorption edge [19] and by
SE in the IR–UV region [20–22].

The IR absorption spectra [18] showed that the threefold-degenerate localized phononmode
of C defects in Si splits into a number of phonon modes. The a(E) spectrum in the fundamental
absorption edge revealed a clear sub-gap absorption tail in an alloy of C0.01Si0.11Ge0.88 with
C primarily interstitial, not substitutional [19].

The SE «(E) spectra for CxSiyGe1�x�y [22] suggested that the CP strengths are reduced
slightly and that the absorption at energies E� 3 eV is increased with increasing x. The
essentially same results have also been obtained by other authors [20,21].

Aella et al. [23] carried out SEmeasurements on SixGeySn1�x�y (x� 0.25, 1� x� y� 0.11)
and determined the composition dependence of E2 from the spectral derivative analysis.

10.3 III–V SEMICONDUCTOR TERNARYALLOY

10.3.1 (III, III)–N Alloy

(a) c-(III,III)–N alloy

The optical constants of c-AlN, c-GaN and c-AlxGa1�xN have been determined using SE [24].
We reproduce these results in Figure 10.4. The samples used were grown on GaAs(100) or
3C-SiC(100) by MBE. The n(E) data for c-GaN measured by K€ohler et al. [25] are also shown

Figure 10.4 (a) n(E) and (b) k(E) spectra for c-AlxGa1�xN at 300K. [Reprinted with permission from
Jpn. J. Appl. Phy., Optical constants of Cubic GaN, AlN, and AlGaNAlloys by T. Suzuki et al., 39, L497.
Copyright (2000), Institute of Pure and Applied Physics]
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by the solid circles. The refractive indices at l¼ 400 nm in Figure 10.4 can be written as a
function of x as

nðxÞ ¼ 2:610� 0:880xþ 0:364x2 ð10:10Þ

The n values in c-AlxGa1�xN with lower x contents are somewhat larger than those in
w-AlxGa1�xN, while those with higher x contents are almost equal to thew-AlxGa1�xN values.

IR reflectivity in c-GaxIn1�xN samples (0.769� x� 1.000) grown on 3C-SiC/Si(100) by
MBE has been measured in the wavenumber range between 450 and 1200 cm�1 [26]. SE has
also been used to determine the optical constants in the IR–UV region of c-GaxIn1�xN
(x¼ 0.93–1.00) grown on GaAs(100) by MBE [27]. A parametric dielectric-function model is
used to analyze the experimental SE data.

(b) w-AlGaN

The «(E) spectra in the IR region of w-AlxGa1�xN have been measured by several authors
[3,28,29]. These authors demonstrated the sensitivity afforded by IR measurements in
determining the optical phonon frequencies.

The n(E) dispersion in the transparent region of w-AlxGa1�xN has been measured by a
number of authors [30–35]. Several authors obtained not only the ordinary-ray n(E) dispersion
(no, c?E) but also extraordinary-ray dispersion (ne, c||E) [31,34]. We show in Figure 10.5
the no(E) and ne(E) dispersions in w-AlxGa1�xN (0� x� 1.0) determined using a prism
coupling waveguide technique [31]. The data clearly show the natural birefringence, i.e. Dn¼
ne� no 6¼ 0; its sign is positive for all samples and all wavelengths investigated. The
temperature dependence of the n(E) dispersion has also been studied by several authors [30,35].

The absolutea(E) values have been determined forw-AlxGa1�xNgrown on (0001)-sapphire
substrates [36,37]. The a(E) spectra measured by Omn�es et al. [36] showed a sharp transition
for E close to the excitonic gaps (0� x� 0.35); however, the saturated a(E) values above the
excitonic peaks (a� 2� 104 cm�1) were about an order of magnitude smaller than those
reported by Angerer et al. [37] (0� x� 1.0). High-quality w-GaN gave a saturated a value of
�(1� 2)� 105 cm�1 [3].

Figure 10.5 (a) Ordinary-ray (no) and (b) extraordinary-ray refractive indices (ne) for w-AlxGa1�xN at
300K. [Reprinted with permission fromG.Webb-Wood, €U. €Ozg€ur, H. O. Everitt, F. Yun, and H.Morkoç,
Phys. Status Solidi A 188, 793 (2001), Copyright (2001) Wiley–VCH]

312 PROPERTIES OF SEMICONDUCTOR ALLOYS



The SE «(E) spectra for w-AlxGa1�xN have been measured by many authors (see
e.g. [33,35,38–40]). Figure 10.6 shows the «(E) spectra obtained by Buchheim et al. [40] for
samples at x¼ 0�0.53. The four CPs (E0�E3) can be clearly seen in the lower x samples.
As expected, these CPs undergo a continuous shift to higher energies with increasing x.
However, the E3 CP shows a different behavior: it decreases with increasing x to overlap with
E2 at high x contents. The origin of such an unusual shift is unclear at present. The «(E)-related
optical constants have been interpreted by a simplified interband-transition model, known as
the MDF [2,41].

(c) w-AlInN

The optical photon behaviors in w-AlxIn1�xN with the limited composition of 0.12� x� 0.21
have been investigated using IR ellipsometry [42]. The n(E) dispersion in polycrystalline
w-AlxIn1�xN films has been determined by measuring reflectivity spectra [45]. The modeled
n(E) dispersion has also been reported by Laws et al. [43]. The optical absorption spectra a(E)
have been measured to determine the fundamental absorption edge in w-AlxIn1�xN [44,45].

The SE «(E) spectra for w-AlxIn1�xN have been measured by Goldhahn et al. [46]. These
results are reproduced in Figure 10.7. The samples used were grown on (0001)-sapphire
substrates. The data presented in Figure 10.7 correspond to those for the ordinary ray. The five
CPs (E0�E4) can be clearly seen in the «(E) spectra. The unknown peak (A) has also been
found in the lower-energy side of the E1 peak.

(d) w-GaInN

The reflectivity spectra R(E) in the reststrahlen region ofw-GaxIn1�xN have been measured by
Osamura et al. [47]. The samples were polycrystallites grown by electron-beam plasma
deposition. The refractive index and natural birefringence inw-GaxIn1�xN (0.934� x� 0.964)
have been determined by a prism coupling method in conjunction with multilayer optical
waveguide analysis [48] and found to show positive birefringence (Dn¼ ne� no > 0). Laws
et al. [43] obtained the modeled n(E) dispersion curves with x from 0.75 to 0.95. The optical
absorption spectra a(E) have also been determined by several authors [49–51].
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Figure 10.6 «(E) spectra for w-AlxGa1�xN at 300K. Successive spectra are vertically shifted by�4.4,
�9.2,�11.6,�18.0 and�21.2, respectively. [Reprinted with permission from C. Buchheim et al., Phys.
Status Solidi B 242, 2610 (2005), Copyright (2005) Wiley–VCH]
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The «(E) spectra in the visible–UV region of w-GaxIn1�xN have been measured by
SE [52,53] and electron energy-loss spectroscopy [54]. The SE «(E) spectra exhibited a clear
maximum at the fundamental absorption edge, which allowed the determination of the Ga
content x [52]. The «1(E) data in the transparent region have also been analyzed using the
Sellmeier-type dispersion model [53].

10.3.2 (III, III)–P Alloy

(a) AlGaP

AlxGa1�xP is oneof the least studied III–V ternaries.The IR reflectivityhasbeenmeasured [55].
The low-temperature a(E) spectra in the fundamental absorption edge of AlxGa1�xP
(0� x� 1.0) have also been determined [56]. The n(E) values at several wavelengths for
AlxGa1�xP (0� x� 0.3) have been measured using a phase diffraction grating method [57].

The «(E) spectra in the visible–UV region of AlxIGa1�xP have been measured using
SE [58,59]. The «(E) spectra obtained by Choi et al. [59] have been reproduced in Figure 10.8.
The sampleswere grown onGaP(100) by gas-sourceMBE.The interference oscillations can be
seen in the transparent region of the alloys. The energy at which the oscillations disappear
provides an estimate of E0. The CPs, such as E0, E1 and E2, can be clearly identified in these
spectra.

(b) AlInP

AlxIn1�xP with x� 0.5 can be epitaxially grown on GaAs substrate. The optical properties
of AlxIn1�xP are not well known, except for Al0.5In0.5P. Data on the optical constants of
Al0.5In0.5P can be found as the endpoint material of the AlxGayIn1�x�yP/GaAs quaternary.

Figure 10.7 «(E) spectra forw-AlxIn1�xN at 300K. Successive spectra are vertically shifted by 2.7, 5.1
and 8.7, respectively. [Reprinted with permission from R. Goldhahn et al., Phys. Status Solidi A 203, 42
(2006), Copyright (2006) Wiley–VCH]
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(c) GaInP

The IR reflectivity in GaxIn1�xP has been measured in the spectral ranges of 260–500 [60] and
220–500 cm�1 [61]. Brillouin scattering has been used to determine the complex refractive
indices n�(E) in the region below the fundamental absorption edge of Ga0.52In0.48P lattice-
matched to GaAs [62]. The optical absorption and hydrostatic-pressure effect at the funda-
mental absorption edge of GaxIn1�xP (0.36� x� 0.5) have also been measured by Go~ni
et al. [63]. A crossover from direct to indirect fundamental gap is found to occur at p¼ 5.0
(x¼ 0.36) and 2.7GPa (x¼ 0.5) at 300K.

The optical properties of GaxIn1�xP (0.494� x� 0.584) grown on GaAs have been
investigated using SE [64]. The optical functions of Ga0.52In0.48P lattice-matched to GaAs
have also been determined using SE [65,66]. The «(E) and n�(E) spectra for Ga0.52In0.48P
determined by SE as an endpoint material of the AlxGayIn1�x�yP/GaAs quaternary [3] are
shown in Figure 10.9. The effects of ordering on the optical properties of GaInP2 alloy have

Figure 10.8 «(E) spectra for AlxGa1�xP at 300K. Successive spectra are offset in multiples of 10 for
clarity. [Reprintedwith permission fromS. G. Choi et al., J. Appl. Phys. 87, 1287–1290 (2000). Copyright
(2000), American Institute of Physics]
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Figure 10.9 Optical constants in the IR–UV region of Ga0.52In0.48P/GaAs at 300K. The experimental
data are taken from Adachi [3]
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also been investigated using SE [67] and found to be relatively weak, yet significant near the
fundamental absorption edge and for the higher-lying CPs.

10.3.3 (III, III)–As Alloy

(a) AlGaAs

The «(E) and n�(E) spectra in the reststrahlen region of AlxGa1�xAs (0� x� 1.0) [3] have been
plotted in Figure 10.10. The experimental data are taken from Adachi [3]. The two phonon
bands, GaAs-like and AlAs-like, are clear and distinct in Figure 10.10. No additional structure
was found in the frequency range 50–700 cm�1 [3].

The n(E) dispersion in the transparent region ofAlxGa1�xAs is shown in Figure 10.11. These
curves are obtained from a method for calculating n(E) dispersion below E0 [3,68]. The
composition dependence of the strength parameters is expressed as continuous functions of x.
This insures that the n(E) dispersion in both optional composition x and photon energyE can be
calculated, as demonstrated in Figure 10.11.

Aspnes et al. [69] reported the room-temperature optical constants in the near-IR–UV
region of AlxGa1�xAs of target compositions x¼ 0–0.80 in steps of 0.10 at energies between
1.5 and 6.0 eV determined by SE. The actual compositions were not different from the target
compositions by more than 0.02. The accuracy of the pseudodielectric function at selected
wavelengths in the technologically relevant composition range of x¼ 0–0.5was less than 2%of
its peak value. These results are plotted in Figure 10.12.

The optical properties in the far-IR–UV region ofGaAs,AlAs andAlxGa1�xAs published up
until 1992 have been reviewed by Adachi [70]. There have been several publications since
1993. They concern a(E) in the fundamental absorption edge [71], n(E) in the terahertz�E0

(Eg) region [72–77] and SE «(E) in the near-IR–UV region [78,79].

(b) AlInAs

The absorption coefficients a(E) and refractive indices n(E) of AlxIn1�xAs, including
Al0.48In0.52As/InP, have been measured by several authors [80–84] (see n(E) in Figure 10.31).
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The optical properties in the interband transition region of AlxIn1�xAs have been studied using
SE by Rodr�ıguez and Armelles [58] (0� x� 1.0), Dinges et al. [85] (x¼ 0.48) and Kamlet and
Terry [86] (0.305� x� 0.635). Figure 10.13(a) shows the «(E) spectra for x¼ 0.48 obtained by
Kamlet and Terry [86]. The n�(E) spectra were calculated from these «(E) spectra and are
shown in the lower part of Figure 10.13(a). TheE1 andE2 peaks can be clearly identified atE�3
and �4.6 eV, respectively.

Figure 10.11 n(E) spectra for AlxGa1�xAs with increments in x of 0.1 at 300K. [Reprinted
with permission from S. Adachi, J. Appl. Phys. 58, R1–R29 (1985). Copyright (1985), American Institute
of Physics]
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Figure 10.12 Optical constants in the near-IR–UV region of AlxGa1�xAs at 300K. The experimental
data are taken from Adachi [3]
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(c) GaInAs

There have been many reports on the optical properties of GaxIn1�xAs. This is especially true
for Ga0.47In0.53As lattice-matched to InP [87]. More recently, some authors have carried out
reflectivitymeasurements in the reststrahlen region ofGaxIn1�xAs to characterize the behavior
of the long-wavelength optical phonons in strained epilayers [88–90] and also to elucidate
plasma reflection [91].

The n(E) dispersion in GaxIn1�xAs (0.53� x� 1.00) has been determined from reflectance
measurements by Takagi [92]. Note that his extrapolated x¼ 0.47 value, n� 3.43 atE¼ 1.2 eV,
is considerably smaller than that reported by Adachi [3] (n� 3.6, see Figure 10.31).

The optical properties in the visible–UV region of GaxIn1�xAs over the entire composition
range (0� x� 1.0) have been studied using SE [93,94]. Figure 10.14 shows these results [93].
The peaks in «2 at �2.5�3 and �4.5 eV correspond to the E1/(E1 þ D1) and E2 CPs,
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Figure 10.13 (a) Optical constants in the near-IR–UV region of Al0.48In0.52As/InP at 300K. The
experimental data are taken from Kamlet and Terry [86]. (b) Optical constants in the near-IR–UV region
of Ga0.47In0.53As/InP at 300K. The experimental data are taken from Adachi [3]

Figure 10.14 «(E) spectra for GaxIn1�xAs at 300K. Successive spectra are offset by 8 and 7 in (a) and
(b), respectively. [Reprinted with permission from T. J. Kim et al., Phys. Rev. B 68, 115323 (2003).
Copyright (2003) by the American Physical Society]
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respectively. Several authors also used SE to obtain «(E) spectra for Ga0.47In0.53As/InP. The
corresponding «(E)-related spectra are shown in Figure 10.13(b) [3]. A series of strained and
relaxed GaxIn1�xAs layers on GaAs have also been examined using SE [95–98]. Additional
information relating to the critical thickness for pseudomorphic growth of GaxIn1�xAs on
GaAs has been derived [97].

10.3.4 (III, III)–Sb Alloy

(a) AlGaSb

The IR optical constants of AlxGa1�xSb have been determined in the spectral range of
20–520 cm�1 [99–102]. The reststrahlen parameters obtained have been given in tabular
form [99,101,102].

The n(E) dispersion in the 0.5–1.3 eV region of AlxGa1�xSb (0� x� 0.73) has been
determined from reflectivity measurements by Ance and Van Mau [103]. These results and
those for AlSb and GaSb presented in Adachi [3] are shown in Figure 10.15. The optical
absorption spectra a(E) for AlxGa1�xSb (x� 0.41) have also been measured at 2K and fitted
by taking into account the excitonic effects [104].

SE has been used to characterize epitaxial AlxGa1�xSb layers for different x compositions
in the 1.4–6 eV region [102,105,106]. The CP parameters and their composition dependence
are determined by performing a standard CP analysis. The «(E) spectra obtained by Choi
et al. [106] are reproduced in Figure 10.16.

(b) GaInSb

The IR reflectivity spectra of GaxIn1�xSb have been measured in the range 135–285 cm�1

by Brodsky et al. [107] and 100–350 cm�1 by Feng et al. [108]. The reststrahlen parameters
have been tabulated by Brodsky et al. [107]. The absorption spectra a(E) in the fundamental
absorption edge of GaxIn1�xSb have also been measured at 300K [109].

Imai and Adachi [110] have obtained the optical constants in the 1.5–5.4 eV region of
GaxIn1�xSb using SE at 300K. The samples were grown by a conventional Bridgman method.
The n�(E) spectra obtained by Imai and Adachi [110] are shown in Figure 10.17. These authors
also determined the x-dependent CP parameters from the MDF analysis.
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Figure 10.15 n(E) spectra for AlxGa1�xSb at 300K. The experimental data are taken from Adachi [3]
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10.3.5 Dilute-nitride III–(V, V) Alloy

(a) GaNP

The IR reflectivity spectra of dilute-nitride GaNxP1�x have been measured in the spectral
ranges of 300–600 cm�1 (0.006� x� 0.0285) [111] and 50–4000 cm�1 (0� x� 0.15) [112].
These spectra led to the determination of the GaN- and GaP-like phonon frequencies.

The nature of the fundamental absorption edge of GaNxP1�x was elucidated using the a(E)
spectra [113–115]. The experimental data obtained by Rudko et al. [113] suggest that the
absorption edge of GaNxP1�x with x¼ 0.01–0.03 exhibits a direct band-gap-like behavior.
The a(E) spectra obtained by Buyanova et al. [114] have been explained by the BAC
model (Section 6.3.5). On the other hand, the low-temperature absorption data obtained by

Figure 10.17 n(E) and k(E) spectra for GaxIn1�xSb with increments in x of 0.25 at 300K. [Reprinted
with permission from Jpn. J. Appl. Phys., Optical constants of In1-xGaxSb ternary alloys: Experiment
and modeling by S. Imai and S. Adachi, 32, 3860. Copyright (1993), Institute of Pure and Applied
Physics]

Figure 10.16 «(E) spectra for AlxGa1�xSb at 300K. Successive spectra are offset upward from
the x¼ 0.39 spectrum by multiples of 5 for clarity. [Reprinted with permission from S. G. Choi,
C. J. Palmstrem, Y. D. Kim, S. L. Cooper, and D. E. Aspnes, J. Appl. Phys. 98, 104108 (2005). Copyright
(2005), American Institute of Physics]
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Fluegel et al. [115] indicate that the host CBminimum near X does not plunge downward with
increased N doping. These results challenge the validity of the BAC and polymorphous model
for GaNxP1�x, but corroborate the conclusion that due to the dissimilarity between GaNxP1�x

and GaNxAs1�x, seeking a universal model for the band-gap lowering that applies to both the
isoelectronic doping systems is unrealistic.

SE has been used to investigate the electronic energy-band structure ofGaNxP1�x [114,116].
The «2(E) spectra obtained by Leibiger et al. [116] are reproduced in Figure 10.18. The vertical
dotted lines mark the CPs, E0, E1, E

0
0, E2 and E 0

1, determined by MDF analysis.

(b) GaNAs

The absorption coefficient a(E) in the fundamental absorption edge of GaNxAs1�x has been
measured by several authors (see e.g. [117–119]). The a(E) spectra recorded by Tisch
et al. [119] (0� x� 0.05) are shown in Figure 10.19. It can be seen that for all samples a2

depends linearly on E up to �108 cm�2. The slope of the linear part of a2 decreases and the
Urbach tail increases with increasing N fraction. The decrease in the fundamental absorption
edge (E�) with increasing x can be clearly seen (see also Figure 6.29(b)).

The optical properties of GaNxAs1�x have been studied using SE by many authors (see
e.g. [120–122]). The «(E) spectra recorded by Leibiger et al. [122] are shown in Figure 10.20.
The «(E)-related spectra, «(E) and n�(E), were found to agree very well with the MDF
approach [120–122]. Note that the fundamental absorption edge (E�) observed in Figure 10.20
follows the well-known redshift with increasing x.

(c) GaNSb

FTIR measurements on GaNxSb1�x have been undertaken by Jefferson et al. [123]. The
divergence of transitions from the VB to E� and Eþ has been observed with increasing
N incorporation, consistent with the BAC model (Figure 6.29(c)).

Figure 10.18 «2(E) spectra for dilute-nitride GaNxP1�x at 300K. Successive spectra are offset in
multiples of 4 for clarity [Reprinted with permission from G. Leibiger, V. Gottschalch, M. Schubert, G.
Benndorf, and R. Schwabe, Phys. Rev. B 65, 245207 (2002). Copyright (2002) by the American Physical
Society]
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(d) InNP

Optical absorptionmeasurementswere carried out to investigate theN incorporation effect into
InP [124]. A band-gap reduction of�0.15 eVwas observed with N incorporation of�0.9 at%.

(e) InNAs

IR reflectivity and Hall-effect measurements have been carried out to determine the
x-dependent electron effective mass in InNxAs1�x [125] (Figure 7.11). The N-induced reduc-
tion of the fundamental absorption edge has also been confirmed in InNxAs1�x by plotting a

2

versus E [126] (Figure 6.31(b)).

10.3.6 Al–(V, V) Alloy

An AlPSb layer lattice-matched to InP was grown by gas-source MBE [127]. Using an
ellipsometer, the refractive index of this alloy at l¼ 1.55 mm was determined to be 3.037.

Figure 10.19 a2 versusE plots for dilute-nitride GaNxAs1�x at 300K. [Reprinted with permission from
U. Tisch, E. Finkman, and J. Salzman, Appl. Phys. Lett. 81, 463 (2002). Copyright (2002), American
Institute of Physics]

Figure 10.20 «(E) spectra for dilute-nitride GaNxAs1�x at 300K. Successive spectra are offset upward
from the x¼ 0.10 at% spectrumbymultiples of 3 for clarity. [Reprintedwith permission fromG. Leibiger,
V. Gottschalch, B. Rheinl€ander, J. �Sik, andM. Schubert, J. Appl. Phys. 89, 4927 (2001). Copyright (2001),
American Institute of Physics]
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Saadallah et al. [128] carried out photothermal deflectionmeasurements on anMBE-grown
AlAs0.08Sb0.92/GaSb layer and determined the n(E) and a(E) spectra, in addition to the
thickness of the layer and its thermal conductivity. The Sellmeier parameters which were
determined are: A¼ 8.82, B¼ 0.79 and C¼ 0.589 mm (see Equation (10.71) in Adachi [1]).
The fundamental absorption edge of AlAs0.08Sb0.92 was also estimated to be �1.55 eV
(Figure 6.32(b)).

10.3.7 Ga–(V, V) Alloy

(a) GaPAs

The n(E) dispersion in GaPxAs1�x has been studied by several authors [129–131]. The n(E)
data obtained by Clark and Holonyak [129] and Casey [130] agree closely between 1.2 and
1.75 eV where comparison is possible. The experimental data at 87 and 300K by Clark and
Holonyak [129] were fitted to the first-order Sellmeier equation. This enables us to calculate
the n(E) dispersion in a given alloy of composition x and photon energy E. These results are
shown in Figure 10.21. The calculated n(E) values are taken from Adachi [3]. The resulting
n(E) dispersion is found to decrease with increasing x.

Clark and Holonyak [129] investigated the optical absorption spectra in the IR and
fundamental absorption edge regions of GaPxAs1�x. They observed the free-carrier and
interconduction-band absorption inGaAs-rich alloys and donor-related absorption in GaP-rich
alloys. The Burstein–Moss shift of the fundamental absorption edge was also observed.
The optical absorption in GaPxAs1�x (0.29� x� 0.43) has also been examined by Nelson
et al. [132] who observed distinct free-exciton peaks (n¼ 1 and 2) at 4.2 K and a peak (n¼ 1) at
T� 77K. The direct-exciton binding energyG forGaPxAs1�x obtained byNelson et al. [132] is
plotted in Figure 10.22 as a function of x, together with the corresponding values for GaP and
GaAs taken from Adachi [1]. The direct-exciton (E0) and indirect-exciton binding energies
(EX

g ) for GaP are 13 and 22 meV, respectively (see Table 10.4 in Adachi [1]). The G values for
GaPxAs1�x in Figure 10.22 are considerably smaller than those obtained from the linear
interpolation scheme.

Thomson et al. [133] measured the fundamental reflectivity spectra of GaPxAs1�x at 80 and
295K. More recently, Kim et al. [134] reported the «(E) spectra of GaPxAs1�x layers grown
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Figure 10.21 n(E) dispersion in the transparent region of GaPxAs1�x with increments in x of 0.1 at
300K. The n values are taken from Adachi [3]
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by VPE onGaAs(100) (x¼ 0.2 and 0.4) and on GaP(100) (x¼ 0.7). Themeasured «(E) spectra
revealed distinct structures at energies of the E0, E1, E1 þ D1, E0

0 and E2 CPs.

(b) GaPSb

GaPxSb1�x lattice-matched to InPwas grown by gas-sourceMBE [127]. Using an ellipsometer,
the refractive index of this alloy at l¼ 1.55mmwas determined to be 3.579. A highly reflective
distributed Bragg reflector was demonstrated using AlPxSb1�x/GaPxSb1�x, which showed a
stop-band width of 206 nm with maximum reflectivity exceeding 99% at l� 1.6 mm.

(c) GaAsSb

The IR reflectivity spectra of GaAsxSb1�x have been measured in the 200–320 cm�1 range by
Lukovsky and Chen et al. [135]. A reflectance band was observed in the x¼ 0.85 composition,
whereas at least two bands were evident in the x¼ 0.20 and 0.25 samples. In the latter two
samples, the structure near 240 cm�1 was due to the phonon modes, whereas the structure at
lower energies (�230 cm�1) was due to free-carrier plasma effects.

Optical absorption measurements were undertaken on GaAsxSb1�x by several authors
[136–138]. The measured data were used to determine E0 [136] and its temperature
dependence [137,138].

The fundamental reflectivity spectra were measured on evaporated GaAsxSb1�x films on
glasses and on bulk samples [139]. SE and PRwere used to determine the x dependence of some
CPs, such asE0,E1 and E2, in epitaxial GaAsxSb1�x/GaAs(100) layers (0.44� x� 1.00) [140].
More recently, Serries et al. [141] used SE and Raman scattering to investigate pseudomor-
phically strained GaAsxSb1�x layers (0.35� x� 0.78) grown on InP(100).

10.3.8 In–(V, V) Alloy

(a) InPAs

The reflectivity spectra in the reststrahlen region of InPxAs1�x have been measured by several
authors [142,143]. These studies gave similar results; however, the InP- and InAs-like
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Figure 10.22 Direct-exciton binding energy G versus x for GaPxAs1�x. The experimental data (solid
circles) are taken from Nelson et al. [132]. The open squares show the endpoint binary data taken from
Adachi [1]
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oscillator strengths determined by Lockwood et al. [143] vary considerably from those
reported by Kekelidze et al. [142]. The plasma reflection characteristics have also been
studied by Charache et al. [91].

The alloy composition dependence ofE0 has been determined by plottinga2 versusE [144].
The «(E) spectra have also been obtained for InPxAs1�x/InP(100) samples using SE [145].
The x dependence of the E1, E1 þ D1 and E2 CPs have been determined by analyzing the
second-derivative spectra of «(E). The «(E) spectra obtained by Choi et al. [145] have been
reproduced in Figure 10.23.

(b) InPSb

The optical absorption spectra a(E) have been measured to determine the x dependence of
E0 for MOCVD-InPxSb1�x layers [146] (Figure 6.37(a)). The spectra show long band tails,
which extend further into the gap as the Sb concentration is increased. The band tails are
considered to be caused by compositional clustering.

(c) InAsSb

The optical reflectivity in the reststrahlen region of InAsxSb1�x has been studied in the
135–285 cm�1 range by Lucovsky et al. [135] and in the 50–300 cm�1 range by Rowell
et al. [147]. Plasma-edge reflectance data obtained by Thomas and Woolley [148] suggested
that «¥ for InAsxSb1�x can be given by the linear interpolation between the endpoint binary data
within experimental accuracy.

Optical absorption and transmittance measurements have been carried out to characterize
InAsxSb1�x layers grown on GaAs [149,150], GaSb [151] and InAs [152]. The data are mainly
used to determineE0 in these alloy layers. Note that all these substrates are transparent for light
wavelengths at or below the InAsxSb1�x gap (0� x� 1.00).

SE measurements have been undertaken for InAsxSb1�x layers grown on InAs(100)
[153,154]. The alloy compositions investigated were 0.89� x� 0.96 [153] and 0�
x� 0.06 [154].

Figure 10.23 «(E) spectra for InPxAs1�x at 300K. Successive spectra are offset in multiples of 10 for
clarity [Reprinted with permission from S. G. Choi, C. J. Palmstrøm, Y. D. Kim, D. E. Aspnes, H. J. Kim,
and Y.-C. Chang, Appl. Phys. Lett. 91, 041917 (2007). Copyright (2007), American Institute of Physics]
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10.4 III–V SEMICONDUCTOR QUATERNARYALLOY

10.4.1 Dilute-nitride Quaternary Alloy

(a) GaInNP

The optical properties of GaxIn1�xNyP1�y epilayers on GaP(100) have been investigated using
SE [155]. The compositions of GaxIn1�xNyP1�y layers were changed to satisfy the lattice-
matching condition, i.e. x� 1�y, with 0� y� 0.035. The SE-derived spectra, n(E), k(E) and
a(E), were presented in graphical form.

(b) GaInNAs

Far-IR SE has been used to investigate the reststrahlen properties of GaxIn1�xNyAs1�y

(x > 0.87, y < 0.03) [156]. The plasma reflection spectra have also been measured to determine
the CB dispersion relationships in GaxIn1�xNyAs1�y [157]. This study also reported the
temperature- and pressure-dependent optical absorption at the fundamental absorption edge
of free-standing GaxIn1�xNyAs1�y layers (0.91� x� 1.00, 0� y� 0.025) lattice-matched to
GaAs.

The n(E) dispersion in the transparent region of strained GaxIn1�xNyAs1�y layers has been
measured by several authors [156,158]. The SE-derived n(E) and k(E) spectra were analyzed
using the MDF approach [156]. The SE «(E) spectra in the interband transition region of
GaxIn1�xNyAs1�y have also been reported by Skierbiszewski [157]. These results have been
reproduced in Figure 10.24. It can be seen that the N incorporation has a large effect on the
optical dispersion relationships in the E1/(E1 þ D1) transition region (�3 eV).

10.4.2 (III, III)–(V, V) Alloy

(a) AlGaPAs

The IR reflectivity spectra in the 200–500 cm�1 range of AlxGa1�xPyAs1�y have been
measured by Sen and Lucovsky [159]. The reststrahlen parameters obtained were reported
in tabular form. The optical absorption spectra a(E) at the fundamental absorption edge of

Figure 10.24 «(E) spectra for dilute-nitride GaxIn1�xNyAs1�y at 300K. Successive spectra are offset in
multiples of 5 for clarity [Reprinted with permission fromC. Skierbiszewski, Semicond. Sci. Technol. 17,
803 (2002), Copyright (2002) Institute of Physics]
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AlxGa1�xPyAs1�y have also been measured by Kuznetsov et al. [160]. The single-crystalline
alloys used were grown on GaP by LPE with several pairs of composition (x, y).

(b) AlGaAsSb

The IR reflectivity spectra in the range of 75–400 cm�1 forAlxGa1�xAsySb1�y/GaSb have been
measured by Mezerreg et al. [161]. The reststrahlen parameters obtained were presented in
tabular form.

Alibert et al. [162] obtained the n(E) dispersion in LPE-grown AlxGa1�xAsySb1�y/GaSb
layers. The n(E) data were determined from accurate measurement of the p-polarized light
reflection as a function of the incident angle. The data in the limit E ! 0 eV (i.e. «¥ values)
showed very strong nonlinearity with respect to x [162]. The n(E) data for AlxGa1�xAsySb1�y/
InP (x¼ 0.1) have also been determined from reflectance measurements [163]. The n(E)
dispersion in AlxGa1�xAsySb1�y/InP obtained from the MDF calculation [2] is shown in
Figure 10.25. The solid circles represent the experimental data taken from Blum et al. [163].

The absorption coefficients for LPE-grown AlxGa1�xAsySb1�y layers on GaAs with
(x, y)¼ (0, 0.9) and (0.06, 0.9) have been determined at several temperatures between 20
and 300K [164]. Note that this material system is not a lattice-matched system.

(c) GaInPAs

The IR reflectivity spectra of GaxIn1�xPyAs1�y/InP have beenmeasured by several authors [3].
The optical constants in the reststrahlen region can be usually determined by using
Kramers�Kr€onig transformation or from the fit to an oscillator model. However, no detailed
reststrahlen parameters have been determined for GaxIn1�xPyAs1�y/InP. This is because many
IR studies were focused on multi-phonon behaviors (Section 4.2).

Figure 10.25 n(E) dispersion in the transparent region of AlxGa1�xAsySb1�y/InP with increments in
x of 0.1 at 300K, together with that for InP. The n(E) curves are calculated from the simplified interband-
transitionmodel [2]. The experimental data byBlum et al. [163] are represented by the solid circles (x¼ 0.1)
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Then(E)measurements in the transparent regionwere carriedout usingvarious techniques [3].
Accurateexperimentaldata relating totheoptionalcompositionofGaxIn1�xPyAs1�yare,however,
not yet available. Thus, some type of calculation is necessary. Different approaches have been
used to calculate the n(E) dispersion. Our calculated n(E) curves for InxGa1�xAsyP1�y=InP based
on the simplified interband-transition model [2] are presented in Figure 10.26.

Near-band-edge absorption in GaxIn1�xPyAs1�y/InP has been studied by many investiga-
tors [3]. The spectra depicted the sharp decline of a, common to the direct-band-gap
semiconductors. Since the experimental information seemed to be limited to narrow compo-
sition and wavelength ranges, Fiedler and Schlachetzki [165] calculated the absorption
coefficients for GaxIn1�xPyAs1�y using the extrapolation scheme.

The optical constants in the interband transition region of GaxIn1�xPyAs1�y/InP have been
studied using SE [3]. Kelso et al. [166] reported the room-temperature optical constants for
GaxIn1�xPyAs1�y/InPof target compositions y¼ 0–1.0 in steps of 0.2 at energiesE¼ 1.5–6.0 eV
measured by SE. The samples were grown by LPE with carrier concentrations in the
1016–1017 cm�3 range. The complex optical constants, «(E) and n�(E), obtained from this
study [3,166] are shown in Figure 10.27.

The n(E) data in the transparent region (l¼ 808, 850 and 980 nm) of GaxIn1�xPyAs1�y/
GaAs have been determined using variable-angle SE [167]. As expected, the nvalue decreased
with increasing E0, i.e. increasing y (Figure 6.44(a)).

(d) GaInAsSb

The IR reflectivity spectra for GaxIn1�xAsySb1�y/GaSb epilayers have been measured by
Mezerreg et al. [161] and Pickering [168]. The reststrahlen parameters obtainedwere presented
in tabular form [161]. Studies on GaxIn1�xAsySb1�y/InAs have also been undertaken by
Pickering [168].

Bi et al. [169] reported the IRabsorptionproperties ofMBE-grownGaxIn1�xAsySb1�y layers
on GaAs and GaSb substrates. They also obtained n(E) curves in the 600–3200 cm�1 range

Figure 10.26 n(E) dispersion in the transparent region of GaxIn1�xPyAs1�y/InP with increments in y of
0.1 at 300K. The n(E) curves are calculated from the simplified interband-transition model [2]
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with (x, y)¼ (0.734, 0.109) and (0.753, 0.093). These data agreed well with the theoretical
prediction by Adachi [2,170]. From the far-field patterns in a GaxIn1�xAsySb1�y=AlxGa1�xAsy
Sb1�y=GaSb double-heterostructure laser of lasing wavelength at 2.2mm, Loural et al. [171]
determined the active-layer n value to be 3.78. This value exactly agrees with the theoretical
prediction basedon the simplified interband-transitionmodel [2,170]. Figure 10.28shows then(E)
curves with x increments of 0.1 for (a) GaxIn1�xAsySb1�y/GaSb and (b) GaxIn1�xAsySb1�y/InAs
calculated from the simplified interband-transition model [2,170].
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Figure 10.27 Optical constants in the near-IR–UV region of GaxIn1�xPyAs1�y=InP at 300K. The
experimental data are taken from Adachi [3]

Figure 10.28 n(E) dispersion in the transparent region of (a) GaxIn1�xAsySb1�y=GaSb and (b) GaxIn1�x

AsySb1�y=InAs with increments in x of 0.1 at 300K. The n(E) curves are calculated from the simplified
interband-transition model [2,170]
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The high-energy endpoint on each curve in Figure 10.28 corresponds to the n value at the
band edge E0. A noticeable feature found in this figure is that these alloy systems show a
refractive-index anomaly, i.e. the smaller E0-gap material has a smaller refractive index.
Note that almost all III–V and II–VI semiconductor alloys, such as AlxGa1�xAs and
GaxIn1�xPyAs1�y, show no such anomalies in refractive-index (Figures 10.11 and 10.26).

10.4.3 (III, III, III)–VAlloy

(a) AlGaInP

The IR properties of (AlxGa1�x)0.53In0.47P/GaAs have been studied by Hofmann et al. using
far-IR SE [172]. They suggested that far-IR SE may be used to identify small degrees of long-
range ordering in this quaternary.

By fitting the SE n(E) data with the first-order Sellmeier equation, Adachi et al. [173]
determined a set of the dispersion parameters A, B and C in the transparent region of the
(AlxGa1�x)0.53In0.47P quaternary that can be written as (C in mm)

AðxÞ ¼ 5:38þ 2:16x ð10:11aÞ
BðxÞ ¼ 4:01�3:01x ð10:11bÞ

CðxÞ2 ¼ 0:184� 0:019xþ 0:024x2 ð10:11cÞ
As l ! ¥ in the fist-order Sellmeier equation, we obtain n(l ! ¥)2¼ «¥¼A þ B.

Figure 10.29 shows the n(E) dispersion with increments in x of 0.1 for (AlxGa1�x)0.53
In0.47P/GaAs calculated from the simplified interband-transition model [2]. The solid circles
represent the experimental data for x¼ 0, 0.42 and 1.0 obtained by Tanaka et al. [174].

Theopticalconstants in the interband transition regionof (AlxGa1�x)0.53In0.47P/GaAshavebeen
measured bySE [3]. Figure 10.30 shows the complex optical constants,«(E) andn�(E), taken from

Figure 10.29 n(E) dispersion in the transparent region of (AlxGa1�x)0.53In0.47P/GaAs with increments
in x of 0.1 at 300K, together with that for GaAs. The n(E) curves are calculated from the simplified
interband-transition model [2]. The solid circles represent the experimental data for x¼ 0, 0.42 and 1.0
reported by Tanaka et al. [174]
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Adachi [3].The twomajor featuresseen inFigure10.30aredue to theE1andE2CPsat�3.2–3.7 eV
and�4.8 eV, respectively.TheE1structuremoves towardhigherenergywith increasingx,while the
E2 structure does not perceptibly do so. The E1 þ D1 structure is not clearly discernible in
(AlxGa1�x)0.53In0.47P/GaAs. These spectra were fitted by the MDF very well [175,176].

(b) AlGaInAs

The n(E) dispersion in the transparent region and in the region a little above the E0 edge of
(AlxGa1�x)0.48In0.52As has been measured by several authors [3]. Figure 10.31 shows the
experimental n(E) data for (AlxGa1�x)0.48In0.52As/InP. These data are taken from Adachi [3].
Mondry et al. [82] modeled the experimental n(E) data with the first-order Sellmeier equation.
The heavy solid lines in Figure 10.31 represent the endpoint ternary data that they obtained.

The fundamental absorption edge in (AlxGa1�x)0.48In0.52As/InP has been measured by
Masu et al. [177]. The spectra showed a sharp decline in a(E), common to direct-band-gap
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semiconductor materials. Using LPE Swarup et al. [178] also measured the absorption spectra
of AlxGayIn1�x�yAs layers grown on the (111)As face of GaAs substrates.

The optical constants in the interband transition region of (AlxGa1�x)0.48In0.52As/InP have
been determined using SE [3]. The refractive indices in the wavelength range 1.0–1.9mm of
(AlxGa1�x)0.48In0.52As/InP have also been determined by SE [179]. The n(E) curves with
increments in x of 0.1 for (AlxGa1�x)0.48In0.52As/InP calculated from the simplified interband-
transition model [2] are shown in Figure 10.32.

10.4.4 III–(V, V, V) Alloy

A very limited number of reports are available for the optical properties of III–(V, V, V)
quaternaries. The IR reflectivity spectra for InPxAsySb1�x�y layers grown on (111)InAs have
been measured by Belov et al. [180]. The optical transmission measurements on LPE-grown
InPxAsySb1�x�y/InAs have also been carried out by Esina et al. [181]. Adachi [3] calculated the
n(E) dispersion in AlPxAsySb1�x�y, GaPxAsySb1�x�y and InPxAsySb1�x�y lattice-matched to
GaAs, InP or InAs with increments in x of 0.1 using the simplified interband-transition model.

10.5 II–VI SEMICONDUCTOR ALLOY

10.5.1 (II, II)–O Ternary Alloy

(a) BeZnO

Transmittancemeasurements onBexZn1�xO/sapphire samples havebeencarriedout [182,183].
Themeasured spectra are used to determine the composition dependence ofE0 (Figure 6.54(a)).

(b) MgZnO

The reststrahlen properties ofMgxZn1�xOhavebeen investigatedusing far-IR reflectivity [184]
and SE [185]. Variation in the optical phonon modes with x has been determined in the
hexagonal and cubic regions [185].

Figure 10.32 n(E) dispersion in the transparent region of (AlxGa1�x)0.48In0.52As/InP with increments
in x of 0.1 at 300K, together with that for InP. The n(E) curves are calculated from the simplified
interband-transition model [2,3]
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The n(E) dispersion inw-MgxZn1�xO has been determined for x in the hexagonal [186,187]
and cubic regions [188,189]. The n values obtained by Teng et al. [187] have been reproduced
in Figure 10.33. The thermo-optical coefficient dn/dT for c-MgxZn1�xO (0.57� x� 1.0) has
also been determined by Zhou et al. [190].

The absorption coefficient a(E) in the fundamental absorption edge of w-MgxZn1�xO has
been reported [187]. The pressure dependence of a(E) has also been reported [191].

The optical properties in the interband transition region of MgxZn1�xO have been
investigated using SE [186,192–194] and reflectivity [195]. The SE «(E) spectra for
w-MgxZn1�xO obtained by Kang et al. [192] have been reproduced in Figure 10.34. The
n¼ 1 excitonic peak can clearly be seen in the «(E) spectra. This is especially true for
samples with low x. The higher-lying CPs can also be identified at �7 and �9 eV for
x¼ 0–0.53 [193].

(c) ZnCdO

The optical absorption spectra a(E) in the fundamental absorption edge of CdxZn1�xO have
beenmeasured by several authors [196–199]. The datawere used to determine the composition
dependence of E0 (Figure 6.54(c)).

10.5.2 (II, II)–S Ternary Alloy

(a) MgZnS

The optical absorption in w-MgxZn1�xS has been measured for 0� x� 0.25 [200]. The
samples were grown on (0001)-sapphire substrates by PLD. The absorption edge showed
blueshift with increasing x (Figure 6.55(a)).

Figure 10.33 Ordinary-ray (no) and extraordinary-ray refractive-index spectra (ne) for w-MgxZn1�xO
at 300K, together with that for c-MgO. [Reprinted with permission from C. W. Teng et al., Appl. Phys.
Lett. 76, 979 (2000). Copyright (2000), American Institute of Physics]
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(b) ZnCdS

Transmittance and reflectance measurements in the reststrahlen region of w-ZnxCd1�xS
have been carried out by Lisitsa et al. [201]. The n(E) dispersion in c-ZnxCd1�xS has also
been studied by reflectivity measurements [202]. These results are reproduced in Figure 10.35.

Optical absorption a(E) in the fundamental absorption edge of w-CdxZn1�xS has been
measuredat77and150K[203].Thesamplesweregrownbyasublimationmethod.Thepressure
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Figure 10.34 «(E) spectra for w-MgxZn1�xO at 300K. [Reprinted with permission from Solid State
Commun., Spectroscopic ellipsometry study of Zn1–xMgxO thin films deposited on Al2O3(0001) by J. H.
Kang, Y. R. Park and K. J. Kim, 115, 127–130. Copyright (2000), Elsevier]

Figure 10.35 n(E) dispersion in the transparent region of c-ZnxCd1�xS at 300K. The dashed curves
correspond to x¼ 0.83, 0.91, 0.95 and 0.983 from right to left. [From P. Chen et al., Semicond. Sci.
Technol. 13, 1439 (1998), Copyright (1998) Institute of Physics]
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dependence of the fundamental absorption edge has also beenmeasured on chemical-transport-
grown w-CdxZn1�xS layers up to their respective phase transition [204].

10.5.3 (II, II)–Se Ternary Alloy

(a) BeZnSe

The n(E) dispersion in c-BexZn1�xSe layers grown on GaAs substrates by MBE has been
measured using a prism coupler technique [205]. The data were fitted to the Sellmeier
dispersion equation. These results are shown in Figure 10.36, together with the n(E) dispersion
in ZnSe (x¼ 0) [3].

The optical properties of c-BexZn1�xSe have been studied using SE in the spectral ranges
2.5–29 eV [206], 1.5–6.0 eV [207] and 1.25�5.0 eV [208]. The SE «2(E) spectra for
c-BexZn1�xSe with 0� x� 1.0 and E¼ 2.5�9 eV [206] are reproduced in Figure 10.37. The
veryweakstructuresdue to theZn3d transitionswere identified in the spectral regionabove10 eV.

(b) BeCdSe

SE was used to obtain the «(E) spectra in the range of 0.75�6.5 eV for w-BexCd1�xSe with
x¼ 0.075 [209,210]. The E0, E1 and E2 CPs were identified at�2,�4 and�6 eV, respectively.
The alloys at x� 0.1 were also grown, but they exhibited chemical instability.

(c) MgZnSe

The n(E) dispersion in c-MgxZn1�xSe layers grown on GaAs(100) and silica glasses by MBE
has been measured by Peiris et al. [211] and Derkowska et al. [212], respectively. Peiris
et al. [211] reported the first-order Sellmeier constants as a function of x. The n(E) dispersion
calculated using these constants, together with the experimental n(E) data for ZnSe (x¼ 0) [3]
are shown in Figure 10.38. The bold solid line is also obtained from the first-order Sellmeier
parameters for ZnSe [213].

The absorption coefficients a(E) in the fundamental absorption edge of MBE-grown
c-MgxZn1�xSe/GaAs layers (0� x� 0.36) have been measured at 2K by W€orz et al. [214].
These results have been reproduced in Figure 10.39. The E0 and E0 þ D0 excitons can be
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Figure 10.36 n(E) dispersion in the transparent region of c-BexZn1�xSe with increments in x of 0.1 at
300K. The n(E) curves are calculated from the first-order Sellmeier parameters reported by Peiris
et al. [205]. The ZnSe data are taken from Adachi [3]
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clearly detected for x up to 0.28. The difference between the n¼ 1 (1s) and 2 (2s) excitons yields
the Rydberg energy

Ry* ¼ 4

3
ðE1s�E2sÞ ð10:12Þ

Figure 10.37 «2(E) spectra for c-BexZn1�xSe at 300K. [Reproduced with permission from
K. Wilmers et al., J. Electron. Mater. 28, 670–677 (1999), Copyright (1999) Springer Science and
Business Media]
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Figure 10.38 n(E) dispersion in the transparent region of c-MgxZn1�xSe with increments in x of 0.1 at
300K. The n(E) curves are calculated from the first-order Sellmeier parameters reported by Peiris
et al. [211]. The bold solid line (ZnSe) is also calculated from the first-order Sellmeier parameters
reported by Adachi [213]. The ZnSe data are taken from Adachi [3] (solid circles)
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which in this case, is equal to the exciton binding energy G. The composition dependence
obtained by W€orz et al. [214] can be written as G¼ (20	 0.2) þ (37.5	 7)x meV.

The optical properties in the interband transition region of c-MgxZn1�xSe have been studied
using SE [207,215]. The SE data analysis suggested that increasing x leads to a gradual increase
in the E0/(E0 þ D0) and E1/(E1 þ D1) CP energies.

(d) MgCdSe

The optical properties ofw-MgxCd1�xSe (0� x� 0.46)were investigated by optical absorption
measurements at 300K [216]. SE was also used to obtain the «(E) spectra for w-MgxCd1�xSe
in the range of 0.75�6.5 eV with x¼ 0.15 and 0.29 [210] and in the range of 1.25�4.5 eV with
x¼ 0�0.40 [217].

(e) ZnCdSe

The n(E) dispersion in c-ZnxCd1�xSe has been measured by Peiris et al. [211,218]. These
authors reported the first-order Sellmeier parameters as a function of x [211]. The n(E)
dispersion calculated using these parameters are shown in Figure 10.40, together with the
experimental ZnSe data [3]. The bold solid line also represents the first-order Sellmeier
parameters for ZnSe obtained byAdachi [213]. A temperature shift ofDn/DT¼ 1.0� 10�4K�1

(T¼ 50–300K) has also been reported by analyzing laser emission wavelengths from a
ZnxCd1�xSe-based distributed feedback laser [219].

SE has been used to study the optical properties of c-ZnxCd1�xSe by several groups [220–
223]. The samples used in these studies were epitaxial films grown by MBE on GaAs with
x¼ 0–1.0 [220], 0.75–1.0 [221] and 0.66–1.0 [222] and on InP with x¼ 0.53 [223].

Figure 10.39 a(E) spectra in the fundamental absorption edge of MBE-grown c-MgxZn1�xSe/GaAs
layers (0� x� 0.36) at 2K. [Reprinted with permission from M. W€orz et al., Phys. Status Solidi B 202,
805 (1997), Copyright (1997) Wiley–VCH]
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Suzuki and Adachi [224] used the MDF calculation to obtain a closed analytic formula
for the optical constants of c-ZnxCd1�xSe as a function of x. Figure 10.41 shows the MDF-
calculated n(E) spectra in the region below and above the E0/(E0 þ D0) edge of c-ZnxCd1�xSe
with increments in x of 0.2 [224]. The solid and open circles represent the experimental data
taken from Adachi [3] (ZnSe) and Holden et al. [223] (Zn0.53Cd0.47Se), respectively.

(f) CdHgSe

IR reflectivity spectra of c-CdxHg1�xSe (x¼ 0–0.32) have been reported by Kumazaki
et al. [225]. They found that the measured reflectivity can be explained by the dynamic
dielectric function constructed as the sumof the interband, intraband and phonon contributions.
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Figure 10.40 n(E) dispersion in the transparent region of c-ZnxCd1�xSe with increments in x of 0.1 at
300K. The n(E) curves are calculated from the first-order Sellmeier parameters reported by Peiris
et al. [211]. The bold solid line (ZnSe) is also calculated from the first-order Sellmeier parameters
reported by Adachi [213]. The c-CdSe (x¼ 0) and ZnSe (x¼ 1.0) data are taken from Adachi [3]

Figure 10.41 Theoretical n(E) spectra in the region below and above the E0/(E0 þ D0) edge of c-Znx
Cd1�xSe with increments in x of 0.2 at 300K. The black and gray circles represent the experimental data
for ZnSe and Zn0.53Cd0.47Se, respectively. [Reprinted with permission from K. Suzuki and S. Adachi,
J. Appl. Phys. 83, 1018 (1998). Copyright (1998), American Institute of Physics]
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The temperatureandcompositiondependenceofn in the transparent regionofc-CdxHg1�xSe
has been determined by means of a fringe-spacing analysis [226]. The optical absorption
properties near the fundamental absorption edge of c- and w-CdxHg1�xSe have also been
reported [226–229].

The fundamental reflectivity spectra for c-CdxHg1�xSe have been measured [230]. The SE
«(E) spectra for c-CdxHg1�xSe (x¼ 0–0.3) have also beenmeasured in the 1.7–5.6 eV region at
300K [231].

10.5.4 (II, II)–Te Ternary Alloy

(a) BeZnTe

The optical properties in the interband transition region of BexZn1�xTe have been investigated
using reflectivity [232]. The x dependence of E0 has been determined from this study. SE has
also been used to measure «2(E) in BexZn1�xTe [233–235].

(b) MgZnTe

The n(E) dispersion in c-MgxZn1�xTe layers (0� x� 0.67) grown on GaAs(100) by MBE has
been determined from reflectivitymeasurements [236]. Figure 10.42 shows the n(E) dispersion
calculated using first-order Sellmeier parameters [236], together with the experimental ZnTe
data [3]. The bold solid line (ZnTe) has also been calculated using first-order Sellmeier
parameters [213].

The optical absorption coefficients a(E) in the fundamental absorption edge of bulk
c-MgxZn1�xT crystals (0� x� 0.48) grown by the Bridgman method have been measured
at 4.2K [237]. These results have been reproduced in Figure 10.43. The n¼ 1 (1s) excitonic
peak can be clearly seen at the E0 edge of each sample.

SE measurements have been carried out on MBE-grown c-ZnxCd1�xSe/GaAs(100) layers
(0� x� 0.52) [238]. The composition dependence of the excitonic E0, E0 þ D0 and E2 gaps
has been determined in this study.
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Figure 10.42 n(E) dispersion in the transparent region of c-MgxZn1�xTe with increments in x of 0.1 at
300K. The n(E) curves are calculated from the first-order Sellmeier parameters reported by Liu
et al. [236]. The bold solid line (ZnTe) is also calculated from the first-order Sellmeier parameters
reported by Adachi [213]. The experimental data are taken from Adachi [3] (solid circles)
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(c) MgCdTe

The IR reflectivity spectra for c-MgxCd1�xTewith x¼ 0�0.6 have been measured in the range
of 100–500 cm�1 at 300K [239]. The n(E) dispersion in c-MgxCd1�xTe has also beenmeasured
at 4K by Andr�e and Dang [240], at 77 and 300K by Lugauer et al. [241] and at 300K by
Luttmann et al. [242]. Figure 10.44 shows the n(E) spectra calculated from first-order
Sellmeier parameters by Luttmann et al. [242], together with the experimental CdTe n(E)
data taken from Adachi [3].

SE measurements have been performed to determine the «(E) spectra for c-MgxCd1�xTe
[242–244]. The composition-dependent higher-order CPs, such as E1, E1 þ D1 and E2, have
been determined from these «(E) spectra.

(d) ZnCdTe

The IR reflectivity in the reststrahlen region of ZnxCd1�xTe has been measured by several
authors [245–248]. The n(E) dispersion in ZnxCd1�xTe has also been measured at room
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Figure 10.44 n(E) dispersion in the transparent region of c-MgxZn1�xTe with increments in x of 0.1 at
300K. The n(E) curves are calculated from the first-order Sellmeier parameters reported by Luttmann
et al. [242]. The experimental CdTe data are taken from Adachi [3]

Figure 10.43 a(E) spectra in the fundamental absorption edge of c-MgxZn1�xTe (0� x� 0.48) at 4.2K.
[Reprinted with permission from S.-J. Chung et al., J. Phys. Chem. Solids 60, 799–805 (1999), Copyright
(1999) Elsevier]
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temperature in the 1.1–2.5 eV range by Adachi and Kimura [249]. The samples used by these
authors were grown by the conventional Bridgman method. These results have been repro-
duced in Figure 10.45.

The optical absorption spectra in the near-IR and mid-IR regions of ZnxCd1�xTe have been
measured at 300K [250–252] and at 2K [252]. The absorption coefficients a(E) are found to
exhibit an exponential dependence on E according to the Urbach rule [251].

The room-temperature reflectivity spectra in the interband transition region of ZnxCd1�xTe
have been measured by several authors [253–256]. The R(E) spectra revealed the higher-
lying CPs, E0, E1, E1 þ D1, etc. The optical properties in the interband transition region of
ZnxCd1�xTe have also been investigated using SE [257–260]. The n(E) and k(E) spectra
obtained by Adachi and Kimura have been reproduced in Figure 10.46 [257]. These spectra
were parameterized to enable the calculation of the optical response in a ZnxCd1�xTe alloy
having an arbitrary composition x and photon energy E.
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Figure 10.45 n(E) dispersion in the transparent region of ZnxCd1�xTe at 300K. The n(E) curves are
calculated from the first-order Sellmeier parameters [249]. The open circles represent the CdTe (x¼ 0)
and ZnTe (x¼ 1.0) data taken from Adachi [3]

Figure 10.46 n(E) and k(E) spectra for ZnxCd1�xTewith x¼ 0, 0.3, 0.5, 0.8 and 1.0 at 300K. [Reprinted
with permission from Jpn. J. Appl. Phys., Optical constants of Zn1�xCdxTe ternary alloys: Experiment
and modeling by S. Adachi and T. Kimura, 32, 3496. Copyright (1993), Institute of Pure and Applied
Physics]
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(e) ZnHgTe

The IR optical properties of ZnxHg1�xTe have been studied by a number of authors [261–264].
The absorption coefficients a(E) in the fundamental absorption edge of ZnxHg1�xTe have also
been measured by several authors [264–266]. SE has been carried out on ZnxHg1�xTe in the
range between 0.75 and 5.7 eV by Castaing et al. [267].

(f) CdHgTe

The optical properties in the reststrahlen region of CdxHg1�xTe have been investigated by a
number of groups [263,268–271]. The a(E) spectra in the IR region have also been measured
by a number of authors [272–278]. An empirical formula for the intrinsic optical absorption
coefficient in the Kane region is given by Chu et al. [279].

The n(E) dispersion in CdxHg1�xTe has been measured at different temperatures from 77
up to 350K [273,275,280,281]. Figure 10.47 shows the results obtained by Ku�cera [280].
Liu et al. [281] also obtained n(l, T) from transmittance interference spacing

nðl; TÞ2 ¼ Aþ B

1�ðC=lÞ2 þDl2 ð10:13Þ

wherel is thewavelength andA,B,C andD are fitting parameters which varywith composition
x and temperature T. This formula can be used for x¼ 0.200–0.443 at T¼ 4.2–300K. The
formula can also be usedwith x� 0.540 at different temperatures andwith x¼ 0.54–1.0 at room
temperature.

The fundamental reflectivity spectra in the interband transition region of CdxHg1�xTe have
been measured at 315K by Gałązka and Kisiel [282] and at 115–300K by Rodzik and
Kisiel [283]. The optical properties of CdxHg1�xTe have also been studied using SE in the
1.8–5.5 eV spectral region by Vi~na et al. [284] and in the 1.5–6.0 eV region by Arwin and
Aspnes [285]. The dependence of «(E) on T has been discussed by Kim and Sivananthan [286]
and Johs et al. [287].

Figure 10.47 n(E) dispersion in CdxHg1�xTe with x¼ 0.180–1.000 at 300K. [Reprinted with permis-
sion from Z. Ku�cera, Phys. Status Solidi A 100, 659–665 (1987), Copyright (1987) Wiley–VCH]
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10.5.5 Zn–(VI, VI) Ternary Alloy

(a) ZnOS

A series of w-ZnOxS1�x films with 0� x� 1.0 were deposited by rf reactive sputtering on
different substrates [288] and the composition dependence of E0 was then determined from
optical transmission measurements (Figure 6.59(a)).

(b) ZnSSe

The IR reflectivity and absorption in c-ZnSxSe1�x have been measured by several authors
[289,290]. The n(E) and k(E) curves for c-ZnSxSe1�x have also been determined from optical
transmittance measurements [291]. Ozaki and Adachi [292] carried out MDF analysis to
obtain a closed analytic formula for the optical constants of c-ZnSxSe1�x as a function of x.
Figure 10.48 shows the MDF-calculated n(E) dispersion in the E0/(E0 þ D0) region of
c-ZnSxSe1�x with increments in x of 0.1 [292].

The low-temperature absorption coefficients a(E) in the E0 region of MOCVD-grown
c-ZnSxSe1�x layers were measured by Gebhard and Sch€otz [293]. The hydrostatic-pressure
dependent a(E) spectra were also reported by the same authors [294].

The room-temperature R(E) spectra in the interband transition region of c-ZnSxSe1�x were
measured by Ebina et al. [295]. Several peaks related to the higher-lying CPs were determined
as a function of x. The R values (�0.3) are, however, considerably smaller than those obtained
by Ozaki and Adachi [292], suggesting that the sample surfaces used by Ebina et al. were of
poorer quality.

Jans et al. [221] carried out SE measurements onMBE-grown c-ZnSxSe1�x/GaAs samples.
They reported only the «(E) spectrum for ZnS0.15Se0.85. Ozaki and Adachi [292] presented the
MDF-calculated «(E) spectra in the 1�6 eV region of c-ZnSxSe1�xwith increments in x of 0.2.

(c) ZnSTe

A strongly nonlinear pressure dependence of the band gaps and large downward shifts of
the CB edges as a function of x in c-ZnSxTe1�x has been found from optical transmittance

Figure 10.48 n(E) dispersion in the transparent region of c-ZnSxSe1�x with increments in x of 0.1 at
300K. The n(E) curves are obtained from theMDF calculation. [Reprintedwith permission fromS.Ozaki
and S. Adachi, J. Appl. Phys. 75, 7470 (1994). Copyright (1994), American Institute of Physics]
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data [296] (Figure 6.59(c)). SE has also been used to determine the «(E) spectra in the
1.5–6.0 eV region of c-ZnSxTe1�x films deposited by hot-wall epitaxy [297].

(d) ZnSeTe

The optical properties in the reststrahlen region of ZnSexTe1�x have been measured by several
authors [298,299]. A series of ZnSexTe1�x films with 0� x� 1.0 were grown on GaAs(100)
substrates by MBE to determine the x dependence of n(E) [300]. Ozaki and Adachi [301] used
theMDFmethod to obtain a closed analytic formula for the optical constants of ZnSexTe1�x as
a function of x. Figure 10.49 shows the MDF-calculated n(E) dispersion in the E0/(E0 þ D0)
region of ZnSexTe1�x with increments in x of 0.1 [301].

The hydrostatic-pressure dependent a(E) spectra were measured by Wu et al. [302]. The
first- and second-order pressure coefficients of the fundamental absorption edge were deter-
mined as a function of x.

The fundamental reflectivity spectra in the interband transition region of ZnSexTe1�x were
measured at 300KbyEbina et al. [303]. TheCP energies, such asE0,E0 þ D0,E1,E1 þ D1 and
E2, were determined as a function of x. It should be noted however, that the R values (�0.4)
obtainedwere considerably smaller than those reported byOzaki andAdachi [301], suggesting
that Ebina et al. had used sample surfaces of inferior quality [303]. Ozaki andAdachi [301] also
reported theMDF-calculated «(E) spectra in the 1–6 eV region of ZnSexTe1�xwith increments
in x of 0.1.

10.5.6 Cd–(VI, VI) Ternary Alloy

(a) CdSSe

The optical properties in the reststrahlen region ofw-CdSxSe1�x have been studied by several
authors [304–307]. The n(E) dispersion in the transparent region of w-CdSxSe1�x has
been measured with 0� x� 1.0 in the temperature range between 100 and 600 K by

Figure 10.49 n(E) dispersion in the transparent region of ZnSexTe1�x with increments in x of 0.1 at
300K. The n(E) curves are obtained from the MDF calculation. [Reprinted with permission from Jpn. J.
Appl. Phys., Optical constants of ZnSexTe1�x ternary alloys by S. Ozaki and S. Adachi, 32, 2620–2625.
Copyright (1993), Japanese Society of Applied Physics]
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Lisitsa et al. [308]. These authors presented the results in a variety of graphical and tabular
forms. The n(E) data at 300K have been reproduced in Figure 10.50. The natural birefrin-
gence ne(E ||c) > no(E?c) is evident for all samples investigated. Femtosecond time-resolved
refractive-index changes in CdS0.75Se0.25 and CdS have also been measured using a
pump–probe deflection technique [309]. The n(E) curves for polycrystalline CdSxSe1�x

films deposited on quartz substrates by pulsed-laser ablation technique have also been
reported [310].

The a(E) spectra in the E0 region of w-CdSxSe1�x have been measured for polarizations
E?c and E ||c [311]. The a(E) spectra for polycrystalline CdSxSe1�x samples have also been
reported [310].

The UV reflectivity of w-CdSxSe1�x single crystals has been investigated at 90K using
linearly polarized light [312]. The x-dependent CPs, such asE1,E

0
0,E2 andE

0
1, were determined

and correlated with the electronic dipole transitions in the BZ.

(b) CdSTe

Long-wavelength IR spectroscopy has been used to study the lattice vibrations in CdSxTe1�x

[313]. The sphalerite–wurtzite phase transition is found to occur in the x¼ 0.20–0.25 range.
The optical constants, n and a, of flash-evaporated CdSxTe1�x films with 0� x� 1.0 have

been determined from reflectance and transmittance measurements [314]. As expected, the
n value at l¼ 2mm decreased with increasing x. Thin films of polycrystalline CdSxTe1�x

(0� x� 1.0) have also been prepared by vacuum evaporation. The complex refractive indices
n� ¼ n þ ik for these films have been determined in the wavelength range of 250–3200 nm
from reflectance and transmittance measurements [315].

SE has been used to determine the optical constants in the IR–UV spectral region of
polycrystalline CdSxTe1�x films (0� x� x1.0) grown on borosilicate glasses by PLD [316].
A modified MDF is used to analyze the measured SE spectra.

Figure 10.50 n(E) dispersion in the transparent region ofw-CdSxSe1�xwith x¼ 0, 0.36, 0.58, 0.79, 0.92
and 1.00 at 300K. The solid and open symbols correspond to those forE?c (no) andE||c (ne), respectively.
[Reprinted with permission from M. P. Lisitsa, L. F. Gudymenko, V. N. Malinko, and S. F. Terekhova,
Phys. Status Solidi 31, 389 (1969), Copyright (1969) Wiley–VCH]
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(c) CdSeTe

The IR reflectivity for Bridgman-grown CdSxSe1�x (0� x� x1.0) was investigated by several
authors [317,318]. The composition dependence of the phonon frequencies did not show any
discontinuity when the crystal structure changed from zinc-blende to wurtzite. More recently,
Feng et al. [319] undertook IR reflectivity studies on CdSxSe1�x (x� 0.36). The samples used
were grown by the Bridgman method and were single crystals with the zinc-blende structure.
Optical constants, such as n and a, for CdSxSe1�x in the limited composition ranges have also
been reported [320–322].

10.5.7 (II, II)–(VI, VI) Quaternary Alloy

(a) MgZnSSe

The n(E) dispersion in MgxZn1�xSySe1�y/GaAs has been measured by several authors [323–
325]. These data showed that the smaller E0-gap material has a larger n value, as in many
tetrahedral semiconductor alloys. The optical absorption in the fundamental absorption edge
of MgxZn1�xSySe1�y/GaAs has also been measured by Lunz et al. [325].

SE has been used to determine the temperature dependence of E0 from 300K to growth
temperature in alloy compositions used in cladding layers and waveguides for blue–green
light-emitting devices [326].

(b) MgZnSeTe

The refractive index n at l¼ 600 nm for MgxZn1�xSeyTe1�y/InP has been measured by
Naniwae et al. [327]. The n value decreased almost linearly as the Mg content x increased
in accordance with n¼ 2.99–1.09x. The pressure-dependent absorption coefficients a(E) for
MgxZn1�xSeyTe1�y have also beenmeasured to investigate the band anticrossing effects [328],
as popularly observed in dilute-nitride III–V alloys.

10.5.8 (II, II, II)–VI Quaternary Alloy

(a) BeMgZnSe

The n(E) dispersion in BexMgyZn1�x�ySe/GaP has been measured at 300K using SE [329].
The n value at l¼ 370 nm decreased almost linearly as the alloy E0 value increased in
accordance with n¼ 4.61–0.49E0. SE has also been used to determine the composition
dependence of CPs in BexMgyZn1�x�ySe/GaAs [330].

(b) BeZnCdSe

SEhas been used to characterize bulkBexZnyCd1�x�ySe grown by theBridgmanmethod [331].
The first-order Sellmeier equation is used to model the experimental n(E) data in the
transparent region of the bulk alloys.

(c) MgZnCdSe

The n(E) dispersion in the transparent region of MgxZnyCd1�x�ySe/InP has been measured by
Morita et al. [332] andGuo et al. [333]. The experimental n(E) data obtained byGuo et al. [333]
have been reproduced in Figure 10.51. These data were obtained using a prism coupler
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technique. Peiris et al. [334] also reported the refractive-index step Dn between
MgxZnyCd1�x�ySe and ZnxCd1�xSe at l¼ 632.8 nm.
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11 Elasto-optic, Electro-optic
andNonlinearOptical Properties

11.1 ELASTO-OPTIC EFFECT

11.1.1 Group-IV Semiconductor Alloy

Data relating to elasto-optic behavior plays an important role not only in the design of
elasto-optic devices, such as light modulators, deflectors and switches, but also in the
analysis of lattice-mismatched semiconductor heterostructures. Photoelasticity is depen-
dent on wavelength [1–4]. The photoelastic coefficient in 6H-SiC has been measured by
Geidur [5]. Since the fundamental absorption edge of 6H-SiC is an indirect band gap, its
contribution to the photoelasticity is negligibly small. Neither theoretical nor experimental
studies relating to photoelasticity have been carried out on any group-IV semiconductor
alloy.

11.1.2 III–V Semiconductor Alloy

A method for calculating the photoelastic coefficients in III–V semiconductors has been
described byAdachi and Oe [6]. This modelwas applied to AlxGa1�xAs andGaxIn1�xPyAs1�y/
InP. The photoelastic coefficientape for AlxGa1�xAs underX||[100] stress has been reproduced
in Figure 11.1. The black and gray circles correspond to the experimental data for GaAs (x¼ 0)
and Al0.5Ga0.5As, respectively. The definition of ape can be found in Adachi [1].

More recently, Kikkarin et al. [7] have calculated the spectral dependence of the photo-
elastic constants, p11, p12 and p44, for AlxGa1�xAs with x up to 0.3. They also discussed the
acousto-optic interaction in AlxGa1�xAs/GaAs waveguides.

11.1.3 II–VI Semiconductor Alloy

The photoelastic constants pij can be determined from the Brillouin scattering cross-
sections [1]. Ziobrowski et al. [8] used Brillouin scattering on BexZn1�xSe and obtained pij
at l¼ 488 nm (0� x� 0.25). Adachi and Hamaguchi [9] carried out resonant Brillouin
scattering measurements on ZnxCd1�xTe and obtained the spectral dependence of p44 for
x¼ 0.65 and 0.80. The data suggest that the sign for p44 in ZnxCd1�xTe is negative in the region
remote from theE0 edge and becomes positivewhen thewavelength approaches the band edge,
as in ZnTe and CdTe [4].

Properties of Semiconductor Alloys: Group-IV, III–V and II–VI Semiconductors    Sadao Adachi
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11.2 LINEAR ELECTRO-OPTIC CONSTANT

11.2.1 Group-IV Semiconductor Alloy

Principally, the diamond lattice shows no linear electro-optic effect [1]. The linear electro-optic
constant r41 for 3C-SiC has been reported to be�2.7� 0.5 pm/Vat l¼ 632.8 nm [10]. There is
an ordered alloy phase in SixGe1�x (Section 1.3.2) and this phase will exhibit a linear electro-
optic effect [11], but no data are available at present.

11.2.2 III–V Semiconductor Alloy

The linear electro-optic effect in AlxGa1�xAs has been studied by Glick et al. [12]. They
measured the electro-optic phase difference in an Al0.17Ga0.83As waveguide and determined
r41 at l¼ 1.1523mm, as shown in Table 11.1.

Bach et al. [13] havemeasured r41 for GaxIn1�xPyAs1�y/InP (y¼ 0.20 and 0.34). The values
they obtained are summarized in Table 11.1. Figure 11.2 also shows the theoretical r41
dispersion obtained by Adachi and Oe [14], together with the data produced by Bach et al.
(y¼ 0.34) [13]. It can be seen that the theoretical r41 curve shows strong dispersion near E0

(l�1.1mm). This curve was obtained from an electric-field-induced modulation of the
electronic energy-band structure.

11.2.3 II–VI Semiconductor Alloy

The linear electro-optic constant r41 at l¼ 1.5mm of Bridgman-grown Zn0.1Cd0.9Te has been
measured by Zappettini et al. [15] (see Table 11.1). The implementation of a Zn0.1Cd0.9Te-
based electro-optic switch which reaches �30 dB of extinction ratio and sub millisecond
response time has also been presented by the same authors.

Figure 11.1 Photoelastic coefficientape for AlxGa1�xAswith increments in x of 0.2. The black and gray
circles correspond to the experimental data for GaAs (x¼ 0) and Al0.5Ga0.5As, respectively. [Reprinted
with permission from S. Adachi and K. Oe, J. Appl. Phys. 54, 6620 (1983). Copyright (1983), American
Institute of Physics]
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The electro-optic constants rij of w-CdSxSe1�x have been measured by several authors
[16,17]. The results obtained byBaldassarre et al. [16] are r13¼�1.5 pm/Vand r33¼ 2.4 pm/V
at l¼ 632.8 nm for x¼ 0.75. More recently, Bini and Razzetti [17] reported the unclamped
electro-optic constant

rTc ¼ rT13�
no
ne

� �3

rT33 ð11:1Þ

to be 5.81� 0.03 pm/V for x¼ 0.5, where no and ne are, respectively, the ordinary and
extraordinary refractive indices and rTij is the unclamped electro-optic tensor component [14].
These authors also obtained rTc ¼ 6:45� 0:03 pm=V for w-CdS and 7.23� 0.04 pm/V for

Figure 11.2 Theoretical r41 and R11�R12 curves along with the experimental data of Bach et al. [13] for
GaxIn1�xPyAs1�y/InPwith y¼ 0.34. [Reprinted with permission from S. Adachi andK. Oe, J. Appl. Phys.
56, 1499 (1984). Copyright (1984), American Institute of Physics]

Table 11.1 Linear electro-optic constant r41 for some III–V and II–VI semiconductor alloys.
S¼ clamped value

System Alloy x (y) r41 (pm/V) l (mm) Comments

III–V AlxGa1�xAs 0 �1.80a 10.6 S
0.17 �1.43b 1.1523

GaxIn1�xPyAs1�y/InP 0.20 (y) �1.34c 1.32
0.34 (y) �1.43c 1.25
0.34 (y) �1.44c 1.32
1.00 (y) �1.68a 1.50 S

II–VI ZnxCd1�xTe 0 4.1a 10.6 S (|r41|)
0.1 4.3d 1.5 S (|r41|)
1.0 3.9a 10.6 S (|r41|)

aS. Adachi, Properties of Group-IV, III–V and II–VI Semiconductors. John Wiley & Sons, Ltd, Chichester, 2005
bM. Glick et al., J. Appl. Phys. 63, 5877 (1988)
cH. G. Bach et al., Appl. Phys. Lett. 42, 692 (1983)
dA. Zappettini et al., J. Electron. Mater. 30, 743 (2001)
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w-CdSe. A smaller alloy value than those of the endpoint binaries is considered to be due to the
microscopic strains present in the alloy.

11.3 QUADRATIC ELECTRO-OPTIC CONSTANT

11.3.1 Group-IV Semiconductor Alloy

No detailed data are available for group-IV semiconductor alloys.

11.3.2 III–V Semiconductor Alloy

Bach et al. [13] have studied the quadratic electro-optic effect in GaxIn1�xPyAs1�y/InP
double-heterostructure waveguides. They obtained the quadratic electro-optic constants
R11�R12¼�0.8� 10�20m2/V2 at l¼ 1.32 mm for y¼ 0.20 and R11�R12¼� 5.8� 10�20

(�3.1� 10�20) m2/V2 at l¼ 1.25 (1.32) mm for y¼ 0.35. These results (y¼ 0.35) are shown
in Figure 11.2, together with the theoreticalR11�R12 values calculated byAdachi andOe [18].
It can be seen that the quadratic electro-optic constant R11�R12 shows very strong dispersion
compared with the linear electro-optic constant (r41).

11.3.3 II–VI Semiconductor Alloy

No detailed data are available for II–VI semiconductor alloys.

11.4 FRANZ–KELDYSH EFFECT

11.4.1 Group-IV Semiconductor Alloy

Although the Franz–Keldysh effect in the indirect absorption edge of SiC has been dis-
cussed [19], no detailed data are available for group-IV semiconductor alloys.

11.4.2 III–V Semiconductor Alloy

To our knowledge, there have been no publications relating to the direct measurement of
the absorption edge shift in AlxGa1�xAs under an applied electric field. The Franz–Keldysh
effect in GaxIn1�xPyAs1�y/InP has been studied experimentally by several authors [13,20–22].
The change in the optical absorption coefficient Da observed in InP/GaInPAs/InP p-i-n double
heterostructures [22] is found to be comparable with that obtained from the quantum-confined
Stark effect (�10�3 cm�1).

11.4.3 II–VI Semiconductor Alloy

Samuel et al. [23] measured the absorption coefficients near the fundamental absorption edge
of ZnxCd1�xSe and CdSxSe1�x. They found that most of the results can be explained by the
Dow–Redfield theory of the internal Franz–Keldysh effect. An enhancement of the two-photon

360 PROPERTIES OF SEMICONDUCTOR ALLOYS



absorption coefficient has also been observed to occur in the space charge region of the
CdxHg1�xTe p-n junction, which can be attributed to the Franz–Keldysh effect induced by the
built-in electric field [24].

11.5 NONLINEAR OPTICAL CONSTANT

11.5.1 Group-IV semiconductor alloy

The independent non-vanishing tensor elements of the nonlinear optical constants for
semiconductors of certain symmetry classes are given in [1]. Principally, the diamond lattice
does not show a second-order nonlinear optical effect [1]. No detailed data are available on the
third-order nonlinear optical constants for group-IV semiconductor alloys.

11.5.2 III–V semiconductor alloy

The second-order nonlinear optical susceptibilities for w-AlxGa1�xN with 0� x� 0.666 have
been measured by Sanford et al. [25]. These authors determined the nonlinear optical
susceptibility constants d31 and d33 at l¼ 1.064mm as a function of x under the assumption
of d31¼ d15. These results are shown in Figure 11.3(a), together with the endpoint data taken
from Adachi [1]. The nonlinear susceptibility constant d31 decreases almost linearly with
increasing x, while d33 largely scatters.

The nonlinear optical susceptibility d14 at l¼ 1.064 mm in AlxGa1�xAs has been measured
using a reflected second harmonicsmethod byOhashi et al. [26]. They reported themagnitudes
of d14 relative to GaAs over the whole alloy range 0� x� 1.0. These results are shown in
Figure 11.3(b). The GaAs and AlAs d14 values in Adachi [3] are in the ranges 119–170 and
32 pm/V, respectively.
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Figure 11.3 Second-order nonlinear optical susceptibility constants dij in (a) w-AlxGa1�xN,
(b) AlxGa1�xAs and (c) ZnxCd1�xTe. The experimental data in (a) are taken from Adachi [1] and
Sanford et al. [25], in (b) from Ohashi et al. [26] and in (c) from Adachi [4] (open circles) and Zappettini
et al. [31] (solid circles)
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The third-order nonlinear susceptibility |x(3)| in GaxIn1�xPyAs1�y/InP (lg� 1.5 mm) has
been determined using a forward degenerate four-wave mixing method [27]. The |x(3)| value
obtained was �3.8� 10�3 esu.

The two-photon absorption coefficient b has been discussed both theoretically and
experimentally for non-alloyed group-IV, III–Vand II–VI semiconductors [1]. Krishnamurthy
et al. [28] showed that theoretically, b can be increased or decreased by adding In or Al to the
GaN compound. Experimentally, Villeneuve et al. [29] obtained the spectral dependence of
b near half the band gap of Al0.18Ga0.82As. The b increased with decreasing wavelength
l (�0.05 cm/GW at l¼ 1.65mm and �1.2 cm/GW at l� 1.49 cm/GW). The three-photon
absorption coefficienta inAl0.18Ga0.82Aswas alsomeasured for photon energies between one-
half and one-third the band gap byKang et al. [30]. They found thata decreaseswith decreasing
l from a� 0.13 cm3/GW2 at l¼ 1.66mm to a� 0.03 cm3/GW2 at l¼ 1.50mm.

11.5.3 II–VI semiconductor alloy

The second harmonic generation efficiency has been examined in the near-IR region (l¼ 1.5
and 1.9 mm) of ZnxCd1�xTewith x¼ 0, 0.1, 0.2 and 1.0 [31]. The d14 data for ZnxCd1�xTe [31],
together with the endpoint data taken fromAdachi [4], have been plotted in Figure 11.3(c). The
solid line represents the linear least-squares fit given by d14¼ 73� 13x pm/V.

The second-order nonlinear constant d14 of CdxHg1�xTe with x¼ 0.277 has been deter-
mined to be 350� 40 pm/V [32]. The second harmonic generation has also been measured at
l¼ 1.06 mm as a function of x for w-ZnxCd1�xS and w-CdSxSe1�x [33].

The two-photon absorption phenomena have been studied in several II–VI semiconductor
alloys [34,35]. The maximum value of the two-photon absorption coefficient b is observed for
x¼ 0.4 in c-MgxZn1�xSe (0� x� 0.4) [34]. In c-ZnxCd1�xSe andw-ZnxCd1�xSe (0� x� 1.0),
the reduction in the band gap is accompanied by a smooth rise of b [35]. Tunability of the two-
photon absorption coefficient has also been demonstrated by adjusting the electrical field in a
CdxHg1�xTe photodiode with a cutoff wavelength of 5.2mm [24].
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12 Carrier Transport Properties

12.1 INTRODUCTORY REMARKS

The electrical resistivity r, together with the thermal resistivity W, for CuxAu1�x is shown in
Figure 12.1. The solid and open circles correspond to the ordered (CuAu and Cu3Au) and
disordered alloys, respectively. The experimental data are taken from various sources. The
W data plots in Figure 12.1(b) are the same as those in Figure 2.24. The solid and dashed lines in
Figure 12.1(a) are calculated from Equation (A.17) with CCuAu¼ 60mW cm and with and
without properly taking into account the effect of alloy ordering at x¼ 0.5 and 0.75 (CuAu and
Cu3Au), respectively. Asmentioned in Section 2.5.1, theWiedemann–Franz law states that the
ratio of the thermal conductivity K (¼W�1) to the electrical conductivity s (¼r�1) is
proportional to the temperature. Thus, at any temperature s (r) is proportional to K (W), as
can be seen in Figure 12.1.

In semiconductor alloys, the potential fluctuations of electrons are a result of the composi-
tional disorder. This effect produces a peculiar scatteringmechanism, namely, alloy scattering.
Alloy-scattering-limited mobility is represented as [1]

mal
e ¼

ffiffiffiffiffiffi
2p

p

3

e�h4Nal

ðkTÞ1=2ðmeÞ5=2xð1�xÞðDUeÞ2
ð12:1Þ

where me is the electron effective mass, Nal is the density of alloy sites, DUe is the alloy
scattering potential and x and (1� x) are themole fractions of the endpoint materials. The alloy
scattering mechanism shown in Equation (12.1) leads to a decrease in the electron mobility me

at x „ 0 or 1.0.
Not only the electrons but also the holes are subject to potential fluctuations as a result of the

compositional disorder. Alloy scattering may, therefore, be observable both in n- and p-type
semiconductor alloys. However, because of its mass dependence (i.e. m�5=2

e;h ), the scattering
strength may be weaker in p-type alloys than in n-types.

The electron and hole Hall mobilities (me and mh) measured at room temperature for a
number of non-alloyed group-IV, III–V and II–VI semiconductors are summarized in
Table 12.1. These values, together with the bowing parameters ce and ch listed in
Table 12.2, can be used for obtaining the mobilities of alloys of arbitrary composition.
Electron and hole saturation drift velocities, minority carrier lifetimes and impact
ionization coefficients for some non-alloyed group-IV, III–V and II–VI semiconductors
can be found in Adachi [2].

Properties of Semiconductor Alloys: Group-IV, III–V and II–VI Semiconductors    Sadao Adachi
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Table 12.1 Room-temperature electron and hole Hall mobilities me and mh for some cubic and
hexagonal semiconductors. d¼ diamond, zb¼ zinc-blende, h¼ hexagonal, w¼wurtzite, rs¼ rocksalt

System Material me (cm
2/V s) mh (cm

2/V s) System Material me (cm
2/V s) mh (cm

2/V s)

IV Diamond (d) 2800 1500 II–VI MgO (rs) 10
Si (d) 1750a 480 ZnO (w) 440 267
Ge (d) 4330 2400 ZnS (zb) 275 72
3C-SiC (zb) 980 �60 ZnS (w) 140
6H-SiC (h) 375 100 ZnSe (zb) 1500 355

ZnTe (zb) 600 100
III–V BP (zb) 190 500 CdO (rs) 216

AlN (w) 125 14 CdS (zb) 85
AlP (zb) 80 450 CdS (w) 390 48
AlAs (zb) 294 105 CdSe (w) 900 50
AlSb (zb) 200 420 CdTe (zb) 1260a 104
GaN (zb) 760 350 HgS (zb) 230
GaN (w) 1245 370 HgSe (zb) 22000
GaP (zb) 189 140 HgTe (zb) 32000 320
GaAs (zb) 9340 450
GaSb (zb) 12040 1000
InN (w) 3100 39
InP (zb) 6460 180
InAs (zb) 33000 450
InSb (zb) 77000 1100

aDrift (conductivity) mobility
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Figure 12.1 Electrical r and thermal resistivitiesW for CuxAu1�x at 300K. The theoretical curves are
obtained from Equation (A.17) (Equation (2.25)) with CCuAu¼ 60mW cm (r) and 8.15 cmK/W (W) and
with (solid lines) and without properly taking into account the alloy ordering effect at x¼ 0.5 and 0.75
(CuAu and Cu3Au) (dashed lines), respectively
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12.2 LOW-FIELD MOBILITY

12.2.1 Group-IV Semiconductor Alloy

(a) CSi binary alloy

The electron and hole mobilities me and mh for Si (x¼ 0), diamond (x¼ 1.0) and 3C-SiC
(x¼ 0.5), respectively are shown in Figure 12.2(a). The solid lines represent the quadratic fits of
Equation (A.17) with ce,h in Table 12.2. Note that 3C-SiC is an ordered form of CxSi1�x, or in
other words, a compound.We can, thus, expect no alloy scattering in 3C-SiC. However, the 3C-
SiCmobilities are smaller than themeanvalues of diamond and Si, especially formh. The lower
3C-SiC values may be due to its poorer crystalline quality.

(b) SiGe binary alloy

Figure 12.2(b) shows the electron and hole mobilities me and mh for SixGe1�x. It is obvious
that not only is alloy scattering, but also that the other scattering mechanisms and the
effective masses modified through the change of the band structure influence the electron
mobility in this alloy. The mass and temperature dependence of each scattering mechanism
is summarized in Table 12.2 of Adachi [2], including alloy scattering (m / m

�5=2
e;h , m/T�1/2).

The most prominent example is the decrease in me at x� 0.15, which corresponds to
the transition from a Ge-like CB (L) to a Si-like CB (X or D) (Figure 6.8). The main
effect on me is, thus, associated with the increase in the electron conductivity mass in the
Si-like CB for x� 0.15 (Figure 7.3). For SixGe1�x, mh was not found to be strongly
dependent on x.

Table 12.2 Bowing parameters ce and ch for the electron and holemobilitiesme andmh in somegroup-IV
binaries, and III–V and II–VI ternaries

System Alloy ce (cm
2/V s) ch (cm

2/V s) System Alloy ce (cm
2/V s) ch (cm

2/V s)

IV CxSi1�x 5200 3600 II�VI CdxHg1�xSe 30000
SixGe1�x 11000 2200 ZnxCd1�xTe 160

c-ZnSxSe1�x 2800
III–V w-AlxGa1�xN 900 ZnSexTe1�x 3200

GaxIn1�xP 40
AlxGa1�xAs 18000 520
AlxIn1�xAs 35000
GaxIn1�xAs 26000 600
AlxGa1�xSb 2500
GaxIn1�xSb 42000 1000
GaPxSb1�x 20000
GaAsxSb1�x 2500
InPxAs1�x 30000
InPxSb1�x 110000
InAsxSb1�x 30000
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12.2.2 III–V Semiconductor Ternary Alloy

(a) (III, III)–N alloy

The electron mobility me for some (III, III)–V ternary alloys, w-AlxGa1�xN, w-AlxIn1�xN and
w-GaxIn1�xN, plotted against x is shown in Figure 12.3. Theme values forw-AlxGa1�xN can be
expressed by Equation (A.5) with ce¼ 900 cm2/V s (Table 12.2). No large me values have been
obtained for w-AlxIn1�xN and w-GaxIn1�xN ternaries. Very weak temperature dependence of
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Figure 12.3 Electron mobility me for (a) w-AlxGa1�xN, (b) w-AlxIn1�xN, (c) w-GaxIn1�xN and
(d) w-AlxGa0.98�xIn0.02N at 300K. The solid line in (a) shows the result calculated using Equation
(A.5) and the numeric parameters in Tables 12.1 and 12.2
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the free-electron density inw-GaxIn1�xNwith In-rich compositions (x� 0.08) [3] suggests that
the materials are metallic-like.

(b) (III, III)–P alloy

The electron and holemobilities forGaxIn1�xPare shown in Figure 12.4. Some data correspond
to those for GaxIn1�xP lattice-matched toGaAs. The lowest CB in InP (x¼ 0) is located at theG
point, while that in GaP is at the X point. The large (small)me value for InP (GaP) is principally
due to the small (large) electron effectivemass in theG (X) valley, as shown in Figure 12.4(a) by
the open circles. There is a clear relationship between the electron effective mass ma

c (or mG
e )

and electronmobilityme.We can estimate fromEquations (12.19) and (12.21) inAdachi [2] the
X- and G-valley electron mobilities to be �220 (InP) and �990 cm2/V s (GaP), respectively.
These values are plotted in Figure 12.4(a) by the open triangles.

(c) (III, III)–As alloy

The electron and holemobilities for some (III, III)�As ternaries are plotted in Figure 12.5. The
AlxGa1�xAs and AlxIn1�xAs ternaries show the G�X crossover at x� 0.4 and �0.6,
respectively (Figures 6.20 and 6.22). These alloys may, thus, provide an abrupt change in
me at such crossover points due to the different effective masses at the G and X valleys. From
Equations (12.19) and (12.21) in Adachi [2], we can estimate the X- and G-valley electron
mobilities to be �330 (GaAs) and �830 cm2/V s (AlAs), respectively. These values are also
shown in Figure 12.5(a) by the open triangles. Similarly, we can estimate the X-valley electron
mobility to be �270 cm2/V s, as plotted in Figure 12.5(b) by the open triangle (InAs). The
G-electron bowing parameters for me and those for mh are listed in Table 12.2. The low-field
transport properties of AlxGa1�xAs have also been reviewed in more detail in Adachi [1].

(d) (III, III)–Sb alloy

The electron and holemobilities for some (III, III)–Sb ternaries are plotted in Figure 12.6. Like
(Al, III)–As in Figure 12.5, the AlxGa1�xSb andAlxIn1�xSb alloys show the G�X crossover at
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x� 0.5 and�0.7, respectively (Figures 6.25 and 6.26).We can, thus, expect an abrupt change in
me at such crossover points, although no enough experimental data are available. The
dependence of me on x in GaxIn1�xSb can be successfully explained using ce¼ 42000 cm2/
V s (Table 12.2).
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(e) Dilute-nitride III–(V, V) alloy

The electron mobility should be lower in dilute-nitride III–V alloys due to strong carrier
scatteringandenhancedelectroneffectivemasses [4,5].Theexperimentalmobilityme fordilute-
nitrideGaNxAs1�xandInNxAs1�x ternariesisshowninFigure12.7.Itcanbeseenthattheaddition
of small concentrations ofN toGaAsor InAs leads to a large reduction inme. The reduction inme

determined experimentally seemed to be larger than that predicted theoretically [4,5].

Since the VB of the III–V semiconductors is mainly characterized by the electron orbital of
the group Vanions [2], we can expect that N addition will not have a strong effect on the hole
mobility. However, the experimental mh value dramatically decreased from �300 cm2/V s at
x¼ 0 at% (GaAs) to�80 cm2/V s at x¼ 1 at% [6]. This drop in mh is likely correlated with the
increase in crystalline defects introduced by nitrogen doping.

(f) Ga–(V, V) alloy

Figure 12.8 shows the electron and hole mobilities for some Ga–(V, V) ternary alloys. As in
AlxGa1�xAs, the CB in GaPxAs1�x shows the G�X crossover at x¼ 0.48 (Figures 6.33).
GaPxAs1�x, thus, shows an abrupt change inme near x¼ 0.48.The open triangles inFigures 12.8
(a) and 12.8(b) plot the X- and G-valley electron mobilities for GaAs (GaSb) and GaP as
estimated from Equations (12.19) and (12.21) in Adachi [2], respectively.

(g) In–(V, V) alloy

The experimental electron mobility for some In–(V, V) ternaries have been plotted in
Figure 12.9. The solid lines represent the me versus x curves calculated from Equation
(A.5) with ce taken from Table 12.2.

12.2.3 III–V Semiconductor Quaternary Alloy

(a) Dilute-nitride alloy

The free-electron concentration andmobility havebeen found to be significantly reducedby the
incorporationofN intoSi-dopeddilute-nitrideGaxIn1�xNyP1�y [7] andGaxIn1�xNyAs1�y [8,9].
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Figure 12.7 Electron mobility me for (a) dilute-nitride GaNxAs1�x and (b) dilute-nitride InNxAs1�x at
300K. The open circles show the endpoint binary data taken from Table 12.1
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No significant effect of N incorporation has, however, been observed on the hole transport
properties of Be-doped GaxIn1�xNyAs1�y [9] and Zn-doped GaNxAs1�xSb1�x�y [10].

(b) (III, III)–(V, V) alloy

The variation inme andmh with y for GaxIn1�xPyAs1�y/InP is shown in Figure 12.10. The solid
lines represent the quadratic expressions given by (in cm2/V s)
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meðyÞ ¼ 15200�30740yþ 22000y2 ð12:2aÞ

mhðyÞ ¼ 183�383yþ 380y2 ð12:2bÞ

As can be seen in Figure 12.10, alloy scattering produces a mobility minimum at y� 0.7 and
�0.5 for me and mh, respectively. The low-field transport properties of GaxIn1�xPyAs1�y/InP
have also been reviewed in more detail in Adachi [11].

(c) (III, III, III)–V alloy

The electron mobility me versus x for w-AlxGa0.98�xIn0.02N [12] has been plotted in
Figure 12.3(d). As in w-AlxGa1�xN (Figure 12.3(a)), me for w-AlxGa0.98�xIn0.02N greatly
decreases with increasing x.

The electron mobility me as a function of x for (AlxGa1�x)0.53In0.47P/GaAs and
(AlxGa1�x)0.48In0.52As/InP is plotted in Figures 12.11(a) and 12.11(b), respectively. The
solid lines in Figures 12.11(a) and 12.11(b) show, respectively, the quadratic expressions
given by (in cm2/V s)

meðxÞ ¼ 4300�6000xþ 3000x2 ð12:3aÞ

meðxÞ ¼ 15200�38400xþ 32000x2 ð12:3bÞ

The experimental data in Figure 12.11(a) are taken from Sotoodeh et al. [13] (open circle)
andHofmann et al. [14] (solid circles). TheCB in (AlxGa1�x)0.53In0.47P/GaAs shows theG�X
crossover at x� 0.64 (Figure 6.49). Thus, the experimentalme data for x > 0.64 in Figure 12.11
(a) seem to be questionably large.
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12.2.4 II–VI Semiconductor Alloy

(a) (II, II)–O ternary alloy

The large band-gap alloy MgxZn1�xO is the subject of growing interest in connection with the
development of UVoptoelectronic devices based on ZnO. The low-field hole mobility mh is
plotted against x forMgxZn1�xO in Figure 12.12(a). The x¼ 0.2 data provides the highest alloy
mh value of 6.42 cm2/V s [15].

(b) (II, II)–Se ternary alloy

The electron Hall mobility for Bridgman-grown MgxZn1�xSe (x� 0.07) and MgxCd1�xSe
(x� 0.4) has been measured at T¼ 11�300K [16]. The me values for MgxZn1�xSe
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(b) shows the results calculated using Equation (A.5) and the numeric parameters in Tables 12.1 and 12.2
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(MgxCd1�xSe) with x¼ 0.07 (0.4) are�225 (�100) and�20 (�0.2) cm2/V s at 300 and 11K,
respectively. The very lowme values observed at low temperatures were considered to be due to
the conduction at the impurity band.

The electron mobility me for Bridgman-grown Fe-doped ZnxHg1�xSe with x� 0.072 has
beenmeasured in the temperature range 1.7–300K [17]. The electronmobility for CdxHg1�xSe
has also beenmeasured by several authors. The experimental data for CdxHg1�xSe are shown in
Figure 12.12(b). The solid line represents the dependence ofme on x using Equation (A.5) with
the numeric parameters shown in Tables 12.1 and 12.2.

(c) (II, II)–Te ternary alloy

Figure 12.13 shows the electron Hall mobility me for some (II, II)–Te ternaries. The hole Hall
mobility mh for ZnxCd1�xTe is also plotted in the lower part of Figure 12.13. Because
ZnxCd1�xTe is one of the most promising materials for use in room-temperature nuclear
detectors, the carrier �drift�mobilities were usually measured in conjunction with the value of
the mt (drift mobility–lifetime) product. Note that the solid triangles (me) in Figure 12.13(b)
correspond to the electron drift mobility, not the Hall mobility. The highest me value for CdTe
(x¼ 0) reported so far is 1260 cm2/V s [18], which is considerably smaller than that predicted
from the dashed line in Figure 12.13(b) (�1600 cm2/V s).

As seen in Figure 12.13(c), the electron Hall mobility for CdxHg1�xTe increases monotoni-
cally from x¼ 0 to a peak at the semiconductor�semimetal transition x� 0.08 with a peak
mobility of 44000 cm2/V s and then drops monotonically with further increase in x. The low-
field electron and hole transport properties of CdxHg1�xTe have been reviewed inmore detail in
Miles [19].
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Figure 12.13 Electron and hole Hall mobilities me and mh for (a) MgxCd1�xTe, (b) ZnxCd1�xTe and
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(d) Zn–(V, V) ternary alloy

TheelectronHallmobilityforc-ZnSxSe1�xandZnSexTe1�x ternaries isshowninFigures12.14(a)
and 12.14(b), respectively. The limited data predict that these alloys have considerably large
bowing parameters ce, as listed in Table 12.2.

12.3 HIGH-FIELD TRANSPORT

12.3.1 Group-IV Semiconductor Alloy

No detailed studies concerning the high-field transport properties of group-IV semiconductor
alloys have been reported.

12.3.2 III–V Semiconductor Ternary Alloy

(a) (III, III)–N alloy

The high-field transport phenomena in AlxGa1�xN and GaxIn1�xN have been investigated
usingMonte Carlo simulation [20,21]. The electron drift velocity–field (ve�E) characteristics
obtained from these studies are summarized in Figure 12.15. The electronvelocity at high fields
tends to level off and is defined as the saturation velocity ve,sat.

(b) (III, III)–P alloy

The high-field transport properties of Ga0.5In0.5P/GaAs have been studied by several authors.
Sakamoto et al. [22] determined the ve�E curve for E up to 20 kV/cm at 300K. Yee et al. [23]
reported the temperature-dependent ve,sat up to 200�C by analyzing Ga0.5In0.5P/GaAs HBT
characteristics. These results are shown in Figure 12.16. The electron drift velocity peaks at
E� 15 kV/cm with a value of vp� 1.0� 107 cm/s.

0 0.2 0.4 0.6 0.8 1.0
0

0.3

0.6

0.9

1.2

1.5

1.8

x

μ e (
10

3  c
m

2 /V
s) 

(a) c-ZnSxSe1-x

0 0.2 0.4 0.6 0.8 1.0
0

0.3

0.6

0.9

1.2

1.5

1.8

x

(b) ZnSexTe1-x

μ e (
10

3  c
m

2 /V
s) 

Figure 12.14 Electron mobility me for (a) c-ZnSxSe1�x and (b) ZnSexTe1�x at 300K. The solid lines
show the calculated results using Equation (A.5) and the numeric parameters in Tables 12.1 and 12.2
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(c) (III, III)–As alloy

The ve�E curves for AlxGa1�xAs have been determined using a pump-probe technique and
transferred-electron devices [24]. As can be seen in Figure 12.17(a), the electron drift velocity
at any fixed field decreases with increasing x. The hole drift velocity versus field (vh�E)
curves for Al0.45Ga0.55As have also been studied using an ensemble Monte Carlo tech-
nique [25]. These results, together with the experimental vh�E curve for GaAs, are shown
in the lower part of Figure 12.17(a).
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Figure 12.16 (a) Electron drift velocity versus field curve and (b) electron saturation velocity as a
function of temperature for Ga0.5In0.5P/GaAs at 300K. The experimental data in (a) are taken from
Sakamoto et al. [22] and in (b) from Yee et al. [23]
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Figure 12.17(b) plots the ve,h�E curves for Ga0.47In0.53As/InP [11,26]. We also show in
the lower part of Figure 12.17(b) the experimental and calculated vh�E curves for GaAs
and InP, respectively. The hole velocity saturation in these materials occurs at fields of about
100 kV/cm, which are much higher than those for the electrons (<10 kV/cm). The peak hole
velocities vp� 7� 106 cm/s are also considerably lower than those for the electrons. The
dependence of doping on the ve�E curve in n-Ga0.47In0.53As/InP has also been studied by
analyzing transferred-electron device characteristics [27]. The high-field transport proper-
ties of AlxGa1�xAs and GaxIn1�xAs ternaries have been discussed in more detail in
Adachi [1,11].

(d) Dilute-nitride III–(V, V) alloy

A strong negative differential velocity effect has been observed in dilute-nitride
GaNxAs1�x [28]. This phenomenon occurs when electrons are accelerated by an electric field
in the high nonparabolic CB of GaNxAs1�x and is fundamentally different from those observed
in transferred-electron devices and Bloch oscillations in SL.

12.3.3 III–V Semiconductor Quaternary Alloy

The high-field transport properties of GaxIn1�xPyAs1�y/InP have been investigated both
theoretically and experimentally [11]. A variety of theoretical calculations have given a
fundamental understanding of the subject. The calculated peak drift velocity and field were

Figure 12.17 Electron and hole velocities versus filed curves for (a) AlxGa1�xAs and (b) GaxIn1�xAs.
The data plotted in (a) are taken fromBhattacharya et al. [24] (ve�E) and Brennan andHess [25] (vh�E,
Monte Carlo simulation) and in (b) from Balynas et al. [26] (ve�E) and Adachi [11] (vh�E)
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strongly dependent on the degree of alloy scattering. The example in Figure 12.18 shows the
ve�E curves for GaxIn1�xPyAs1�y/InP with y¼ 0.20, 0.35, 0.56 and 0.58 [11]. There is a
considerable difference between the y¼ 0.56 and 0.58 data. This may be a result of the
difference in the low-field mobilities. It can be seen that the drift velocity v initially rises with
increasing E at a rate characteristic of low-field Hall mobility mH, v¼mHE/g , where g is the
Hall factor [2].

12.3.4 II–VI Semiconductor Alloy

No detailed studies on high-field transport phenomena in II–VI semiconductor alloys have
been reported.

12.4 MINORITY-CARRIER TRANSPORT

12.4.1 Group-IV Semiconductor Alloy

(a) SiGe binary alloy

Theminority-electronmobility for SixGe1�x has beenmeasured on npnSixGe1�x/SiHBTswith
pseudomorphic p-type SixGe1�x base layers (0.6� x� 0.8, p�8� 1019 cm�3) [29]. These
results have been plotted in Figure 12.19 together with those for Si (p� 8� 1019 cm�3). The
majority-carrier mobilities for Si and Ge (n� 8� 1019 cm�3) are also plotted in Figure 12.19
by the open circles. The endpoint mobility data were taken from Adachi [30]. Rieh et al. [29]
alsomeasured theminority-electronmobility as a function of temperature and observed a sharp
increase with decreasing temperature.

The minority-electron lifetime in SixGe1�x has been measured by several authors (see
Chakraborty et al. [31]). The data scatter widely from�1.5 to 700mm.More recently, Ulyashin
et al. [32] determined theminority-electron lifetime in Czochralski-grown SixGe1�x (x� 0.93)
and found a dramatic decrease with increasing Ge content.

Figure 12.18 Electron velocity versus field curve for GaxIn1�xPyAs1�y/InP with y¼ 0.20–0.58 (see
Adachi [11])
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(b) CSiGe ternary alloy

Theminority-electron lifetime in CxSiyGe1�x�y has beenmeasured by several authors [33–36].
These studies suggest that the lifetime t decreases dramatically or weakly due to C incorpo-
ration, e.g. t� 0.1–0.2ms for a layer of x¼ 1 at% and y¼ 0.88 which is two orders of
magnitude smaller than that obtained in SiGe layers [36]. In contrast, no clear degradation
of lifetime was observed with the addition of 1–2 at% C (t� 22–35 ns) [33].

12.4.2 III–V Semiconductor Ternary Alloy

(a) (III, III)–N alloy

The minority-hole diffusion length L in w-GaxIn1�xN (x¼ 0–0.79) has been measured on
undoped and Si-doped samples [37]. The values for undoped samples varied from 0.3 to
10.5mm and exhibited no correlation with x. On the other hand, the diffusion lengths for doped
samples increased with increasing x from 0.4 (n� 7� 1018 cm�3) to 15.9mm (n� 1� 1017

cm�3). The corresponding lifetimes varied between 0.2 ns and 16ms.
The minority-electron and minority-hole diffusion lengths in p- and n-type w-GaxIn1�xN

have been determined using an electron-beam-induced current technique [38]. These results
are reproduced in Figure 12.20. Theminority-electron diffusion length is little affected by x and
decreased with increasing acceptor (Mg) doping concentration, while the minority-hole
diffusion length is little affected by the donor (Si) doping concentration but increases slightly
with increasing x.

(b) (III, III)–As alloy

Levine et al. [39,40]measured the electronvelocity in a compositionally graded p-AlxGa1�xAs
layer using a pump-probe technique. The minority-electron velocity of �2.5� 107 cm/s was
obtained in a 0.42 mm-thick strongly graded (a quasi-electric field of 8.8 kV/cm) and highly
doped (p¼ 4� 1018 cm�3) AlxGa1�xAs layer from x¼ 0.3 to 0 [40]. This velocity is an order of
magnitude higher than that for a quasi-electric field of 1.2 kV/cm (�2.3� 106 cm/s) [39].

Ahrenkiel [41] reviewed the minority-carrier lifetime and diffusion length in AlxGa1�xAs.
The carrier lifetime in AlxGa1�xAs is found to be controlled by a defect or nonradiative
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Figure 12.19 Minority-electron mobility m for SixGe1�x measured on npn SixGe1�x/Si HBTs by Rieh
et al. [29] (p� 8� 1019 cm�3). The solid triangles and squares are determined using a magnetotransport
and a cut-off frequency technique, respectively. The solid and open circles show theminority-electron and
majority-electron mobilities for Si and Ge (n� 8� 1019 cm�3) [30]

380 PROPERTIES OF SEMICONDUCTOR ALLOYS



Shockley–Read–Hall recombination mechanism. It appears to be dependent on the epitaxial
growth technique, aswell as theAl composition. The data indicate that the lifetimemay rapidly
increase near the direct–indirect crossover composition x� 0.4. The bulk lifetime of 8.8 ms in
Al0.23Ga0.77As is still among the highest reported for this material [42].

The minority-electron and minority-hole drift velocities in p- and n-Ga0.47In0.53As layers
were measured byDegani et al. [43] and Hill et al. [44], respectively. A low-field drift mobility
of 6000 cm2/V s for p� 1017 cm�3 and a high-field drift velocity of 2.6� 107 cm/s at 7.5 kV/cm
were observed [43]. Theminority-hole drift velocity was also found to be relatively constant at
(4.8� 0.2)� 106 cm/s for E¼ 54–108 kV/cm, indicating that velocity saturation occurs at
fields below 54 kV/cm [44]. Chand [45] reviewed the minority-carrier lifetime and diffusion
length in strained and lattice-matched GaxIn1�xAs layers. More recently, Vignaud et al. [46]
measured the minority-electron lifetime t in p-Ga0.47In0.53As and obtained the relationship
t¼Cp�2 where C¼ 1.2� 1028 s/cm6 and p is measured in cm�3.

(c) Ga–(V, V) alloy

Vignaud et al. [46] measured the minority-electron lifetime t in p-Ga0.51In0.49Sb and obtained
the relationship of t¼Cp�2 whereC¼ 2.5� 1028 s/cm6 and p is measured in cm�3. This value
is almost twice as large than that in p-Ga0.47In0.53As (Section 12.4.2(b)).

12.4.3 III–V Semiconductor Quaternary Alloy

(a) (III, III)–(V, V) alloy

While poor lifetimes have limited the applicability of dilute-nitride materials in photovoltaic
applications,Welser et al. [47] achievedminority-carrier characteristics that approach those of
conventional GaAs/AlGaAs HBTs. They found that a combination of growth algorithm
optimization and compositional grading is critical for improving minority-carrier properties
in dilute-nitride GaxIn1�xNyAs1�y. Theminority-carrier lifetimewas also found to be inversely
proportional to not only nitrogen but also to carbon acceptor doping.

Informationonminority-carrier lifetimeanddiffusion length isavailable forGaxIn1�xPyAs1�y

quaternary[48–50].Theminority-carrier lifetimeanddiffusion length inGaxIn1�xAsySb1�yhave
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w-GaxIn1�xN measured by Kumakura et al. [38]. The solid lines are drawn only as a guide for the eye
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also been determined using various techniques, such as transient PR and time-resolved PL [51–
54], or by fabricating light-emitting diodes, photodetectors, etc. [55,56].

(b) (III, III, III)–V alloy

A value of 170� 10 cm2/V s for the minority-electron mobility in p-(AlxGa1�x)0.53In0.47P/
GaAs has been obtained using a time-of-flight method [57]. Time-resolved PL has also been
used to determine the minority-carrier lifetime in (AlxGa1�x)0.53In0.47P/GaAs as a function of
temperature between 100 and 325K [58]. A monotonic reduction in the lifetime is observed at
all temperatures with increasing x. Different temperature dependence of the lifetime between
high and low x fraction samples has also been observed [58].

12.4.4 II–VI Semiconductor Alloy

The minority-electron transport in p-Mg0.1Zn0.9O has been studied under local electron-beam
irradiation [59]. The irradiation resulted in an increase of up to 25% in minority-electron
diffusion length from the initial value of �2.12mm.

The minority-electron diffusion length in p-ZnxCd1�xTe has been measured by several
authors [60,61]. The results are: 2.2–3.8 mm for x¼ 0.01–1.00 (p� 1014–1015 cm�3) [60];
�6–15mm for x¼ 0.1 (p� 4� 1013–4� 1016 cm�3) [61].

Photoconductive decay has been used to determineminority-hole lifetime in n-ZnxHg1�xTe
and its dependence on surface passivation [62]. The measured value showed good agreement
with the summation of the values for the Auger and Schockly–Read–Hall lifetimes.

The lifetimes and diffusion lengths for bulk and epitaxial, doped and undoped CdxHg1�xTe
samples have been reviewed by several authors [63]. The Schockly–Read–Hall recombination
plays a dominant role in limiting the lifetime at low temperatures. There is a large range of
diffusion lengths for any given composition and carrier concentration. The likely cause is a
corresponding variation in the carrier lifetime.

12.5 IMPACT IONIZATION COEFFICIENT

12.5.1 Group-IV Semiconductor Alloy

Impact ionization by hot carriers in an electric field is characterized by the ionization
coefficients a for electrons and b for holes, which give the number of secondary carriers
created by an initial hot carrier per cm of travel in an electric field E.

In Si,a is greater thanb at 330 kV/cm. In Ge,b is larger thana at the same electric field due
to the small hole effective mass which allows the holes to gain energy more easily than in Si.
The b/a ratio for SixGe1�x at E¼ 330 kV/cm [64] is shown in Figure 12.21. It can be seen that
the ratio decreases with increasing x, in agreement with the theoretical prediction [65].

12.5.2 III–V Semiconductor Ternary Alloy

(a) (III, III)–N alloy

Some authors have carried out experiments to determine the impact ionization coefficient in
GaN [66] and Al0.4Ga0.6N [67]. The ionization coefficient can be usually fitted by
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aðEÞ or bðEÞ ¼ A exp �B

E

� �m

ð12:4Þ

where m¼ 1 for the low electric field in the avalanche region and m¼ 2 for the higher electric
field [2]. The A and B observed for Al0.4Ga0.6N are A¼ 6.0� 105 cm�1 (3.4� 106 cm�1) and
B¼ 3.6� 106V/cm (7.9� 106V/cm) for a (b) with m¼ 1 [67].

(b) (III, III)–P alloy

The a (b) parameters in Equation (12.4) for Ga0.52In0.48P/GaAs reported by Fu et al. [68] and
Ghin et al. [69] are, respectively, A¼ 3.85� 106 cm�1 (1.71� 106 cm�1) and B¼ 3.71� 106

V/cm (3.19� 106V/cm) with m¼ 1.0 (1.0) and A¼ 4.57� 105 cm�1 (4.73� 105 cm�1) and
B¼ 1.413� 106V/cm (1.425� 106V/cm) with m¼ 1.73 (1.65). The experimental a and b
values for Ga0.52In0.48P/GaAs are significantly smaller than those for GaAs.

(c) (III, III)–As alloy

The impact ionization coefficients a and b for AlxGa1�xAs have been studied by many
authors [1,70–73]. These data suggest that a�b for 0� x� 0.88. A recent study reports that
the ionization coefficients converge as x increases from 0.36 to 0.61 but become very different
at higher x, resulting in a small b/a ratio for x� 0.63 [73].

The impact ionization phenomena in Al0.48In0.52As/InP have been studied by several
authors (see Goh et al. [74]). The parameterized ionization coefficients are: A¼ 2.10� 106

cm�1,B¼ 1.62� 106V/cm andm¼ 1.29 (a);A¼ 2.40� 106 cm�1,B¼ 1.86� 106V/cm and
m¼ 1.36 (b) [74].

The anomalous temperature dependence of the electron impact ionization coefficient in
Ga0.47In0.53As/InP has been investigated both experimentally and theoretically. The positive
temperature coefficient of a was proposed by Ritter et al. [75] to explain the reduction in the
common-emitter breakdownvoltage of Ga0.47In0.53As/InP HBTs with increasing temperature.
Malik et al. [76] also observed a reduction in the common-emitter breakdown voltage with
increasing temperature and ascribed it to the effect of collector leakage. Neviani et al. [77]
confirmed a positive temperature dependence of a at 125 kV/cm in Ga0.47In0.53As and
explained in terms of the band-gap reduction with temperature. Figure 12.22 shows the
temperature-dependent Ga0.47In0.53As data, along with those for GaAs [77].
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Figure 12.21 b/a ratio for SixGe1�x at E¼ 330 kV/cm. The experimental data are taken from Lee
et al. [64]. The open circles represent the endpoint data [30]
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In contrast, Yee et al. [78] observed a negative temperature dependence of a in Ga0.47
In0.53As/InP p-i-n diodes at E over 200 kV/cm. Subsequently, Ng et al. [79] found a positive
temperature dependence of a in Ga0.47In0.53As p-i-n diodes at low electric fields, below
�200 kV/cm, but a negative dependence at high fields. The hole ionization coefficient
b showed little change with temperature.

Theoretically, the weak field dependence of a was predicted by Bude and Hess [80], who
explained this anomalous behavior in terms of the DOS in the G- and satellite-valley CBs of
Ga0.47In0.53As. Isler [81] argued that phonon-assisted impact ionization can be important in
Ga0.47In0.53As and leads to the positive temperature coefficient of a at low electric fields. The
Monte-Carlo technique has also been used to analyze the electric field and temperature
dependence of a in Ga0.47In0.53As using a three-valley [82] and a four-valley model [83].

The experimental a and b for Ga0.47In0.53As are found to have the relationship a > b
[78,84]. The a and b coefficients for strained Ga0.2In0.8As have also been measured by
fabricating lateral p-i-n diodes [85]. The results indicate that both a and b are larger than those
for GaAs and furthermore b is larger than a.

(d) (III, III)–Sb alloy

Hildebrand et al. [86] reported resonance enhancement of b in a low field region for
AlxGa1�xSb with x¼ 0.065 where E0 is equal to D0 (Figure 6.25). The b/a ratio exceeded
20. Zhingarev et al. [87] also measured a, b and their ratio for AlxGa1�xSb (x¼ 0�0.23).
Kuwatsuka et al. [88] observed no strong enhancement of b/a in AlxGa1�xSb near x¼ 0.06.
The b/a ratio obtained by Kuwatsuka et al.was�5 at the low electric field of 1.6� 105V/cm.
More recently, Gouskov et al. [89] studied the impact ionization phenomena in AlxGa1�xSb at
x¼ 0, 0.04 and 0.08 and obtained a maximum b/a at x¼ 0.04.

Theoretically, Rmou et al. [90] showed that if the alloy disorder in AlxGa1�xSb is neglected,
b exhibits a continuous variation with D0/E0; if not, b is strongly increased and shows a
maximum at x¼ 0.02.

(e) Dilute-nitride III–(V, V) alloy

A p-i-n avalanche photodiode using GaNxAs1�x/GaAs was demonstrated [91]. The b/a ratio
obtained was 0.4.
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Figure 12.22 Electron impact ionization coefficienta versus temperature T for Ga0.47In0.53As at a fixed
field E¼ 125 kV/cm and for GaAs at E¼ 225 kV/cm. [Reprinted with permission from A. Neviani,
G. Meneghesso, E. Zanoni, M. Hafizi, and C. Canali, IEEE Electron Dev. Lett.18, 619–621 (1997);
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(f) Ga–(V, V) alloy

Thea andb values were determined forGaAsxSb1�x (x¼ 0.875 and 0.90) at 77 and 300K [92].
The b/a ratios reported were �0.3 at 300K (x¼ 0.875), �0.4 at 77K and �0.6 at 300K
(x¼ 0.90).

(g) In–(V, V) alloy

The impact ionization coefficients for InAs0.12Sb0.88 were investigated and it was found that b
is about 5 times larger than a in the field E¼ (4� 6)� 104V/cm [93].

12.5.3 III–V Semiconductor Quaternary Alloy

(a) (III, III)–(V, V) alloy

The a and b values at high electric fields ( > 180 kV/cm) for GaxIn1�xPyAs1�y/InP have been
determined by Osaka et al. [94,95]. The b/a ratio versus y for GaxIn1�xPyAs1�y/InP [95] is
reproduced in Figure 12.23. The ratio was found to increase with increasing y and to become
unity, a¼b, at y� 0.6.

As in Ga0.47In0.53As, anomalous low-field behavior of awas observed in GaxIn1�xPyAs1�y/
InP [96]. No anomaly for b was observed in this quaternary [97].

The impact ionization phenomena in Ga0.80In0.20As0.17Sb0.83/GaSb have been studied by
fabricating mesa photodiodes [98]. The a and b values in Equation (12.4) have been
determined to beA¼ 2.41� 106 cm�1 andB¼ 4.45� 105V/cmwithm¼ 2.0 (a) andA¼ 1.98
� 106 cm�1 and B¼ 3.69� 105V/cmwithm¼ 2.0 (b), respectively. The resulting b/a ratio is
�4�7.

(b) (III, III, III)–V alloy

The parameterized a and b values in Equation (12.4) have been determined for Al0.24Ga0.24
In0.53As/InP to be A¼ 2.29� 107 cm�1 and B¼ 3.59� 106V/cm with m¼ 1.0 (a) and
A¼ 1.42� 107 cm�1 and B¼ 3.73� 106V/cm with m¼ 1.0 (b), respectively (E¼ 400–500
kV/cm) [99]. The relationship a > b can be predicted from these parameters. The impact
ionization coefficients a and b for a strained Al0.22Ga0.63In0.15As layer grown on Al0.3Ga0.7
As/GaAs by MBE have also been determined by fabricating lateral p-i-n diodes [85].
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12.5.4 II–VI Semiconductor Alloy

Although Brennan and Mansour [100] calculated the electron impact ionization
coefficient for CdxHg1�xTe, no detailed experimental data are available for II–VI semicon-
ductor alloys.
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dispersion relations 307

group IV alloys

binary 308–11

ternary 311

III–V ternary alloys

Al–(V, V) 322–3

Ga–(V, V) 323–4

In–(V, V) 324–6

dilute-nitride III–(V, V) 320–2

(III, III)–As 316–20

(III, III)–N 311–14

(III, III)–P 314–16

III–V quaternary alloys

dilute-nitride 326

(III, III, III)–V 330–2

(III, III)–(V, V) 326–30

III–(V, V, V) 332

II–VI ternary alloys

Cd–(VI, VI) 344–6

Zn–(VI, VI) 343–4

(II, II)–O 332–3

(II, II)–S 333–5

(II, II)–Se 335–9

(II, II)–Te 339–42

II–VI quaternary alloys

(II, II, II )–VI 346–7

(II, II)–(VI, VI) 346

see also elasto-optic; electro-optic

ordering see spontaneous ordering

periodic table 2

phase diagrams

group IV alloys 45

III–V alloys 45–8

II–VI alloys 48–51

phase transition, structural 39–41

Phillips ionicity 9, 10
phonon frequencies/modes 99–100, 101, 102,

104–5, 110
group IV alloy 100–4, 112–13

III–V alloy 104–9, 113–15

II–VI alloy 109–12, 115–19

mode Gr€uneisen parameter 119–21

phonon deformation potential 121–3

temperature and pressure dependence

112–19

photoelastic coefficient 357–8

piezoelectric semiconductors 97, 126

stress and strain constants 125–9

pseudomorphic epitaxy 37–9

quadratic electro-optic constant 360–1

reflectivity 307

refractive index 307

resistivity

electrical 365, 366
thermal 64, 65, 67, 68, 365, 366

Schottky barrier 289–90

group IV alloys 290–1

III–V ternary alloys

Ga–(V, V) 295–6

(III, III)–As 292–4

(III, III)–N 291

(III, III)–P 292

(III, III)–Sb 294–5

III–V quaternary alloys

(III, III, III)–V 297–9

(III, III)–(V, V) 296–7

II–VI ternary alloys

Zn–(VI, VI) 300

(II, II)–Te 299

semiconductor types 1

SiC 1, 2

Franz–Keldysh effect 360

phonon frequencies 100, 102
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SiGe

band offsets, Si interface 276

band-gap energies 148

relaxed alloy 141–3

strained alloy 143–4

and critical thickness 38, 39

crystal lattice parameters 19–22

deformation potential 259–61, 269

effective masses 237–8

elastic properties 81, 84, 85
electro-optic constant 358

Fr€ohlich coupling constant 130

impact ionization coefficient 382, 383
low-field mobility 367–8

minority-carrier transport 379–80

optical properties 309–10

ordered structures 12, 13–14
phase diagram 45, 46
phonon frequencies 100–4, 113, 121–2

Schottky barrier 290–1

specific heat 53–4

thermal conductivity 66, 68
SiGeSn, band gap energies 147

SiSn, band gap energies 148–9

sound velocity 96–7

specific heat

group IV alloys 51, 52–3, 53–4
III–V alloys 54–5

II–VI alloys 55

spontaneous ordering

energy-band gaps 136–9

group IV alloy 11, 12
III-V alloy 12, 14–15
II–VI alloy 12, 15

structural phase transition 39–41

surface energy 41

tetrahedral rule 3–4

thermal conductivity 52–3, 63–6, 67
group IV alloy 66–8

III–V alloy 68–74

II–VI alloy 74–5

thermal diffusivity 75–6

thermal expansion coefficient 52–3
group IV alloys 59–61

III–V alloys 61–3

II–VI alloys 63

thermal resistivity 64, 65, 67, 68,
365, 366

thin films see critical thickness

transport see carrier transport

valence band structure 133, 134
valence binary compounds 3–4

valence electrons 2–3

Varshni parameters 159–60, 163

Vegard law 20, 25–6, 28, 36, 37, 57, 141

Wiedemann–Franz law 65, 365

wurtxite structure 21

Young’s modulus

group IV alloy 89

III–V alloy 89–90

II–VI alloy 90–2

zinc blende structure 21
energy band diagram 136, 137

ZnCdO

band-gap energies 198, 199, 215
optical properties 333

ZnCdS

band offsets, ZnS interface 287

band-gap energies 199, 200, 215
deformation potential 267

nonlinear optical constant 362

optical properties 334–5

phase transition 40, 41
phonon frequencies 109, 111

ZnCdSe

band offsets

MgSSe interface 289

MgZnCdSe interface 289

MgZnSe interface 289

ZnSe interface 287–8

band-gap energies 199, 201, 203, 215
elastic properties 91–2

Franz–Keldysh effect 360–1

nonlinear optical constant 362

optical properties 337–8

phase transition 40, 41
phonon frequencies 109–11, 115–16, 118

ZnCdSSe, band offsets, ZnSSe interface 289

ZnCdTe

band offsets

CdTe interface 288

ZnTe interface 288

deformation potential 266–7

elastic properties 85, 87, 88
electro-optic constant 358–60

lattice parameters 29, 30, 31
phase diagram 49

low-field mobility 375
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ZnCdTe (Continued)

nonlinear optical constant 361, 362
optical properties 340–1

phonon frequencies 109–11

photoelastic constant 357

Schottky barrier 299

structural phase transition 39, 40
ZnHgS, band-gap energies 199, 200,

215
ZnHgTe

band-gap energies 199, 207–8
effective masses 252–3

microhardness 94–5

minority-carrier transport 382

optical properties 342

phonon frequencies 109

thermal conductivity 74

thermal expansion coefficient 63

ZnOS

band-gap energies 208–9

optical properties 343

ZnOSe

band-gap energies 209

deformation potential 267

ZnSeTe

band-gap energies 209, 210
elastic properties 91–2, 94

low-field mobility 376

optical properties 344

phonon frequencies 118

ZnSSe

band offsets, ZnSe/ZnCdSe interfaces 289

band-gap energies 209–10

deformation potential 267

low-field mobility 376

optical properties 343

Schottky barrier 300

thermal expansion coefficient 63

ZnSTe

band-gap energies 209, 210
deformation potential 267

optical properties 343–4
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