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Foreword
Simulation, as a discipline, provides infrastructure for solving challenging problems 
for scores of application areas in cases where experimentation and experience are 
needed. Both features can be offered under all conceivable realistic as well as extreme 
 conditions. For the first aspect, simulation is goal-directed experimentation with 
 models of dynamic systems. With its ability to provide experience, simulation plays a 
vital role in training by providing possibilities to develop/enhance competence in one 
of the three types of skills, namely motor skills, decision making and communication 
skills, and operational skills. The last one is also very important in training operators 
of control systems.

Computer simulation and modeling are important aspects of modern applied 
control engineering as they are vital in all areas of simulation-based science and 
engineering. Technical journals and conference proceedings abound with  examples 
of design of several types of engineered systems. Software for the  engineering 
 community has helped to shorten design times while accurately predicting the 
behavior of systems.

This book collects computerized modeling and simulation knowledge into a com-
pilation geared to many users. The two important applications are elaborated in sup-
port of computer simulations on practical and very important industrial  systems such 
as the ALSTOM gasifier system in power stations and underwater robotic vehicle 
(URV) in marine industry. The steps and codes required in basic control systems 
design and analysis are supported by widely used specialized  software such as 
MATLAB™ and Simulink™ throughout the chapters. A related area is in the analy-
sis of experimental data. In some engineered systems, the model can be developed 
and verified through computational-fluid dynamic software such as ANSYS-CFX™. 
This can be seen in the chapter on the modeling of remotely-operated vehicles 
(ROVs). It provides an interesting documentation on the steps involved in modeling 
and verification of the ROV model prior to control systems design and implementa-
tion. Hence, the chapters presented here provide a context for supporting all of these 
activities and help researchers as well as students find the needed relations without 
delving into many different papers, books, and handbooks.

Finding innovative solutions to challenging problems is very important. However, 
providing infrastructure to offer innovative solutions to some current as well as 
imminent and long term challenging problems is even more important.

This book, by providing examples in important applications for simulation-
based experimentation and simulation-based experience in applied control engi-
neering, is a valuable addition to the literature. It reflects where our knowledge 
is firm enough to provide mathematical description of systems as well as design, 
simulation,  analysis, and implementation of control systems. Areas where the 
knowledge is yet shallow are targeted for future studies. This book provides a 
fertile delineation of areas  needing attention. It is written for those who may 
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be already familiar with or newly exposed to the concepts associated with applied 
control engineering. It will be most useful for researchers, engineers, faculty, and 
students.

Dr. Tuncer Ören
SCS, Hall of Fame – Lifetime achievement award, 2011

Professor Emeritus of Computer Science
School of Information Technology and Engineering

University of Ottawa, Ottawa, Ontario, Canada 
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Preface
The countless technological advances of the 20th century require that future 
 engineering education emphasizes bridging the gap between theory and the 
real  world. To help the reader achieve this goal, computer-aided applied control 
design (CAACD) is used throughout the text to encourage good habits of computer 
literacy while keeping the mathematical complexity to a minimum. Each CAACD 
uses fundamental concepts to ensure the viability of a computer solution. This edi-
tion emphasizes applying control fundamentals to practical industry systems such 
as the ALSTOM gasifier system in power stations and underwater robotic vehicles 
(URVs) in the marine industry. The software commonly adopted are MATLAB® and 
Simulink®. One of the fundamental aims in preparing the text has been to work from 
basic principles such as understanding the control engineering and recognizing that 
powerful software packages such as MATLAB and Simulink exist to aid the control 
systems design. At the time of this writing, MATLAB, its Toolboxes and Simulink 
have emerged, becoming the industry standard control system design package.

This book has been prepared with particular attention to the needs of those who 
seek a foundation in applied control as well as an ability to bridge the gap between 
control and its real-world applications. For practicality, the choice and emphasis of 
material are guided by the basic objective of making an engineer or student capable 
of dealing with practical control problems in industry. The book is also intended to 
be a reference course for practicing engineers, undergraduates, students undertak-
ing master’s degrees, and an introductory text for PhD research students who want 
to acquire knowledge in basic control systems design, analysis, and implementation 
using MATLAB and Simulink. The first part of the book can be used as a textbook 
for a first course in MATLAB, or a supplementary textbook for courses in which 
calculations are performed in MATLAB. For more information about MATLAB, 
I encourage you to use the help and demo facilities in the User’s Guide supplied with 
the software.

OUTLINE OF THE BOOK

The book is organized into five chapters and a few appendices. The main chapters 
include sections on dynamic modeling, control structure design, controller design, 
final implementation, and testing. These chapters contain applications of various 
real-life systems such as the power plant and the URV. As it is not possible to cover 
every single subject from dynamic modeling to final implementation and testing, 
each of these chapters therefore emphasizes certain topics in the control systems 
design process. The software adopted throughout the chapters is MATLAB and 
Simulink.

In Chapter 1, essential ideas of applied control engineering are introduced. It also 
contains a brief history of control, from the ancient beginnings of process control 
to the contributions of modern and robust control applications. This brief history 
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intends to introduce students to the origins of this field and the key figures who 
 contributed to its development. Also, the types of closed-loop systems used in indus-
try are shown. As applied control engineering is the main focus of the book, the 
control system design process for most systems is briefly explained.

Chapter 2 contains a brief presentation and a hands-on introduction to MATLAB 

and Simulink. A few methods to model a second-order system are shown through 
examples. It also covers closed-loop control of the second-order system using the 
Proportional-Integral-Derivative (PID) controller and its parameters tuning using 
the Ziegler–Nichols method.

Chapter 3 covers analysis, model order reduction, and controller design for 
a power plant such as the ALSTOM gasifier system. The chapter emphasizes the 
 control structure design and controller design based on the given model. The inher-
ent properties of this highly coupled and numerically ill-conditioned multivariable 
system are studied. Methods are introduced to achieve suitable input-output (I/O) 
pairings and numerical conditioning for the gasifer system. Model order reduc-
tion (MOR) methods such as modal truncation and Schur balanced truncation are 
applied. Few controllers are designed using the LQR, LQG/LTR, H-infinity, and 
H2 techniques. The robustness of these controllers at different load conditions is 
assessed for its feasibility.

Chapter 4 shows modeling, simulation, and control of a remotely operated vehicle 
(ROV) for pipeline tracking. The chapter further emphasizes dynamic modeling, 
controller design, implementation, and testing of the ROV. It consists of dynamic 
modeling involving computational fluid dynamic software such as WAMIT®, 
ANSYS-CFX™, and experiments to verify the theoretical models obtained. The 
control systems design and simulations are performed using MATLAB and Simulink 
before actual testing. Implementations and testing in a swimming pool were per-
formed to verify the PID control systems design.

Chapter 5 covers the nonlinear subsystem modeling and linearization of the ROV 
at vertical plane equilibrium points. A few controllers such as PID control, veloc-
ity state feedback linearization control, sliding mode control, cascaded control, and 
fuzzy logic control are designed for a nonlinear model of the ROV. This is  followed 
by analyzing the open-loop characteristics of a linearized ROV’s system and the use 
of a few linear control methodologies such as the LQG/LTR and H-infinity control 
methods on the linear model of the ROV.

MATLAB and Simulink are registered trademarks of The MathWorks, Inc. For 
product information, please contact

The MathWorks, Inc.
3 Apple Hill Drive
Natick, MA 01760-2098 USA
Tel: 508 647 7000
Fax: 508-647-7001
E-mail: info@mathworks.com
Web: www.mathworks.com

mailto:info@mathworks.com
www.mathworks.com
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1 An Overview of Applied 
Control Engineering

1.1 HISTORICAL REVIEW

In this section, we give a brief historical review of the major developments in the 
area of modern control systems. We shall attempt to discuss the development of 
 classical control and its evolution into modern and robust control. The emphasis of 
our discussion is directed toward applying the control systems design method within 
which the framework of this book is based.

Applied control engineering is the engineering discipline that applies  control 
 theory to design systems with predictable behaviors. The practice uses  sensors 
to  measure the output performance of the device being controlled and those 
 measurements can be used to give feedback to the input actuators that can make cor-
rections to achieve the desired performance. When a device is designed to perform 
without the need of human inputs for correction, it is called automatic control.

Going backward in time, the Romans did use some elements of control theory 
in their aqueducts. Indeed, ingenious systems for regulating valves were used in 
these constructions in order to keep the water level constant. This certainly was a 
 successful device as the water clocks were still being made in Baghdad when the 
Mongols captured the city in AD 1258. A variety of automatic devices have been 
used over the centuries to accomplish useful tasks. The latter includes the automata, 
popular in Europe in the 17th and 18th centuries. In 1788, J. Watt adapted these ideas 
when he invented the steam engine and this constituted a magnificent step in the 
industrial revolution. The British astronomer G. Airy was the first scientist to  analyze 
mathematically the regulating system invented by Watt. But the first definitive math-
ematical description was given only in the works by J. C. Maxwell (who discovered 
the Maxwell electromagnetic field equations) in 1868, where some of the erratic 
behaviors encountered in the steam engine were described and some  control mecha-
nisms were proposed. He was able to explain instabilities exhibited by the flyball 
governor using differential equations. This demonstrated the importance and useful-
ness of mathematical models, and methods in understanding  complex  phenomena, 
and it signaled the beginning of mathematical control and systems theory. Elements 
of control theory had appeared earlier but not as dramatically and convincingly as 
in Maxwell’s analysis.

The issue of finding stability criteria [1–2] for certain linear systems was  discussed 
first. This work was then extended to determine the stability of nonlinear systems by 
Lyapunov [3]. In the 1930s, work on feedback amplifier design at the Bell Telephone 
Laboratories was based on the concept of frequency response presented in the paper 
on “Regeneration Theory” [4], which basically described how to determine system 
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stability using the frequency domain approach. This was later extended [5] during 
the next decade to give rise to one of the most widely applied control system design 
methodologies [6]. Based on the Root Locus method [2,7], a few designed techniques 
that allowed the roots of the characteristics equation to be displayed in a graphical 
form were subsequently proposed.

The invention of computers in the 1950s gave rise to the application of  state-space 
equations that use vector matrix notation for machine computation. The concept 
of optimum [8] design was first proposed. The method of performing dynamic 
 programming [9] was then developed at the same time as the maximum principle [10]. 
At the initial conference of the International Federation of Automatic Control, the 
concept of observability and controllability [11] was introduced. Around the same 
period, Kalman demonstrated that when the system dynamic equations are  linear, 
performance criterion is quadratic and can be controlled using the LQ method. With 
the concept of the Kalman filter [12], which combined with an optimal controller, 
a linear-quadratic-Gaussian (LQG) control was introduced.

The 1980s showed great advances in control theory for the robust design of 
 systems with uncertainties in their dynamic equations. The works on H-infinity norm 
and μ-synthesis theory [13–15] demonstrated how uncertainty can be modeled in the 
system equations. A decade later, the concept of intelligent control systems was devel-
oped. An intelligent machine [16] that is able to give a better behavior under uncer-
tainty condition was introduced. Intelligent control theory has the ideas laid down in 
the area of Artificial Intelligence (AI). Artificial Neural Networks [17–19] uses many 
simple elements operating in parallel to emulate how their biological counterparts are 
used. Subsequently, the idea of fuzzy logic [20] was developed to allow computers 
to model human vagueness. The fuzzy logic [21–24]  controllers offer some form of 
robust control without the requirement to model the system dynamic behavior.

Thus, control theories have made significant strides in the past 100 years in 
 history. New mathematical techniques made it possible to more accurately control 
significantly more complex dynamical systems than the original flyball governor. 
These techniques include developments in optimal control in the 1950s and 1960s, 
followed by progress in stochastic, robust, adaptive, and optimal control methods in 
the 1970s and 1980s, and intelligent control in 1990s. Applications of control meth-
odology have helped to make efficient power generation, space travel,  communication 
 satellites, aircraft, and underwater exploration possible.

1.2 COMPUTER-AIDED CONTROL SYSTEM DESIGN

One of the aspects of control systems that has received considerable attention is that of 
developing efficient and stable computational algorithms. Parallel with the advances 
in modern control, computer technology has made its own progress and has played 
a vital role in implementing the control algorithms. As a result, the field of control 
has been influenced by the revolution in computer technology. Now, most control 
engineers have easy access to a powerful computer package for system analysis and 
design. In fact, computers have become an integral part of control systems. With 
the progress in computing ability, the classes of problems which can be  modeled, 
 analyzed, and controlled are considerably larger than those previously treated.
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One of the main goals of this book is to establish a relation between applied 
 control engineering and computer software engineering. Applications of  computers 
in control system design and/or implementation is commonly called computer-aided 
control system design (CACSD) or generally known as computer-aided applied 
 control engineering (CAACE). Using a computer-aided design approach, all prin-
ciples and techniques of control can be demonstrated in fairly simple  fashion. 
The  software in creating and solving problems is not limited to a particular one, 
rather a  collection of powerful available packages. Even if the reader does not have 
access to these  packages, it is still worthwhile to study the numerical results that have 
been  presented. In this way certain trade-offs, trends, comparisons with  experiment 
results, and other results will become apparent.

A major breakthrough in computer-aided control system design was the creation 
of a “matrix laboratory” for linear algebra. This software called MATLAB although 
not initially intended for control system design, was turned into a stepping-stone for 
many powerful CAACE programs in a relatively short period of time. In  parallel 
to this effort, several other CAACE programs such as Mathematica®, KEDDC™ 
and TIMDOM™ have been developed for a wide range of problems and classes of 
systems.

An important part of CAACE is simulating a dynamic system model to obtain 
theoretical behavior of the system before actual implementation on an application. 
However, a problem such as incompleteness and uncertainty in the dynamic model 
could happen. The system dynamics may change with time and thus a fixed con-
trol method does not work. For example, the mass of an airplane is different before 
and after the flight journey. This affects the dynamic model as the mass changes 
with time. Measurements may be contaminated with noise and external distur-
bance effects. Sensors, which provide accurate data, because of these difficulties 
in measuring the output data produce highly random and irrelevant information. 
Sometimes, the finest controller on a miserably designed system may not deliver the 
desired performance. However, advanced controllers are able to eke out better results 
for a badly designed system. But on this system, there is a definite end point, which 
can be approached by instrumentation.

With this in mind, there should be a unified approach to the design of the  control 
systems. The first step is to perform a simulation of the theoretical dynamic  system 
to obtain an insight to its behaviors and try to remodel it closer to the actual response 
before a controller is designed for the model. If modification of the model is difficult 
or sometimes unfeasible, the controller has to withstand the model inaccuracy  without 
compromising the desired performance. The control system design is  actually a com-
bination of experience and techniques. Experience, however, only comes with time 
as one is exposed to more control applications. Usually, the  techniques of designing 
a control system involve mostly a team of engineers. The process often emerges in a 
step-by-step design procedure as follows:

 1. Study the system to be controlled.
 2. Obtain information about the control objectives.
 3. Simulate the system; simplify the model if necessary.
 4. Analyze the resulting model.
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 5. Decide variables to be controlled.
 6. Decide on measurements: what sensors and actuators will be used and where 

will they be placed?
 7. Select the control configuration.
 8. Decide on the type of controller to be used.
 9. Decide on performance specifications, based on the overall control 

objectives.
 10. Design a controller.
 11. Analyze the resulting controlled system to see if the specifications are 

 satisfied; and if they are not satisfied, modify the specifications or the type 
of controller.

 12. Simulate the resulting controlled system on a computer or plant using 
hardware-in-the-loop.

 13. Repeat step 3 or all previous steps, if necessary.
 14. Choose hardware and software, and implement the controller.
 15. Test and validate the control system, and fine-tune the controller if necessary.

Control engineering courses and textbooks usually focus on steps 10 and 11 in the 
above procedure; that is, on methods for controller design and control system analy-
sis. Interestingly, some applications are designed without performing the simulation 
with the hardware or the controlled system. How the control algorithm can be coded 
in hardware after it completes the simulation is normally omitted in the control engi-
neering course. A special feature of this book is the provision of  computer-aided 
design steps for simulation and its subsequent implementation on the real-life appli-
cations such as ALSTOM gasifier and URV. This book also explains some tried and 
test applications using the available control system methods on these applications.

1.3 CONTROL SYSTEM FUNDAMENTALS

Before discussing the computer-aided applied control engineering applications, it is 
vital to define the term called system. Examples of a system can be physical systems 
such as underwater robotic vehicles, ships, submarines, planes, and robots. But, most 
systems have things in common. They need outputs and inputs to be specified. In the 
example of the underwater robotic vehicles, the inputs are the voltage and current 
to the thrusters, and the outputs are the position, velocity, and acceleration of the 
vehicles. The system to be controlled is known as the plant and is represented by 
a block diagram. The control engineers may have direct control on the inputs, and 
they are known as controllable inputs. But, there are some inputs over which the 
control engineers have no control and they are called disturbance inputs. A typical 
closed-loop system is shown in Figure 1.1; it consists of the forward path controlled 
by a controller and the feedback path.

As seen in Figure  1.1, to attenuate the disturbance, a controller (or embedded 
controller) is used to provide control signal to the plant. The most popular control-
ler used in industry is the Proportional-Integral-Derivative (PID) controller. It gen-
erates P-action, I-action, and D-action and combines them to produce the  control 
signal. The derivative mode is added to the PI controller to make the response 
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speed faster and less oscillatory. This type of control provides zero offset and faster 
response but can be quite poor in attenuating the disturbance. The control signal will 
 actuate the plant via an interfacing circuit (e.g., amplifier or digital-to-analog con-
verter) and  actuators such as motors. To obtain the actual outputs, sensors are used. 
For   example, an  altimeter measures the depth of the water and a magnetic compass 
measures the heading angle of the vehicle. Difference between the actual outputs 
and desired value (or set point) is called error signal. The error signal is used for an 
input to the controller to generate control signal.

In control system design, the responses of system outputs to the system inputs are 
important to the engineers. The control engineers often try to determine the system 
response by using a mathematical model that represents the system behavior. With 
the system model obtained, the system outputs are computed. Comparisons can be 
made with the theoretical results to see whether it matches the  mathematical model. 
In order to obtain the system inputs, instrumentation and measurement devices 
such as communication cables, data acquisition cards, measurement devices, and a 
 microprocessor are needed.

In the example of a ship seen in Figure 1.2, the fin or rudder and diesel engines 
are the control inputs, which can be changed to control the outputs such as the ship’s 
heading and surge velocity. The wave, wind, and ocean current are disturbance 
inputs that create errors in the controlled variables such as the roll, pitch, heave, 
forward, sway, and heading or turning velocity.
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FIGURE 1.1 Closed-loop control system block diagram.
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FIGURE 1.2 A ship as a control system.
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1.3.1 Open-LOOp SyStemS

The control systems are broadly classified as either open-loop or closed-loop systems. 
An open-loop control system is controlled directly, and only, by an input signal. It does 
not compare the actual output with the desired value to determine the control action. 
Instead, a calibrated setting—previously determined by some sort of calibration 
 procedure or calculation is used to obtain the desired result. One common example is 
an amplifier and a motor. The relationship between speed and voltage input is deter-
mined through the calibration. The amplifier receives a low-level input voltage signal 
and amplifies to drive the motor to the desired output speed. The open-loop control 
system is shown in basic block diagram form in Figure 1.3. The output of the amplifier 
is proportional to the amplitude of the input signal. The phase (ac system) and  polarity 
(dc system) of the input signal determines the direction that the motor shaft will turn. 
After amplification, the input signal is fed to the motor, which moves the output shaft 
(load) in the direction that corresponds with the input signal. The motor will not stop 
driving the output shaft until the input signal is reduced to zero or removed. This 
system usually requires an operator who controls speed and direction of movement of 
the output by varying the input. The operator could be controlling the input by either a 
mechanical or an electrical linkage (i.e., potentiometer). The  open-loop system could 
be very vulnerable to any disturbances as there is no feedback control system.

An example of an open-loop system is a cellular phone. The loop begins when 
an incoming call causes the phone to ring or when a person dials out using the 
phone. After the phone has been turned on, it will make a connection with a 
 satellite. The phone will then continue to transmit to that satellite until the connec-
tion is broken by a human operator. Because the phone is unable to turn itself off 
after the necessary functions (i.e., the desired value) have been performed, it is an 
open loop.

The firing of a rifle bullet is another example of an open-loop control system. 
The desired result is to direct the bullet to the bull’s eye. The actual result is the 
direction of the bullet after the gun has been fired. The open-loop control occurs 
when the rifle is aimed at the bull’s-eye and the trigger is pulled. Once the bullet 
leaves the barrel, it is on its own: If a gust of wind comes up, the direction will 
change and no  correction will be possible.

Besides, the open-loop system is vulnerable to disturbance. The advantage of 
using the open-loop control is that it is less expensive than closed-loop  control: It is 
not necessary to measure the actual result. In addition, the controller is much  simpler 
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Actuators
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Signal

Feed Forward Path

Input
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FIGURE 1.3 Open-loop system block diagram.
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because corrective action based on the error is not required. Often, the human 
 operator needs to correct the slowly changing disturbances by manual  adjustment. 
In  this case, the operator is actually closing the loop by providing the feedback 
signal.

1.3.2 CLOSed-LOOp SyStemS

Closed-loop control or feedback is the action of measuring the difference between 
the actual output and desired value, and using that difference to drive the actual 
output toward desired value. The term feedback comes from the direction in which 
the measured output travels in the block diagram. The signal begins at the output 
of the controlled system and ends at the input of the controller. Closed-loop control 
 systems are the type most commonly used in industry because they control with 
greater  accuracy than open-loop systems in Figure 1.3.

The block diagram of the closed-loop system to monitor a room temperature is 
illustrated in Figure 1.4. The actual output from a thermocouple is compared with 
the desired temperature set by the user. Any possible error causes the controller to 
generate a control signal to the gas solenoid valve for adjusting the gas flow to the 
burner. The desired value is determined from manual adjustment of a  potentiometer 
as seen in Figure  1.4. The physical values of the signals can be seen within the 
 brackets in Figure 1.4. Steady conditions exist if the desired and actual temperatures 
are similar. The system can work in two basic modes:

• Bang-bang type of control: The gas valve is either fully closed or open. 
This form of control produces an oscillation of the actual temperature about 
the desired or set point temperature. However, it is usually for low-cost 
applications (i.e., domestic heating systems).

• Proportional type of control: The linear movement of the valve is linearly 
proportional to the error signal. This gives a continuous modulation of the 
heat input to give a precise temperature control. This method is used for 
temperature control where accuracy is a concern over the cost.
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FIGURE 1.4 Closed-loop system block diagram for room temperature control.
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1.4 EXAMPLES OF CONTROL SYSTEMS

1.4.1 Ship COntrOL SyStem

The ship control system is designed to control a vessel on a desired heading 
(or   heading control) while subjected to disturbances such as waves and wind. 
The  main components of the ship control system can be seen in Figure  1.5. 
The  actual heading is  measured by a magnetic compass and compared with the 
desired heading. The ontroller determines the commanded rudder angle and sends 
a control signal to the steering gear to steer the ship. The actual rudder angle is 
measured by an angle sensor and compared with the desired rudder angle, to form 
a control loop. The rudder gives a moment on the hull to change the actual heading 
toward the desired heading under the wind and wave disturbances that may hinder 
the control efforts.

1.4.2 Underwater rObOtiC VehiCLe COntrOL SyStem

Another closed-loop system of interest in underwater is the URV. URVs have 
 experienced tremendous growth in underwater pipeline inspection, ocean  surveying, 
and underwater rescuing. They are essential at depths where human diving is 
 impractical. The URV has evolved into different classes based on the vehicle’s 
 application and autonomy. The URV is classified into remotely operated vehicle 
(ROV) and autonomous underwater vehicle (AUV). The guidance and control of 
the ROV requires the operator to have a high degree of expertise, and performances 
are highly affected by the operator’s lack of concentration and weariness. In order 
to simplify the task of the human operator (in the case of ROVs) or of the mission 
control (in the case of AUVs), effort has focused on the realization of systems that 
could guarantee the automation of elementary behaviors, such as the regulation of 
state variables for assigned set points.

They are many parameters to control in the ROV. As seen in Figure  1.6, the 
problem of depth regulation for ROVs is used for illustration. The controller can 
guarantee the suppression or at least the limitation of the overshoot in the system 
response. In fact, overshoot in the system response to depth set point are particularly 
dangerous when the vehicle operates in a cluttered environment, like that found in 
the vicinity of offshore structures and submersed industrial installations or during 
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FIGURE 1.5 Closed-loop system block diagram for ship control system.
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archeological activities. Clearly, an overshoot in the vehicles’ vertical trajectory, 
in these circumstances, may cause damage to both the vehicle and the inspected 
 structure. In this case, a PID controller is used.

The important components of the control system for the ROV are seen in 
Figure 1.6. The operating depth is measured by an altimeter or sonar depth  sensor 
and   compared with the desired depth. The controller determines the commanded 
depth and sends a signal to the thrusters through the onboard amplifier. The  thrusters 
are configured such that for each degree of freedom, the ROV requires certain 
 thrusters. The real depth is measured by the altimeter or sonar depth sensor, and 
the readings are compared with the desired depth value. This forms a control loop 
 control system. The thruster provides motion to the ROV to reach the desired depth 
while the ocean current and the umbilical cable attached to the ROV create moments 
that may hinder this control action. Electronic noise can affect the output of the 
sensor. For real-time depth monitoring, the monitor screen with the graphic user 
 interface is used to  display the real-time behavior of the ROV in water.

1.4.3 Unmanned aeriaL VehiCLe COntrOL SyStem

Another closed-loop control system that operates in the air is unmanned  aerial 
vehicles (UAVs). They are capable of flight without an onboard pilot. It can 
be controlled remotely by an operator, or can be controlled autonomously via 
 preprogrammed flight paths. Such aircraft have already been implemented by the 
military for recognizance flights. Further use for UAVs by the military, specifi-
cally as tools for search and rescue operations, warrants continued development 
of UAV technology. For example, a quad-rotor helicopter is one type of UAV. 
It is an aircraft whose lift is generated by four rotors. Control of such a craft is 
accomplished by varying the speeds of the four motors relative to each other. 
Quad-rotor crafts naturally demand a sophisticated control system in order to 
allow for balanced flight.

The main elements of the quad-rotor helicopter control system are shown in 
Figure 1.7. The control system has a cascaded loop that consists of an inner loop for 
speed control and an outer loop for altitude control. The actual propellers’ speeds are 
measured by tachometers and compared with the desired speed. The controller com-
putes the demanded speed based on the altimeter feedback and sends a control signal 
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FIGURE 1.6 Closed-loop system block diagram for ROV control system.
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to the inner loop for speed control. Hence, the actual speed and altitude are moni-
tored by the tachometers and altimeter, respectively. The value is compared with the 
desired value, to form a single control loop. The rotors provide a lift force by varying 
the speed of the propellers on the quad-rotor helicopter to reach the desired altitude 
despite the external wind effect that can hinder this action. Practically, it  is quite 
 difficult to obtain good feedback due to the sensitivity of the sensors used. Electronic 
noise could affect the output of each sensor.

1.5 CONTROL SYSTEM DESIGN

The availability of powerful low-cost microprocessors has spurred great advances in 
the theory and applications of control systems. In terms of theory, major strides have 
been made in the areas of feedback linearization, sliding control, nonlinear adapta-
tion and other techniques. In terms of applications, many practical control systems 
have been developed, ranging from digital “fly-by-wire” flight control systems for 
aircraft, to “drive-by-wire” underwater robotic vehicles, to advanced medical robotic 
and space systems. As control systems have become more complicated both in design 
and requirements, the modeling and simulation become important to aid in control 
systems design. As a result, the subject of computer-aided control system design is 
occupying an increasingly important place in automatic control engineering, and has 
become a necessary part of the fundamental background of control engineers prior 
to control applications.

With the information and knowledge available to the control engineers, the next 
step is to design the control system. Some problems such as the system  uncertainties 
and the poor measurement caused by external disturbances and noise effects could 
exist. However, there is a common approach that can be used to design typical  control 
systems. The steps in the approach are shown in Figure 1.8.

As observed in Figure 1.8, after the control objectives are defined, the  variables 
to be controlled are decided. To provide a numerical solution to the dynamic model 
of the plant, the plant’s model is modeled and simulated in MATLAB and Simulink. 
Prior to controller design, the control structure design has to be performed. 
It  includes selecting the input and output pairs to effectively reduce the coupled 
effects,  reducing the order or states of the system without affecting the time and 
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the frequency response of the original system, improving the numerical condition of 
the system model in order to provide numerically stable results and lastly, perform-
ing a sanity check on the open-loop system stability and response.

Very often, other software such as computational fluid dynamic (CFD) together 
with other software such as AutoCADTM, SolidWorksTM, and Pro/ENGINEER®* are 
used to obtain the solid model representation of the plant and other parameters such 
as: mass, moment of inertia, added mass coefficients, and damping force coefficients. 
The controller is then designed to control the plant such that it meets the control 
 objectives. After the control system is designed for the plant, the selected hardware 
and control algorithm need to be tested. To accomplish this,  hardware-in-the-loop 

* http://www.ptc.com/support/legalagreements/proe-agreements.htm
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FIGURE 1.8 Steps in designing a control system using computer-aided design software.
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testing helps to simulate the system in real time. Sometimes, actual  implementation 
using software such as xPC Target, QNX, DOS, Linux operating systems and hard-
ware (i.e., sensors and actuators) are used. The test objectives are to check whether 
the control system design is satisfactory. This is followed by final  integration with 
mechanical components (i.e., enclosure design, onboard power  supply, user input 
devices, and graphic-user-interface). Troubleshooting on the  control system has to 
be done if issues occur after implementation.
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2 Introduction to 
MATLAB and Simulink

2.1 WHAT IS MATLAB AND SIMULINK?

MATLAB is a program for numerical computation. It is widely used for control 
systems analysis and design. There are many toolboxes available in MATLAB. 
But in in these sections, we will make extensive use of the Control Systems Toolbox. 
MATLAB is supported on Unix, Macintosh, and Windows environments. In this 
section, a brief introduction to MATLAB is given. Most functions and conventions 
are logical and easy to use for numerical computation.

Simulink is a program with graphical programming facilities for simulating 
dynamic systems. As an extension to MATLAB, Simulink adds many features 
 specific to dynamic systems while retaining MATLAB general purpose functional-
ity. For example, complex systems also containing nonlinearities can be built and 
analyzed easily in graphical form. Simulink has two phases of use, model defini-
tion and model analysis. First, a model has to be defined or a previously defined 
model is recalled. Then, that model is analyzed. The progress of a simulation can be 
viewed while the simulation is running, and the final results can be made available 
in MATLAB workspace when a simulation is completed.

In this chapter, we will learn how to model and analyze a physical system such 
as a simple mass-spring-damper system or a second-order differential equation in 
MATLAB and Simulink. This tutorial also provides canonical steps, and  syntax 
toward solving the problems. It also covers closed-loop control of the second-
order systems using the Proportional-Integral-Derivative (PID) controller and its 
 parameters tuning using the Ziegler–Nichols method [25].

2.2 MATLAB BASIC

2.2.1 Vector

We begin by doing something simple, like a row vector. Enter each element of the 
vector by giving a space between each value. Then, set it equal to a variable ‘a.’ 
For example, enter the following command into the MATLAB command prompt:

>> a = [0.1 0.2 0.3 0.4 0.5 0.6]

MATLAB will return:

a =
0.1 0.2 0.3 0.4 0.5 0.6
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Next, to create a column vector, simply type the following:

b =[0.1;0.2;0.3;0.4;0.5;0.6;0.7]
b =
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
b = a'
b =
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7

If you want to create a row vector with elements starting from 0 and 10 with an 
increment of 0.1, the following command is used:

>> t = 0:.1:10
t =
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.10

It is vital to note that in MATLAB, the vectors are indexed from 1. This means 
that location of the first element is 1. The following command is used:

>> t(1)
ans =
0

If you would like to add 0.2 to each of the elements in the vector ‘a’, the following 
command is used:

>> b = a + 0.2
b =
0.3 0.4 0.5 0.6 0.7 0.8 0.11 0.10 0.9

Now, if you want to add (or subtract) two row vectors, if the two vectors are the 
same length, the following command is used:

>> d = a + b
d =
0.4 0.6 0.8 0.10 0.12 0.14 0.20 0.18 0.16
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Multiplication of vectors must be performed using dot star (.*) so the  corresponding 
elements of each vector are multiplied. The following command is used:

>> d = a.*b
d =
0.03 0.08 0.15 0.24 0.35 0.48

To create a vector of powers of 2, you would need to use a dot caret (.̂ ). Note that 
the use of a semicolon makes the output invisible. The following command is used:

>>power = 1:5;
>>power_of_2 = 2.^powers
power_of_2 =
2 4 8 16 32

2.2.2 Matrices

Creating a matrix into MATLAB is the same as entering row and column vectors 
except each row of elements is separated by a semicolon (;). We can multiply the two 
matrices D1 and C1 together. The following command is used:

>> C1 =[ 1 2 3 ; 4 5 6; 9 9 9]
C1 =
 1 2 3
 4 5 6
 9 9 9
>> D1 =[ 8 8 8 ; 4 5 6; 9 9 9]
D1 =
 8 8 8
 4 5 6
 9 9 9
>> E1 = C1 * D1
E1 =
 43 45 47
 106 111 116
 189 198 207
>> E1 = D1 * C1
E1 =
 112 128 144
 78 87 96
 126 144 162

Another option for matrix manipulation is to multiply the corresponding elements 
of two matrices using the (.*) operator. The following command is used:

>> F1 = [1 2; 3 4]
F1 =
1 2
3 4
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>> G1 = [2 3;4 5]
G1 =
2 3
4 5
>> H1 = F1 .* G1
H1 =
2 6
12 20

You can determine the cube of the matrix using the following command. 
The  following command is used:

>> F3 = F1^3
F3 =
37 54
81 118

If you want to cube each element in the matrix, just use the element-by-element 
method. The following command is used:

>> F3 = F1.^3
F3 =
1 8
27 64

You can determine the inverse of a matrix:

>> invX = inv(F1)
invX =
−2.0000 1.0000
1.5000 −0.5000

You can determine the eigenvalue of a matrix:

>> eigenvalueF = eig(F1)
eigenvalueF =
−0.3723
5.3723

To determine the coefficients of the characteristic polynomial of a matrix, the 
poly function is used. It forms a vector with the elements that are the coefficients of 
the characteristic equation.

>> p1 = poly(F1)
p =
1.0000 −5.0000 −2.0000

Recall the eigenvalues of a matrix are similar to the roots of its characteristic 
polynomial. The result of using the roots command is similar to the result of using 
the eig command on matrix F1.
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>> roots(p1)
ans =
5.3723
−0.3723

2.2.3 Plot GraPh

It is simple to do plotting in MATLAB. If you wanted to plot a sine and a cosine 
wave as a function of time, create a time vector and then compute the sine and cosine 
value at each time.

>> t = 0:0.22:7;
>> y1 = sin(t);
>> y2 = cos(t);
>> plot(t,y1,'−',t,y2,'– –')
>> xlabel('time(s)')
>> ylabel('y')
>> title('Sine vs Cosine Function')
>> legend('sine','cosine')

The ‘−’ and ‘– –’ indicate the different style to differentiate between the sine and 
cosine function. The plot contains one period of a sine and cosine wave. For clarity, 
we can include the following labels and legend in Figure 2.1.

2.2.4 PolynoMials

A polynomial is represented by a vector. To create a polynomial in MATLAB, enter 
each coefficient of the polynomial into the vector in descending order. If the polyno-
mial has missing coefficients, you must enter zeros in the appropriate place within 
the vector.
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FIGURE 2.1 Sine and cosine curves.
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For example, s4 + 1 would be interpreted in MATLAB as:

>> y1 = [1 0 0 0 1]

Similarly, you can use the inline function in MATLAB.

>> y1 = inline('s^4+1')

You can determine the value of a polynomial using the polyval function. To deter-
mine the value of the above polynomial at s = 2, type the following command.

>> polyval([1 0 0 0 1],2)
ans =
17

For example, to plot the polynomial (s4 + 3s3 − 15s2 − 2s + 9) ranging from –6 to 4, 
the commands used are as follows:

>> t = −6:.2:4;
>> x = [1 3 −15 −2 9];
>> plot(t, polyval(x,t))
>> grid on

As observed in Figure 2.2, the function crosses zero four times. It has four roots 
to the equation. To find the exact locations of the roots, use the roots command.

>> roots([1 3 −15 −2 9])
ans =
−5.5745
2.5836
−0.7951
0.7860
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FIGURE 2.2 Polynomial curve.
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2.2.5 M-Files and Function

M-files enable the user to write functions and later execute them in the MATLAB 
command prompt. This is especially useful because control loop statements such as 
IF-ELSE, FOR, and WHILE can be incorporated to operate like a C program. Take 
note that the M-file syntax is the same as the syntax used in the command window 
of MATLAB.

To create an M-file, go to FILE menu and choose NEW M-file. Save the file with 
extension ‘.m’. To run the file, type in the name of the file in the MATLAB com-
mand prompt. Note that the file must be in the current directory to be called from 
the command window. The current directory is shown at the top of the MATLAB 
window screen.

The new M-file will be used to plot sine and cosine that were done previously. 
Instead of issuing few commands at a time, we can group them under a function. 
The same command plotgraph(t) can be issued whenever the graph needs to be 
plotted. The same plot is shown. Now, you need to type one single line of command 
with the input parameter, t.

The M-file should look like this. Save the file as plotgraph.m.

function plotgraph(t)
% use function to plot sine and cosine curves
y1 = sin(t);
y2 = cos(t);
plot(t,y1,'−', t,y2,'−−')
xlabel('time(s)')
ylabel('y')
title('Sine vs Cosine Function')
legend('sine','cosine')

Then, type the following command at MATLAB to call the function.

>>t = 0:0.25:7;
>>plotgraph(t);

In MATLAB, the percent sign (%) is to comment your M-file code. This is useful 
during troubleshooting when trying to locate a problem.

A help database for each function is available in MATLAB if you are not able 
to recall the exact command. In addition, there are a few methods to get assistance 
from MATLAB such as entering demo in the command prompt. For example, you 
can search the function names and document files by using the following command 
at MATLAB:

>> help plot

or

>> doc plot
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2.3 SOLVING A DIFFERENTIAL EQUATION

In this section, we will use the knowledge described in the previous sections to solve 
the second-order dynamic response of a mass-spring-damper system. This will be 
done using an M-file. The differential equation used is as follows.

 M z B z K z F1 1 1 1�� �+ + =  (2.1)

where
 M1 = 550, B1 = 7000, K1 = 90000, F1 = 21610, z(0) = 0.3 and z(0) 4� = − .
It is good practice to start the M-file with a heading the same as the function name.

% diffeq.m
M1 = 550;
B1 = 7000;
K1 = 90000;
F1 = 21610;

The homogeneous solution plus the particular solution can be written as follows:

 z(t) = zk (t) + zp (t) (2.2)

The particular solution is assumed to be constant. By dividing the whole equation by 
K and solving for zp, it becomes:

 zp = F1/K1 (2.3)

>> zp = F1/K1
zp =
0.2401

The homogeneous solution is the solution for which the right side of the equation 
in (2.1) is zero. Assume the homogeneous solution of a second-order equation is a 
constant time exponential to the power of time. Equation (2.1) becomes:

 M z B z K z1 1 1 0k k k�� �⋅ + ⋅ + ⋅ =  (2.4)

where

 z C ek
t= ⋅ λ , z C ek

t� = λ ⋅ λ  and z C ek
t2�� = λ ⋅ ⋅ λ

Dividing (2.4) throughout by C e t⋅ λ  gives a quadratic equation. Using the roots 
command, the values for λ can be determined.

 M1λ2 + B1λ + K1 = 0 (2.5)

>> lambda = roots([M1 B1 K1])
lambda =
−6.3636 + 11.0969i
−6.3636 − 11.0969i
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We can observe that λ are complex and hence we have an oscillatory response. 
To  find the values of the constants in the homogeneous equation, the boundary 
 conditions are needed. For example:

 

z C C z

C C z

z C C

(0) 0.3

0.3

(0) 4

p

p

1 2

1 2

1 1 2 2�

= + + =
+ = −

= λ + λ = −
 (2.6)

The result is a set of linear equations. This set of linear equations can be written as 
a vector-matrix equation. The inverse function is used to solve for the C, which is a 
2 × 1 matrix containing the constants C1 and C2. The MATLAB commands to solve 
for C are as follows:

>>A = [1 1; lambda(1) lambda(2)];
>>B = [(.3−zp);−4];
>>C = inv(A)*B
C =
0.0299 + 0.1631i
0.0299 − 0.1631i

With value of C obtained, we are ready to plot the graph for the total solution,

 z z C e C ep
t t

1 2
1 2= + +λ λ  (2.7)

We used the following function file to execute the above-mentioned steps. The inputs 
to the function are M1, B1, K1, and F1. The time response of the mass-spring-damper 
system can be seen in Figure 2.3.
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FIGURE 2.3 Time response to the differential equation using MATLAB equations.
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function [z, t]=diffeq(M1,B1,K1,F1)

% MATLAB Basics Tutorial
% Put in the values for the constants that will be used.
% Type >> M1 = 550;B1 = 7000; K1 = 9000; F1 = 21610;
% Type >> [z, t]= diffeq(M1,B1,K1,F1);

lambda = roots([M1 B1 K1])

A = [1 1; lambda(1) lambda(2)]
zp = F1/K1
B = [(.3−zp);−4]

C = inv(A)*B

t = 0:.01:2;
z = zp + C(1)*exp(lambda(1)*t) + C(2)*exp(lambda(2)*t);
 % plotting and setting up window

plot(t,z)
grid on

title('Solution to Differential Equation')
xlabel('t')
ylabel('z')

2.3.1 MatlaB oPen-looP transFer Function ModelinG

Another method to solve the differential equation is to use the transfer function 
approach. The modeling equation gathered from the free body diagram is in the 
time domain. Some analyses are easier to perform in the frequency domain. In order 
to convert to the frequency domain, apply the Laplace transform to determine the 
transfer function of the system.

The Laplace transform converts linear differential equations into algebraic 
expressions, which are easier to manipulate. The Laplace transform converts func-
tions with a real dependent variable (such as time) into functions with a complex 
dependent variable (such as frequency, often represented by s).

The transfer function is the ratio of the output Laplace transform to the input 
Laplace transform assuming zero initial conditions. Many important characteristics 
of dynamic or control systems can be determined from the transfer function.

The general procedure to find the transfer function of a linear differential  equation 
from input to output is to take the Laplace transforms of both sides assuming zero 
conditions, and to solve for the ratio of the output Laplace over the input Laplace. 
Note that the initial condition of the step response is different.

The Laplace transform allows a linear equation to be converted into a polyno-
mial. The most useful property of the Laplace transform for finding the transfer 
function is the differentiation theorem. In order to convert the time dependent 
governing equation to the frequency domain, perform the Laplace transform to 
the input and output functions and their derivatives. These transformed func-
tions must then be substituted back into the governing equation assuming zero 
initial conditions. Because the transfer function is defined as the output Laplace 
function over the input Laplace function, rearrange the equation to fit this form. 
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As  shown,  the transfer function of the second-order example can be obtained 
through the steps below.

The notation of the Laplace transform operation is L{}.

 

L z t Z s

L z t sZ s z

L z t s Z s sz z

L f t F s

{ ( )} ( )

{ ( )} ( ) (0)

{ ( )} ( ) (0) (0)

{ ( )} ( )

2

�

�� �

=
= −
= − −
=

 (2.8)

When finding the transfer function, ‘zero’ initial conditions must be assumed, 
so z z(0) (0) 0�= = .

Taking the Laplace transform of the governing equation results in:

 F(s) − K[Z(s)] − B[sZ(s)] − M[s2Z(s)] = 0 (2.9)

Collecting all the terms involving Z(s) and factoring leads to:

 Ms2Z(s) + BsZ(s) + KZ(s) = F(s) (2.10)

The transfer function is defined as the output Laplace transform over the input 
Laplace transform, and so the transfer function of the second-order system is:

 Z s
F s Ms Bs K

( )
( )

1
2=

+ +
 (2.11)

In order to enter a transfer function into MATLAB, the variables must be given in 
numerical value because MATLAB cannot manipulate symbolic variables without 
the symbolic toolbox. Enter the numerator and denominator polynomial coefficients 
separately as vectors of coefficients of the individual polynomials in descending 
order. The syntax for defining a transfer function (for the mass-spring-damper sys-
tem) in MATLAB is as follows.

>>TF = tf(1, [550 7000 90000])

For step with magnitude other than one, the step response in Figure 2.4 can be 
obtained as follows.

>> step(21610*TF);

MATLAB can find the state-space representation (denoted by system matrix A, 
input vector B, output vector C, and feed forward vector D) directly from the  transfer 
function in a few ways. The state-space model represents a physical system as first-
order coupled differential equations. This form is better suited for computer simula-
tion than an nth order input-output differential equation:

 x Ax Bu
y Cx Du
� = +

= +
 (2.12)

where y is the output equation, and x is the state vector.
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To find the state-space representation of the system from the numerator and 
denominator of the transfer function in the form, use MATLAB tf2ss command:

>> [A, B, C, D] = tf2ss(1,[550 7000 90000])
A =
 −12.7273 −163.6364
 1.0000 0
B =
 1
 0
C =
 0 0.0018
D =
 0
>>

In order to find the entire state-space system in addition to the separate matrices 
from the transfer function, use the following command:

>> sysss = ss(A,B,C,D)
a =
 x1 x2
 x1 −12.73 −163.6
 x2 1 0
b =
 u1
 x1 1
 x2 0
c =
 x1 x2
 y1 0 0.001818
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FIGURE 2.4 Time response to the differential equation using Step method.
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d =
 u1
 y1 0
Continuous-time model.

2.3.2 siMulink oPen-looP transFer Function ModelinG

Another method to solve the differential equation is to use Simulink’s trans-
fer  function block diagram. Simulink is a graphical extension to MATLAB for 
 modeling and simulation of systems. In Simulink, systems are drawn on screen 
as block  diagrams. Many elements of block diagrams are available, such as trans-
fer functions, summing junctions, and so forth, as well as virtual input and output 
devices such as function generators and oscilloscopes. Simulink is integrated with 
MATLAB and data can be easily transferred between the programs. In these sec-
tions, we apply Simulink to the mass-spring-damper system to model and simulate 
the system.

The idea behind these sections is that you can view them in one window while 
running Simulink in another window. Some images in these sections are not live—
they simply display what you should see in the Simulink windows.

Simulink is started from the MATLAB command prompt by entering the 
 following command:

>> simulink

Alternatively, you can hit the Simulink button at the top of the MATLAB  window 
(Figure  2.5). When it starts, Simulink brings up the Simulink Library Browser 
(Figure 2.6).

Open the modeling window by selecting New and followed by Model from the 
File menu on the Simulink Library Browser as shown in Figure 2.6 above.

This will bring up a new untitled modeling window shown in Figure 2.7.
In Simulink, a model is a collection of blocks, which, in general, represents a 

system. In addition, to drawing a model into a blank model window, previously saved 
model files can be loaded either from the File menu or from the MATLAB command 
prompt.

FIGURE 2.5 MATLAB screen.



26 Computer-Aided Control Systems Design

A new model can be created by selecting New from the File menu in any Simulink 
window (or by hitting Ctrl+N). There are several general classes of blocks (just to 
name a few):

• Continuous
• Discontinuous
• Discrete
• Look-Up Tables
• Math Operations
• Model Verification
• Model-Wide Utilities
• Ports & Subsystems
• Signal Attributes

FIGURE 2.6 Simulink Library Browser screen.
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• Signal Routing
• Sinks: Used to output or display signals
• Sources: Used to generate various signals

Lines transmit signals in the direction indicated by the arrow. Lines must always 
transmit signals from the output terminal of one block to the input terminal of 
another block. One exception to this is splitting the signal to two destination blocks, 
as shown in Figure 2.8.

Lines can never inject a signal into another line; lines must be combined through 
the use of a block such as a summing junction.

A signal can be either a scalar signal or a vector signal. For Single-Input, 
Single-Output (SISO) systems, scalar signals are generally used. For Multi-Input, 
Multi-Output (MIMO) systems, vector signals are often used, consisting of two 
or more scalar signals. The lines used to transmit scalar and vector signals are 
identical. The type of signal carried by a line is determined by the blocks on either 
end of the line.

The simple model (as shown in Figure  2.8) consists of three blocks: Step, 
Transfer Fcn, and Scope using the building blocks in Simulink’s Block Libraries. 
The Step is a source block from which a step input signal originates. This signal is 
transferred through the line in the direction indicated by the arrow to the Transfer 
Function linear block. The Transfer Function modifies its input signal and outputs 
a new signal on a line to the Scope. The Scope is a sink block used to display a 
signal. It works just like an oscilloscope. The simulation time can be changed from 
10 to 2 seconds.

A block can be modified by double-clicking on it. For example, if you double-
click on the Transfer Fcn block in the simple model, you will see the following dialog 
box in Figure 2.9.

This dialog box contains fields for the numerator and the denominator of the 
block’s transfer function. By entering a vector containing the coefficients of the desired 

FIGURE 2.7 New untitled modeling window.
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numerator and denominator polynomial, the desired transfer function can be created. 
For example, the denominator is [550 7000 90000] and numerator is [1] or 1.

The Step block can also be double-clicked, bringing up the following dialog box 
as shown in Figure 2.10.

The default parameters in this dialog box generate a step function occurring at 
time = 0 sec, from an initial level of zero to a final value of 21610 (in other words, 
a 21610 step at t = 0). Each of these parameters can be changed. In this case, 
change the step time to 0 and the final value to 21610. Close this dialog before 
continuing.

Then, to start the simulation, either select Start from the Simulation menu (as 
shown in Figure 2.11) or hit Ctrl+T in the model window.

FIGURE 2.9 Transfer function block parameters.

Simulation
time  

FIGURE 2.8 Transfer function block diagram with split signals.
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After a simulation is performed, the signal, which feeds into the scope, will 
be displayed in this window. If it does not, just double-click on the block labeled 
Scope. The only function we will use is the Autoscale button, which appears as a 
pair of binoculars in the upper portion of the window. Click the Autoscale button to 
 automatically scale the response in Figure 2.12.

2.3.3 siMulink oPen-looP systeM ModelinG

The last method to solve the differential equation is to use a few of Simulink’s 
block diagrams instead of a single transfer function block diagram as shown earlier. 

FIGURE 2.10 Source block parameters for Step input.

FIGURE 2.11 Simulation menu to start simulation.
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In this section, you will learn how to build systems in Simulink using the building 
blocks in Simulink’s Block Libraries. You will build the final Simulink model as 
shown in Figure 2.13.

First, you will gather all the necessary blocks from the block libraries. Then you 
will modify the blocks so they correspond to the blocks in the desired model. Finally, 
you will connect the blocks with lines to form the complete system. After this, you 
will simulate the complete system to verify that it works.

For a system represented by an nth order input/output ordinary differential 
 equation it is necessary to integrate the highest derivative n times to obtain the 
 output. For this reason, the preferred form of the differential equation is to solve 

FIGURE 2.12 Scope display after simulation.

FIGURE 2.13 Final Simulink block diagram to represent mass-spring-damper system.
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for the highest derivative as a function of all of the other terms. For this reason, 
it is  useful to rewrite the equation of motion in the following form:

 z M Bz Kz F t1 / [ ( )]�� �= + +  (2.13)

Follow the steps below to collect the necessary blocks:
To start a new model in Simulink, click File on the Simulink Library Browser 

window’s toolbar, click on New and then click on Model. You will get a blank model 
window. Click on File and Save As: ode.mdl.

Click on the Library Browser button  to open the Simulink Library Browser. 
Click on the Sources option under  the expanded Simulink title to reveal possible 
sources for the model in Figure 2.14.

 From the Simulink Library Browser, drag the two integrators from the Continuous 
option found under the Simulink in Figure 2.15.

FIGURE 2.14 Simulink Library Browser.
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 Next, connect the two integrators by dragging a line between them. Click on 
the output arrow of the first integrator and drag it to the input arrow of the second 
 integrator as shown in Figure 2.16.

Label this line xʹ by double-clicking on the line and typing in the textbox as 
shown in Figure 2.17.

Next, add a line going into the first integrator and a line coming out of the second 
integrator. To add the line to the input of the first integrator, click the input of the first 
integrator and drag it to the left. And for the output of the second integrator, click 
on the output and drag it to the right. Label the line attached to the input of the first 
integrator as x ,̋ and label the line attached to the output of the second integrator as x. 
This can be seen in Figure 2.18.

 It is useful to label the integrators themselves. To rename any block, click on the 
block’s label and type in the text box as shown in Figure 2.19.

Now let’s construct the signal representing the damping force. The damping 
force is the xʹ multiplied by the damping constant. We can pull xʹ from the output 

FIGURE 2.15 Simulink block diagram for two integrators.

FIGURE 2.16 Simulink block diagram for two connected integrators.
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FIGURE 2.17 Label for Simulink block diagram.

FIGURE 2.18 Label for block diagram outputs.

FIGURE 2.19 Label for Simulink block diagram.
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of the integration from xʺ to xʹ block. The Simulink equivalent to multiplication is 
the Gain block. From the Simulink Library Browser window add a Gain block by 
expanding Simulink and then clicking on Math Operations and then dragging the 
Gain block into the model as shown in Figure 2.20.

 The number inside the triangle indicates the gain of the Gain block. To change 
the gain of this Gain block from 1 to B, right click on the Gain block and click 
on Gain parameters. A new window will pop up labeled Block Parameters: Gain. 
Change the value in the field for Gain from 1 to B as shown in Figure 2.21.

The input of the Gain block is currently on the left side. To make the line connec-
tion simpler, we would like the input of the Gain block to be on the right. To flip a 
Gain block, right click on the block and select Format and select Flip block as shown 
in Figures 2.22 and 2.23.

 Also, it may be useful to relabel this Gain block as Damping Coefficient; do so by 
clicking on the title and typing in the text box that opens. The damping force is now 

FIGURE 2.20 Gain block for damping coefficient.

FIGURE 2.21 Function block parameters for damper block.
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the output of the Damping Coefficient block. Drag a line out of the output and label 
it Damping Force as shown in Figure 2.24.

 The spring force is determined by multiplying x with the spring constant, K. 
This  can be done using the same methods prescribed above for creating the 
Damping Force resulting in the following addition to the model as shown in 
Figure 2.25.

In the governing equation, there are three forces that are summed together 
to form the total force on the mass, one external force and two internal forces, 

FIGURE 2.22 Flip damper coefficient Gain block.

FIGURE 2.23 Connect Gain block for damper coefficient.
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namely, the Damping Force and the Spring Force created above. Summation in 
Simulink is accomplished by using the Sum block. From the Simulink Library 
Browser window, expand Simulink and click on Math Operations and then scroll 
down in the right column to find Sum. Drag the Sum block into the model as shown 
in Figure 2.26.

 The default Sum block has two positive inputs. The system we are modeling has 
one positive input and two negative inputs. To change the number and polarity of 
inputs, right click on the Sum block and select Sum parameters. A new window will 
open up titled Block Parameters: Sum. In the field marked List of Signs change the 
value from +− to +−− as shown in Figure 2.27. Selecting OK will return you to the 
model.

 The default size for the Sum block is too small to comfortably hold the three 
inputs. To change the size, click on the Sum block, drag on one of the corner blocks 
to enlarge it.

FIGURE 2.24 Label Gain block for damper coefficient.

FIGURE 2.25 Connect Gain block for spring constant.
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Now, to connect the Damping Force and Spring Force to the two negative input 
terminals of the Sum block, drag the end of the arrow labeled Damping Force to a 
negative input of the Sum block. Similarly, do it for the Spring Force in Figure 2.28.

 The third input of our Sum block is reserved for the external force. Simply 
draw a line out of the positive input of the Sum block and label it as External 

FIGURE 2.26 Label Subtract block.

FIGURE 2.27 Modify Subtract block for three inputs.
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Forces. As seen later, the output of a source will attach to this arrow as shown in 
Figure 2.29.

 The output of the Sum block is the Sum of all of the forces acting on the sys-
tem. Draw a line out of the input and label it as Sum of All Forces as shown in 
Figure 2.30.

FIGURE 2.28 Connect inputs to Subtract block.

FIGURE 2.29 Connect external input force to Subtract block.



39Introduction to MATLAB and Simulink

 From Newton’s law, the sum of all forces is equal to Mx .̋ So, dividing the sum 
of all forces by M results in x .̋ To multiply the Sum of All Forces by 1/M, add a 
Gain block with value 1/M. From the Simulink Library Browser window, expand 
Simulink and select Math Operations and drag the Gain block into the model from 
the right column.

Change the value of the Gain block from 1 to 1/M by right clicking on the Gain 
block, selecting Gain parameters and changing the value for Gain in the Block 
Parameters.

The block is too small to display the value of the gain. Enlarge the block slightly 
by clicking on it and dragging the corner triangle. Also, it may be beneficial to 
rename this Gain block as Division by M as shown in Figure 2.31.

Once the model has been created in MATLAB, it is easy to simulate the response 
to a step input. In order to simulate the step response, you need to add a source to 
provide the external force, and you need a sink to view the response of the system. 
In the Simulink Library Browser window, expand Simulink and click on Sources 
and then drag the Step source  from the right column into the model. Connect 
the tail of the arrow labeled External Forces to the Step source output as shown in 
Figure 2.32.

The default parameters for the Step source are a Step time of 1, an Initial value 
of 0, a Final value of 1, and a Sample time of 0. To change the parameters of the 
Step source, right click on the Step source and select Step parameters. In the Block 
Parameters: Step window; change the parameters to whatever is desired.

To find the response to a step input of magnitude 21610 with the step time t = 0, 
change the parameters to the following: a Step time of 0, an Initial value of 0, a Final 
value of 21610, and a Sample time of 0.

 To monitor the value of x, add a Scope sink. Go to the Simulink Library Browser 
window, expand Simulink, click on Sinks, and then drag the Scope sink  from 

FIGURE 2.30 Connect Subtract block output.
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the  right column into the model. Connect the head of the arrow labeled x to the 
Scope sink as shown in Figure 2.33.

Now, double-click on the Integrator to change the initial condition: z(0) = 0.3 
where z is the position as shown in Figure 2.34.

Now, double-click on the Integrator to change the initial condition: z(0) 4� = −  
where z�  is the velocity as shown in Figure 2.35.

To run the simulation, click Simulation in the toolbar and select Start, or equiv-
alently hit Ctrl+T on the keyboard, or click the  button on the toolbar. To view 

FIGURE 2.32 Connect Gain block for 1/M.

FIGURE 2.31 Gain block for 1/M.
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FIGURE 2.33 Scope for mass-spring-damper system.

FIGURE 2.34 Change initial condition for position.
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the output of the Scope sink, which is monitoring the value of x, double-click on 
the Scope in the model. The following plot of the step response will appear in a new 
window as shown in Figure 2.36.

In comparison with the previous method, to solve the differential equation for the 
spring-mass-damper system, the response is output to the workspace. In the Simulink 
Library Browser window, expand Simulink and click on Sinks and then drag the To 
Workspace from the right column into the model as shown in Figure 2.37.

FIGURE 2.36 Time response using Simulink block diagrams.

FIGURE 2.35 Change initial condition for velocity.
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Double-click on the To Workspace block diagram to change the Variable name to 
z and Save format to Array as shown.

Now run the simulation again and plot the graphs using the plot command in 
MATLAB. For comparison, graphs resulting from other methods can be plotted on 
the same graph as shown in Figure 2.38. Note that the figure () will automatically 
assign a new figure number for the plot.

>>figure()
>>plot(tout,z,'−')
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FIGURE 2.38 Time response comparison between different methods.

FIGURE 2.37 Output to workspace.
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It is possible to create a subsystem that contains certain block diagrams. 
The  subsystem can be created by selecting the block diagrams (except the Step and 
Scope block sets) and right-click on Create Subsystem. It makes the model neater 
and easy to troubleshoot as shown in Figure 2.39.

 The subsystem can be further masked by right-clicking and selecting 
Masked  subsystem as seen in Figure  2.40. Type the following command into 
the space  provided in Drawing Commands. It results in the subsystem as seen in 
Figure 2.41.

FIGURE 2.40 Mask subsystem for mass-spring-damper system model.

FIGURE 2.39 Create subsystem for mass-spring-damper system model.
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2.4 SIMULINK CLOSED-LOOP CONTROL SYSTEM DESIGN

After completing the open-loop simulation using MATLAB and Simulink, a closed-
loop control system can be designed. In this section, PID parameters tuning using 
the Ziegler–Nichols method is used. A closed-loop control system is one in which the 
output signal has a direct effect upon the control action, that is, closed-loop control 
systems are feedback control systems. The system error signal, which is the differ-
ence between the input signal and the feedback signal, is fed back to the controller 
so as to reduce the output error and thus bring the output of the system to the desired 
value. In other words, the term closed-loop implies the use of feedback action in 
order to reduce the system error. Figure 2.42 shows the block diagram of the closed-
loop control system.

A Proportional-Integral-Derivative (PID) controller is one in which the outputs 
of the P-action, I-action and D-action are added together to produce the controller 
 output. This type of control provides zero offset and faster response. Derivative 
mode is added to the PI controller to make the response speed faster and less 
oscillatory.

In order to get the best performance from the three terms in the controller, the 
amount of each action (P-action, I-action, D-action) has to be selected carefully. 
If  a perfect model of the plant was available, then the selection process could be 
done through simulation or other analytical techniques. However, if the mathemati-
cal model of the plant is unknown, then an analytical approach to the design of a 
PID controller is not possible. Then, we must resort to an experimental approach to 
the design of PID controllers. There are many methods to tune the PID controller. 
One of the methods is to use the Ziegler–Nichols method.

2.4.1 Pid tuninG usinG siMulink

The process of selecting the controller parameters to meet given performance 
 specifications is known as controller tuning. Ziegler and Nichols suggested a rule 
[25] for tuning PID controllers (meaning to set values of Kp, Ti and Td), which is 

FIGURE 2.41 Masked subsystem.
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based on the experimental value of Kp that results in marginal stability with the 
P-action acting alone.

Initially the line is operated using only a P controller. Its gain is increased until 
a continuous oscillation of the controlled variable is produced. This value of gain 
is the critical gain Kc. Also, the periodic time of the oscillation Tc (critical period) 
must be established. Based on these values, the controller can then be tuned based 
on the Ziegler–Nichols recommended settings for process controllers shown in 
Table 2.1:

Note that the Ziegler–Nichols method only provides the initial setting for the PID 
controller. In order to have the optimal result, fine-tuning is required.

For example, the transfer function of the plant is given by

 G s
s s s

( )
1

2 2 1
p 3 2=

+ + +
 (2.14)

First, construct the system model in Simulink as shown in Figure 2.43.
Change the following parameters:

For Step Input block Step Time: 0

For Transfer Fcn block Numerator: [1]

Denominator: [1 2 2 1]

Set the PID Controller block initially Proportional: 1 (proportional gain, Kp)

Integral: 0 (integral gain, Ki)

Derivative: 0 (derivative gain, Kd)

TABLE 2.1
Parameters Used in the Ziegler–Nichols Method

Type of Controller Kp Ti Td

P 0.5 KC ∞ 0

PI 0.45 KC 0.85 TC 0

PID 0.6 KC 0.5 TC 0.125 TC

–

+ E
(set point)

R(s)
Plantkp (1 +       + Td s)

C(s)
Ti s

1

FIGURE 2.42 Closed-loop control system using PID controller.
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Next, to find out the critical gain Kc and critical period Tc, follow the procedure 
below.

• Select the simulation.
• Observe the transient response in the Scope window.
• Increase the parameter: Proportional, in the PID Controller block, 

( suggested incremental value of Proportional is 0.5).
• Restart your simulation. Check the response curve. If it is not a continuous 

oscillation (sine waveform), repeat step with new Kp values until you get 
continuous oscillation in the transient response. When the sustained oscilla-
tion occurs, this Kp (proportional gain) value is called critical  proportional 
gain, Kc.

• The value of critical gain Kc = 3.
• The value of critical period Tc = 3s.

After obtaining the Kc and Tc, we can use Table  2.1 to obtain the following 
 parameters. Follow the steps to obtain these PID parameters.

• Using Table 2.1, the Ziegler–Nichols Criterion, determine the PID  controller 
settings: Kp = 1.8, Ti = 2.5s and Td = 0.625s.

• Set the PID Controller block according to the values found.
• Proportional: 1.8 (Proportional gain, Kp )
• Integral: 0.9 (Integral gain, Ki = Kp / Ti)
• Derivative: 0.9 (derivative gain, Kd = KpTd)

• Start the simulation and the final value of the controlled variable in this 
case is around 0.98 V. Hence, it has a steady-state error of 0.02 V. The time 
response of the PID control system can be seen in Figure 2.44.

2.4.2 Pid tuninG usinG the siso tool

Instead of tuning the PID controller gains using Simulink, a single-input, single-
output (SISO) tool in MATLAB can be used. To use the SISO tool in MATLAB, 
enter the plant’s transfer function to be used. In this case, the transfer function used 
for the plant is shown in (2.14).

FIGURE 2.43 PID block diagram using Simulink.
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The commands are as follows:

>> TF = tf([1],[1 2 2 1]);
>> sisotool(TF)

The graphical user interface (GUI) for the SISO tool can be seen in Figure 2.45. 
It contains Bode plot and Root Locus plot for open-loop system analysis and control.

FIGURE 2.45 GUI display of SISO tool in MATLAB.

FIGURE 2.44 Time response from Scope in Simulink.
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For automated tuning, we use the Ziegler–Nichols method. Select Automated 
Tuning method as shown in Figure 2.46. Then, select PID Tuning and choose the 
Ziegler–Nichols method.

To begin with the controller design, click Update Compensator. The controller 
can be obtained as shown in Figure 2.47. As observed in the procedures, the tuning 
method is quite automatic without any involvements in defining the critical gain, 
critical period, and other parameters.

FIGURE 2.47 Display or Update controller in SISO tool.

FIGURE 2.46 Select Automated Tuning method in SISO tool.
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3 Analysis and Control 
of the ALSTOM 
Gasifier Problem

3.1 GASIFIER SYSTEM DESCRIPTION AND NOTATION

With an understanding of MATLAB and Simulink, the next step is to apply the knowl-
edge onto real systems. There are many control systems in industry. The  control systems 
design encompasses not only the PID controller (which we have studied previously), it 
also includes precontrollers design activities such as scaling the ill- conditioned system, 
selecting the optimal input and output pairs to reduce the level of coupling between 
them, and model-order reduction to reduce the size of the system to be controlled.

To demonstrate this, one of the selected applications is on the ALSTOM gas-
ifier used in power generation. ALSTOM developed a benchmark problem based 
on actual experiment results for control system design. This chapter concentrates 
on the analysis and the control structure design on the ALSTOM gasifier system. 
So far, several papers [26–29] have been published on the control of this gasifier 
system. The ill-conditioned nature of the linear models of this gasifier system is still 
quite challenging. The difficulties in the ALSTOM gasifier problem are the high-
order system, highly coupled in the inputs and outputs, and the numerically poor 
linear models that affects the control system design process. Throughout the chapter, 
MATLAB and Simulink are used for analysis and simulation of the control systems. 
Some of Simulink block diagrams are not live images. They are simplified to provide 
a clear picture of the block diagrams used during simulation.

First, the ALSTOM gasifier system and its notation used in the chapter are 
described. ALSTOM gasifier is a nonlinear multivariable system, having four out-
puts to be controlled with a high degree of cross coupling between them. A sche-
matic gasifier can be seen in Figure 3.1.

The control inputs are ordered as the char extraction flow in kg/s (WCHR), air mass 
flow in kg/s (WAIR), coal flow rate in kg/s (WCOL), steam mass flow in kg/s (WSTM), 
and also the disturbance input in N/m2 (PSINK). The outputs to be controlled are 
ordered as fuel gas calorific value in J/kg (CVGAS), bed mass in kg (MASS), fuel gas 
pressure in N/m2 (PGAS), and fuel gas temperature in K (TGAS). By initially neglect-
ing the effects of the input disturbances, PSINK, and noting that limestone mass flow 
in kg/s (WLS) absorbs sulphur in the WCOL with a fixed ratio of 1:10, this leaves 
effectively four degrees of freedom for control design. Hence, the gasifier becomes a 
square system, that is a four inputs (m = 4) and four outputs (l = 4) system.

The gasifier is a nonlinear system and is described by three state-space  models 
obtained by linearization about three operating points: namely, the 100%, 50%, 
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and 0% load condition. In the following, G100% will denote the plant model at the 100% 
load condition. For the three cases to be considered, the gasifier model is assumed to 
be of the following continuous linear time invariant (LTI) state-space form:

 
t t t

t t t

x Ax Bu

y Cx Du

( ) ( ) ( )

( ) ( ) ( )

� = +

= +
 (3.1)

where the states x ∈ ℜn, the inputs u ∈ ℜm, the outputs y ∈ ℜl, and the system 
matrix A ∈ ℜn×n and input matrix B ∈ ℜn×m, the output matrix C ∈ ℜl×n, and feed 
forward matrix D ∈ ℜn×m. The order of the gasifier system to be studied is n = 25.

The aim of this benchmark challenge is to design a controller to satisfy a set of 
desired specifications in Table 3.1 on the system outputs, inputs and input rates, when 
a step or a sine wave pressure disturbance is applied to the linearized model, G100%. 
The controller to be designed should also regulate the outputs within the output 
 constraints. In addition, the robustness of this controller is to be evaluated at the 50% 
and 0% load conditions.

A detailed description of the process (ALSTOM gasifier control) and desired 
 performance specifications are available [26].

3.2 INHERENT PROPERTIES ANALYSIS

Before starting on the development of a controller, several tests are performed on the 
state-space model G100%. This enables the inherent properties of the gasifier, such as 
the open-loop stability, the ill-conditioning level, and the uncontrollable and unob-
servable modes of the linear system model of the system, to be determined. The 
following are the tests performed on the gasifier system at the 100% load condition.

GASIFIER

0.1

WCHR

WAIR

WCOL

WSTM

WLS

CVGAS

MASS

PGAS

TGAS

PSINK

FIGURE 3.1 Schematic diagram of the gasifier.
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 a. Open-Loop Stability Test. First, by examining the eigenvalues of the 
 linear system model, it is found that the system is completely stable, since 
there are no eigenvalues with a positive real part. This phenomenon can 
also be observed in the open-loop time response in Figure 3.2, since all 
outputs settled to their steady-state values as time increased.

TABLE 3.1
Control System Specifications

Inputs Range (kg/s) Rate (kg/s2)

WCHR [0, 3.5] 0.2

WAIR [0, 20] 1.0

WCOL [0, 10] 0.2

WSTM [0, 6] 1.0

Outputs Range
CVGAS (kJ/kg) ±10

MASS (kg) ±500

PGAS (kN/m2) ±10

TGAS (K) ±273
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FIGURE 3.2 Open-loop steady-state response of gasifier system (outputs).
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 The time responses of the linear system at steady state are generated using 
the state-space configuration shown below (Figure 3.3).

 % Load Gasifier *.mat file
 run load_file
 % Form state-space matrices
 sys=ss(A,B,C,D);
 % Form transfer function matrix, TFM G(s)
 [Ass,Bss,Css,Dss]=ssdata(sys);
 [G, num1,num2,num3,num4,den]=tfm(sys);
 % Input
 WCHR_T=0.9;
 WAIR_T=17.42;
 WCOL_T=8.55;
 WSTM_T=2.7;
 PSINK_T=−0.2e5;
 % simulation time
 sim_time=17200;
 t_out=0:1:sim_time;
 % Input sequence for WCHR, WAIR, WCL, WSTM
 WCHR=0.9;y_chr=step([0 1],[0 1],t_out)*WCHR;
 WAIR=17.42; y_air=step([0 1],[0 1],t_out)*WAIR;
 WCOL=8.55; y_col=step([0 1],[0 1],t_out)*WCOL;
 WSTM=2.7; y_stm=step([0 1],[0 1],t_out)*WSTM;
 % Plot open-loop response
 four_inp=[y_chr y_air y_col y_stm];
 yGOL=lsim(G,four_inp, t_out);
 figure();
 subplot(2,2,1);
 plot(t_out,yGOL(:,1),'r−');
 ylabel('MASS (kg)');
 xlabel('TIME(s)');
 % Repeats for other subplots

 First, by examining the eigenvalues (i.e., using eig(A)) of the linear open-
loop system model that is shown in Table 3.2, it is found that the system 
is completely stable, since there are no eigenvalues with a positive real 
part. This stable phenomenon can also be observed in the open-loop time 

++++B C
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WCOL

WSTM

1
s

FIGURE 3.3 State-space system.
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response in Figure 3.2, since all outputs settled to their steady state as 
time increased.

 b. RHP Zeros Test. Since RHP zeros, in particular, are undesirable due to 
their effect on the system behavior such as nonminimum phase phenomena 
and high gain instability in the system time responses, a knowledge of their 
presence is essential. By examining the open-loop gasifier system model, 
two RHP zeros were detected. However, these RHP zeros are situated at 
high frequencies (659 and 1.11x1011 rad/s) for the G100% model. Therefore, it 
can be expected that they will not have any significant effect on the system 
performance, which requires a much lower bandwidth.

 G=pck(A,B,C,D);
 z1 = szeros(G);
 sort_z1=sort(z1)

 c. Condition Number Test. The condition number plots of the open-loop 
system across the frequency range of interest are shown in Figure 3.4 and 
indicate that the condition number is very high in certain regions, in par-
ticular at 0.01 rad/s to 100 rad/s. This implies a wide spread of the singular 
values of the system at these frequencies. Thus, the gasifier system is indeed 
highly numerically ill conditioned.

 w=logspace(−8,2,200);
 figure()
 svGp=sigma(sys,w);
 semilogx(w,max(svGp)./min(svGp),w,max(svGp)./min(svGp));
 ylabel('Condition number');

TABLE 3.2
Eigenvalues of the Linear System at 100% Load

Open-Loop Eigenvalues

−7.117 × 10−4 ± 4.365 × 10−4i −0.0568

−3.753 × 10−4 ± 1.509 × 10−4i −0.0568

−3.252 × 10−4 −0.0568

−7.172 × 10−4 −0.0568

−6.977 × 10−3 −0.0568

−0.0155 −0.0568

−0.0301 −0.108

−0.0568 −0.132

−0.0568 −0.396

−0.0568 −1.006

−0.0568 −33.125

−0.0568
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 d. Reduction of the State-Space Equations. Using the routines available 
in MATLAB to test for controllability and observability, based on the 
Kalman tests, gave extraneous results due to the ill-conditioned nature of 
the matrix A. As well as using the Kalman tests, the following simple test, 
which utilizes solely row and column operations, was adopted. It was found 
that matrix A is reducible to a block upper triangular form, as shown below, 
by using a suitable permutation matrix P,

 PAP
A 0
A A

11

21 22

T =












 (3.2)

 where A11 and A22 are square matrices of dimensions 7 × 7 and 18 × 18, with 
A21 being a 18 × 7 matrix, with A11 being diagonal. Since the corresponding 
block in the B matrix is also zero, these modes are uncontrollable and we 
can simply delete rows and columns 1–7 of the A matrix, row 1–7 of the 
B matrix, and columns 1–7 of the resulting C matrix. The state-space model 
matrices then become
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 The diagonal elements of A11 contain the uncontrollable modes of the 
 system, which are namely {−0.0567, −0.0567, −0.0567, −0.0567, −0.0567, 
−0.0567, −0.000242}. Thus, deleting these rows and columns yields the 
minimal realization of the gasifier system. This method of obtaining 
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FIGURE 3.4 Condition number of the gasifier system.
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the  minimal  realization is more reliable, since it does not involve any 
numerical calculations and simply involves elementary row and column 
operations. Hence, it is beneficial to use this approach in this gasifier sys-
tem, which is numerically very ill conditioned.

  Similarly, using the Dulmage–Mendelsohn permutation also enables the 
system matrix A to be reduced to a lower block triangular form. The follow-
ing MATLAB commands are used to carry out these operations:

 [p, q, r] = dmperm(A);
 Ared = A(p, q);
 [p, q, r] = dmperm(B);
 Bred = B(p, q);

 e. Interaction Test. Since the gasifier system is of a highly interactive nature, 
one may want to gauge how interactive it is. An interaction test—using 
Rosenbrock’s row diagonal dominance [30], Gershgorin discs superim-
posed on the diagonal elements of the system frequency response—is 
shown in Figure 3.5. These plots indicate that the system is highly interac-
tive over all frequencies, as observed from the increasing size of the discs 
in all rows.
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 % DNA-Draw Gershogorin Disk
 % Applied initial scaling & permutation on output
 ko=[0.00001 0 0 0;0 0.001 0 0; 0 0 0.001 0; 0 0 0 0.1];
 k=[0 1 0 0;0 0 1 0;1 0 0 0;0 0 0 1];
 sys=k*(ko*ss(A,B,C,D));
 [Ass,Bss,Css,Dss]=ssdata(sys);
 [G, num1,num2,num3,num4,den]=tfm(sys);
 G11=G(1,1)
 % Transfer Function Matrix
 G44_OL=[G(1,1) G(1,2) G(1,3) G(1,4);
 G(2,1) G(2,2) G(2,3) G(2,4);
 G(3,1) G(3,2) G(3,3) G(3,4);
 G(4,1) G(4,2) G(4,3) G(4,4)];
 clear i n
 figure();box on
 title('Nyquist Diagram with Gershgorin Disk')
 subplot(4,4,1);
 sw=logspace(−2,10,100);
 hold on;
 G_ger_g11=G44_OL(1,1);
 [re_g11_1,im_g11_1]=nyquist(G_ger_g11,sw);

 for n=1:length(sw)
 re_g11(n)=re_g11_1(:,:,n); im_g11(n)=im_g11_1(:,:,n);
 G_ger=evalfr(G44_OL,sw(n)*i);
 G11_ger=evalfr(G44_OL(1,1),sw(n)*i);
 G22_ger=evalfr(G44_OL(2,2),sw(n)*i);
 G33_ger=evalfr(G44_OL(3,3),sw(n)*i);
 G44_ger=evalfr(G44_OL(4,4),sw(n)*i);
 diag_block_ger=[G11_ger 0 0 0;
 0 G22_ger 0 0;
 0 0 G33_ger 0;
 0 0 0 G44_ger];
 off_diag_block_ger=G_ger-diag_block_ger;
 radius_g11_1(n)=sum(abs(off_diag_block_ger(1,:)));
 radius_g22_2(n)=sum(abs(off_diag_block_ger(2,:)));
 radius_g33_3(n)=sum(abs(off_diag_block_ger(3,:)));
 radius_g44_4(n)=sum(abs(off_diag_block_ger(4,:)));
  [lat_g11_1,lon_g11_1]=scircle1(re_g11_1(:,:,n),im_

g11_1(:,:,n),radius_g11_1(n));
 plot(lat_g11_1,lon_g11_1);
 end
 plot(re_g11,im_g11)

 As mentioned, the gasifier system is ill conditioned, that is, some combina-
tions of the inputs have a strong effect on the outputs, whereas other combina-
tions have a weak effect on the outputs. The condition number, which may be 
considered as the ratio between the gains in the strong and weak directions, 
may quantify this. The example below shows that the gasifier system repre-
sented by its transfer function evaluated at zero frequency is ill conditioned.
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 G(0)

33069.40 36622 25380.90 40656.70
5806.63 1547.30 4318.95 738.44
505.47 13356.60 800.67 7768.50
1.45 21.14 20.36 46.66

=

− −
− − −

−
− −



















 (3.4)

 The condition number of G(0) is 1323(= 69711/52.7), which corresponds to 
the ratio of its maximum singular value to its minimum singular value at 0 
rad/s. This could be seen from the Singular Value Decomposition (SVD) of 
G( jw), shown in Figure 3.4, where its minimum singular values are much 
smaller than the others. The matrix G(0) is nearly a rank three matrix 
instead of a full rank matrix, since S = {69711, 11015, 6779.4, 52.7} S is the 
steady-state values of the system outputs. This implies that the system is very 
sensitive to change in the inputs. In other words, the steady-state outputs 
 y = │G(0)−1u1 − G(0)−1u2│ = │G−1(0)(u1 − u2)│ will be very large for a differ-
ent value of input u. For example, if u1 = [1 1 1 1]T and u2 = [1 1 1 0.99]T, 
the outputs y will differ significantly by y = [406.6 7.4 77.7 0.5]T for a 
small change in the fourth input. This shows that the system is quite ill 
conditioned.

 sys=ss(A,B,C,D);
 G0=evalfr(sys,0);
 svd_G0=svd(G0)

 It is clearly desirable to precondition the system data prior to performing 
computation. The condition number of the system can be reduced if each 
of the state-space matrices are preconditioned using the norm reduction 
method discussed below.

 f. Osborne Preconditioning. Before performing any numerical operation 
using the resulting state-space minimal realization matrices, a numerical 
preconditioning on these matrices was carried out, since the gasifier system 
is not well conditioned as mentioned before.

  The Osborne preconditioning method [31], which uses the norm reduc-
tion method on a matrix that is pre- and postmultiplied by a diagonal matrix 
was employed, and resulted in an improvement in the condition number. 
The detailed derivations and steps involved in the Osborne preconditioning 
can be found in Osborne [31].

  The condition number of matrix A was reduced from 5.2 × 1019 to 
9.8 × 106 after the Osborne preconditioning. In comparing this approach 
with other norm methods, such as the one-norm, infinity-norm and two-
norm, the following tests are applied. After all of its elements are divided 
by the respective norm, the resulting A matrix is denoted by An. The sum 
of the absolute error (SAE) of each element is then obtained by summing 
the absolute error between the original matrix A and An. These results are 
shown in Table 3.3.
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 The condition number obtained with the Osborne method is the smallest 
and this implies that an inverse of A can be easily performed without sig-
nificant numerical error if the Osborne preconditioning is used. Thus, it 
enables more reliable computations to be carried out in the latter stages of 
the chapter.

 % check error (1 norm)
 n1=norm(A,1); % ninf=norm(A,inf) & n2=norm(A,2);
 An1=A./n1;
 [U1,d1]=eig(An1);
 A1=U1*d1*inv(U1);
 error1=abs(A1)−abs(An1);
 one_norm_maxerror=max(max(error1));
 one_norm_error=sum(sum(error1));
 % check error (Obsorne)
 [mu,Ao,logD]=osborne(A);
 Dss=diag(exp(logD));
 [Uo,do]=eig(Ao);
 Aoo=Uo*do*inv(Uo);
 erroro=abs(Ao)-abs(Aoo);
 osborne_maxerror=max(max(erroro));
 osborne_error=sum(sum(erroro));

 g. Open-Loop TFM of the Gasifier. With the resulting matrix A being a 
block upper triangular form and now well conditioned, the evaluation of the 
corresponding transfer-function matrix (TFM) [32], becomes simpler. Now, 
since

 G(s) = Cr (sI − Ar)−1 Br + Dr
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TABLE 3.3
Comparison of Various Preconditioning Methods

Norm Methods SAE Maximum SAE

One-norm 4.13 × 10−15 10 × 10−16 

Two-norm 1.1 × 10−15 5.5 × 10−16 

Infinity-norm 4.2 × 10−16 1.5 × 10−16 

Osborne 2.7 × 10−8 2.1 × 10−9 
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 by applying the matrix inversion lemma; namely,
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 the evaluation of G(s) becomes
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 This allows the necessary inversion to be performed with fewer variables 
and thus gives a better numerical accuracy.

3.3 CONTROL STRUCTURE DESIGN

After achieving a better numerically conditioned system, the minimal-order 4 × 4 
gasifier system at the 100% load condition is further examined. A very important 
part of a multivariable design is the input/output (I/O) pairing, which defines the 
so-called control structure design [33] problem. The section below shows the I/O 
pairing using Relative Gain Array (RGA) and other methods.

 a. RGA. The RGA [33–34] of a complex nonsingular n × n matrix G, denoted 
Λ(G), is a complex n × n matrix defined by

 Λ(G) = G * (G)−T (3.7)

 where the operation * denotes element-by-element multiplication (Hadamard 
or Schur product).

  By applying the RGA to the 4 × 4 gasifier system, G100% the best I/O 
pairs to be used for control can be determined. Based on physical consid-
erations, it was decided that maintaining the bed mass of the gasifier at a 
desired level was most important. Applying Equation (3.7) to the system at 
the steady-state condition, denoted by G100%, we get

 0
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 (3.8)

 sys=ss(Ar,Br,Cr,Dr); % use reduced system
 G0=evalfr(sys,0);
 rga_G0=G0.*(pinv(G0)).';



62 Computer-Aided Control Systems Design

 By examining the coefficients of the matrix Λ100%(0), the first input (WCHR) 
should control the second output (MASS) as seen from the first column and 
second row of this matrix. The element (1,2) of the Λ100%(0) is the closest 
to 1 in the column, which indicates that the aforementioned pairing is the 
most favorable. The remaining I/O pairs were paired similarly by examin-
ing the rest of the columns of Λ100%(0). From the above, the MASS, PGAS, 
CVGAS, and TGAS are most suitably controlled by the WCHR, WAIR, 
WCOL, and WSTM, respectively. By reordering the system outputs using a 
corresponding row permutation matrix, the largest element in the resulting 
columns is now reflected by the diagonal entries.

  Since the above RGA is applied at the steady state, or zero frequency, it 
is wise to examine the RGA at other frequencies. A term known as the RGA 
number [35] is used for this purpose and this has the form,

 RGA − number =║Λ(G) − I║sum (3.9)

 By evaluating the RGA number across the frequencies of interest for the 
G100% after row permutation, the plots obtained are shown in Figure 3.6. 
There is a slight decrease in the RGA number after ordering across the 
frequencies and therefore this implies that the selected I/O pairs will have 
an effect on the diagonal dominance of the system. Also, a decrease in the 
RGA number corresponds to a decrease in the condition number of the gas-
ifier system, which is a “good” feature.

 % Frequecy dependent RGA for full process
 G=pck(Ar,Br,Cr,Dr);
 w=logspace(−8,2,200);
 Gjw = frsp(G,w);
 rga = vrga(Gjw);
 % Select input structure
 RGA1 = vrga( sel(Gjw, [1 2 3 4], ':') );
 RGA2 = vrga( sel(Gjw, [2 3 1 4], ':') );
 % Find RGA-number
 rn1 = veval('sum', veval('sum', vabs(msub(RGA1,eye(4)))));
 rn2 = veval('sum', veval('sum', vabs(msub(RGA2,eye(4)))));
 % Plot VRGA
 figure();
 vplot('liv,d', rn1, '−', rn2,'−·')
 axis([1e−8 1e2 0 70])
 xlabel('Frequency')
 title('RGA Numbers ');
 legend('b/f ordering','a/f ordering')
 drawnow

  b. Hankel Singular Values (HSVs). Large HSVs are often preferred in a con-
trol system design. The diagonal entries of the grammians, which reflect 
the joint controllability and observability of the states resulting from a bal-
anced realization of the system, are called the HSVs. The HSVs of the G100% 
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model after row permutations are similar. The control structure selected 
does not affect the original system.

 Cp1=[Cr(2,:);Cr(3,:);Cr(1,:);Cr(4,:)];
 [HSV0,P,Q]=hksv(Ar,Br,Cr);
 [HSV1,P,Q]=hksv(Ar,Br,Cp1);
 HSV0-HSV1

 c. Niederlinski Index (Ni). This is defined as the ratio of the determinant of 
G, evaluated at steady state, to the multiple of its diagonal elements.

 Ni
G

Gii

=

=∏
det ( )

( )

0

0
0i

n  (3.10)

 Equation (3.10) gives a sufficient condition for stability, if the Niederlinski 
index [35] is greater than zero. Note that this is a necessary and suffi-
cient condition for two-input and two-output systems only. For the gasifier 
system, the Ni before and after the row permutations is 143.47 and 2.98, 
respectively. Though the Ni decreases after the I/O pairings, the system is 
still considered to be sufficiently stable. 

 % Before row permutations
 sys=ss(Ar,Br,Cr,Dr);
 G0=evalfr(sys,0);
 Ni_G0=abs(det(G0)/(G0(1,1)*G0(2,2)*G0(3,3)*G0(4,4)))
 % After row permutations
 k=[0 1 0 0;0 0 1 0; 1 0 0 0; 0 0 0 1];
 kG0=k*G0;
  Ni_G0_af=abs(det(kG0)/(kG0(1,1)*kG0(2,2)*kG0(3,3)

*kG0(4,4)))
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FIGURE 3.6 RGA number of gasifier plant.
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3.4 GASIFIER SYSTEM ANALYSIS

After the inherent properties tests and the control structure design are performed, 
the actions taken prior to gasifier control system design are discussed in this section.

 a. Proportional-Plus-Integral (PI) Controller Optimization. The aim of 
using a Proportional-plus-Integral (PI) action controller on the first loop 
is to control the BED-MASS height directly using WCHR, as mentioned 
previously as a physical requirement. This implies that this 1 × 1 system has 
to be decoupled from the remaining 3 × 3 subsystem as shown in Figure 3.7.

  Input and output scaling are employed simultaneously to further reduce 
the level of ill conditioning in the system and also to obtain the best diago-
nal dominance across the frequency range of interest, especially near the 
system bandwidth. The remaining 3 × 3 subsystem is then to be controlled 
by the few controllers, which is discussed in a subsequent section.

  A simple optimization routine [36] was developed to minimize the time 
response error of the output using a PI controller: PI = kp + ki / s. This rou-
tine involved a line search of ki in an increment to its left and right of the 
initial location and determined the minimum of the Integral Squared Error 
(ISE) at these three locations. The minimum ISE is obtained by simulating 
the time response and determines the error over the simulated time. The 
routine then performs a line search on kp starting from the location of the 
minimum ISE obtained from the best ki search. This procedure is repeated 
until the minimum ISE over the simulated time has reached a minimum 
value. The ISE convergence plot is shown in Figure 3.8, and it can be seen 
that the error converges to the minimum at two iteration steps.

  After obtaining the initial PI controller parameters from this process, the 
controller is fine-tuned further to obtain an upper block triangular form of 
G(s), which would make it block diagonal dominant as shown in Figure 3.9.
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PI Controller
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FIGURE 3.7 Final control structure.
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 % Closed first loop only & 3x3 subsystem is open loop
 ko=[0.00001 0 0 0;0 0.001 0 0; 0 0 0.001 0; 0 0 0 0.1];
 k=[0 1 0 0;0 0 1 0;1 0 0 0;0 0 0 1];
 sys=k*(ko*ss(Ar,Br,Cr,Dr));
 [Ass,Bss,Css,Dss]=ssdata(sys);
  [G, num1,num2,num3,num4,den]=tfm(sys);kp=−0.159;ki=−0.001

;PI_num=[kp ki];
 PI_den=[300 50];
 controller=tf(PI_num,PI_den);
 controller_G=[ controller 0 0 0;
 0 1 0 0;
 0 0 1 0;
 0 0 0 1];
 controller_G2=[ controller 0 0 0;
 0 0 0 0;
 0 0 0 0;
 0 0 0 0];
 cont_G= series(controller_G,G);
 cont_G2= series(controller_G2,G);
 cont_G2_fb=feedback(cont_G2,eye(4),−1);
  G44_OL=[cont_G2_fb(1,1) cont_G2_fb(1,2) cont_G2_fb(1,3) 

cont_G2_fb(1,4);
  cont_G2_fb(2,1) cont_G(2,2) cont_G(2,3) 

cont_G(2,4);
  cont_G2_fb(3,1) cont_G(3,2) cont_G(3,3) 

cont_G(3,4);
  cont_G2_fb(4,1) cont_G(4,2) cont_G(4,3) 

cont_G(4,4)];
 figure()
 nyquist(G44_OL);
 title('Nyquist Diagram (with PI loop closed ) ')

 b. Char Off-Take Rate. In addition, the input WCHR has to be checked for 
any violation of its maximum and minimum values and the rate limit given 
in the specifications. The closed-loop step response of the first loop is shown 
in Figure 3.10. It can be seen that the rate limit of the WCHR (dotted line) 
is still within the allowable value of 0.2 kg/s2 after the PI loop is closed.

 c. Block Diagonal Dominance. For the gasifer system, since the first loop 
is well decoupled from the remaining 3 × 3 subsystem, the TFM can be 
treated as a 2 × 2 block matrix where blocks G11 and G22 are both 1 × 1 and 
3 × 3 TFM, respectively, as shown below.

 G
G G
G G

11 12

21 22
=













 (3.11)

 The matrix G(s) is considered to be block diagonal dominant with this par-
titioning if the gain (minimum singular value) of the diagonal blocks domi-
nates the gain (maximum singular value) of the off-diagonal blocks. This 
was found to be the case as shown in Figure 3.11.
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  % Min SVD of diagonal block / max svd of off-diagonal 
block--> Block diagonal dominance measure

 s=logspace(−8,2);
 clear i
 rro=50;
 G33_OL= cont_G([2 :4],[2 :4]) ;
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FIGURE 3.10 WCHR rate.
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 for n=1:rro
  G_sv=evalfr(G44_OL,s(n)*i); % where i is complex number
 G11_sv=evalfr(cont_G(1,1),s(n)*i);
 G33_sv=evalfr(G33_OL,s(n)*i);
 diag_block=[G11_sv 0 0 0;
 0 G33_sv(1,1) G33_sv(1,2) G33_sv(1,3);
 0 G33_sv(2,1) G33_sv(2,2) G33_sv(2,3);
 0 G33_sv(3,1) G33_sv(3,2) G33_sv(3,3)];

 off_diag_block=G_sv-diag_block;
 sv_min=max(svd(abs(diag_block)));
 sv_max=max(svd(abs(off_diag_block)));
 ratio_sv(n)=sv_min/(sv_max);
 end
 figure();
 semilogx(s,ratio_sv,'r');
  title('Block Diagonal Dominance Measure of the System');
 xlabel('Frequency (rad/s)');
 ylabel('Gain');
 drawnow

 d. System Bandwidth. The bandwidth of the 3 × 3 subsystem of the gasifier can 
be obtained using the loop gains, L(jw), as shown in Figure 3.12. From this 
plot, it can be observed that the bandwidth, given by the minimum singular 
values, σ( ( ))L jw  of the system is approximately 0.005 rad/s, which is equiva-
lent to a rise time of about 200 seconds (= 1/wB). This is quite acceptable for 
this system, since the gasifier is a physically large system that requires a time 
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of several hundred seconds to react. In addition, the plot also shows the mid-
dle and high bandwidths of the system, which are 0.1 and 7 rad/s, respectively.

 w=logspace(−8,2,300);
 figure();
 sigma(G33_OL,w);
 title (' Loop Gain (L(jw))')

 e. Worst Frequency. The Perron–Frobenius eigenvalue plot is used to deter-
mine the frequency at which the highest interaction occurs. The Perron–
Frobenius [37] eigenvalue over the frequencies of interest is defined as

 λp│G( jw)Gdiag
−1( jw)│ (3.12)

 where λp is the eigenvalue of │·│ and Gdiag contains the diagonal elements of 
G( jw). The location where the highest peak occurs is the frequency where 
interaction is mostly concentrated. From Figure 3.13, the 3 × 3 subsystem 
is unlikely to be made diagonal dominant by a simple diagonal constant 
scaling matrix, since all of its λp are greater than 6 dB, or 2, in absolute 
magnitude over the frequencies of interest.

 % Perron-Frobenius eigenvalue plot
 rrr=50;
 ccc=2;
 table 1=cell(rrr,ccc);
 p1=1;
 s=logspace(-8,2,rrr);
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FIGURE 3.13 Perron–Frobenius eigenvalue plot.
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 for n=1:rrr
 G=abs(evalfr(G33_OL,s(n)*i));
 Gdiag=diag(diag(G));
 invGdiag=minv(Gdiag);
 GG=mmult(invGdiag,G);
 perGG=eig(GG);
 [pfval,vector_left,vector_right,gs]=speron(GG);
 vec_left1(n)=vector_left(1,1);
 vec_left2(n)=vector_left(2,2);
 vec_left3(n)=vector_left(3,3);
 maxperGG(n)=20*log10(max(perGG));
  table 1{p1,1}=s(n); % create cell to store maxperGG
 table 1{p1,2}=maxperGG(n);
 p1=p1+1;
 end
 grid
 figure();semilogx(s,maxperGG,'r');
 title('Perron-Frobenius eigenvalue of the system');
 xlabel('Frequency (rad/s)');
 ylabel('Gain (dB) ');

 f. Design Scaling. Next, systematic ways to make a system least interactive 
are given. Various design scaling methods such as Edmunds scaling, one-
norm scaling [36] and Perron–Frobenius (PF) scaling [36] are compared. 
It is found that Edmunds scaling gives a more diagonal dominant system. 
This is reflected in less concentration of the Gershgorin discs at the origin 
of the plot, as shown (right-hand side) in Figure 3.14.

 Edmund scaling (gs=post*g*pre)
 w1=0.008i
 Gw1=evalfr(G33_OL,w1);
 [pre1e,post1e,gs1e,blocks1e,block1e]=normalise(Gw1);

 sys1E=post1e*G33_OL*pre1e;
 sys_feedback_G33e1=feedback(sys1E,zeros(3),−1);
 gerdisk(sys1E,0,11)

 This algorithm will give the same scaling independently of the ordering 
of the inputs and outputs and pre- and postcompensators that provide both 
scaling and I/O pairings as indicated by the resulting nonunity permutation 
matrices. From Figure 3.15, the condition number due to the Edmunds and 
one-norm scaling is the lowest as compared to the PF scaling.

  By using the Edmunds scaling, the following I/O pairs for the remain-
ing 3 × 3 system were obtained: WCOL-TGAS, WAIR-CVGAS, and WSTM-
PGAS. The nonunity permutation matrices scaled at w = 0.008i are as follows:

 

Pre Post
0 0.395 0

0.432 0 0
0 0 0.423

0 0 1.727
0 0.517 0

0.081 0 0
= −

−

















=
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3.5 MODEL ORDER REDUCTION (MOR)

After the 3 × 3 subsystem is scaled, the next stage is to perform a MOR on the gas-
ifier system (G) to determine a reduced order of the system (Gr). For comparison 
purposes, only two methods are considered; namely, modal truncation and Schur 
balanced truncation, which uses the state-space approach. To judge the effectiveness 
of these MOR methods, both time and frequency-response tests were used. This is to 
check for any significant deviation of the reduced model from the full-order model. 
In addition, the impulse response error matrix, and Hankel SV are used.

 Time Response. As can be seen in Figure 3.16, the Schur balanced trunca-
tion preserves both the transient and the steady-state gain, while the modal 
truncation method on the other hand retains the gain at higher frequencies 
only. This implies Gr(0) ≠ G(0), Gr(∞) = G(∞).

  % MOR using Schur Balanced Truncation, Modal 
Truncation and b/f reduction

 sys=k*(ko*ss(Ar,Br,Cr,Dr));
 [Ass,Bss,Css,Dss]=ssdata(sys);
 Ass_m=Ass;
 Bss_m=Bss(:,2:4);
 Css_m=Css(2:4,:);
 Dss_m=Dss(2:4,2:4);

 model reduction using modal truncation
 [Am,Bm,Cm,Dm]=modreal(Ass_m,Bss_m,Css_m,Dss_m,8);
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 % model reduction using schur balanced truncation
 [As,Bs,Cs,Ds]=schbal(Ass_m,Bss_m,Css_m,Dss_m,1,8);

 % model reduction using singular perturbation
 sys_org=pck(Ass_m,Bss_m,Css_m,Dss_m);
 sys_resd=sresid(sys_org,8);
 [Ares,Bres,Cres,Dres]=unpck(sys_resd);

 Error of the Impulse Response Matrix. A reduced-order model (Ar, Br, 
Cr, Dr) of a system can be judged by the difference in its impluse response 
from that of the full order system. The error impulse response matrix is 
defined as = + − +tH Ce B D C e B D( ) ( ) ( )t t

e
A

r
A

r r
r  and characterizes the 

error of the reduced model. A reduced-order model is said to be “good” if 
the largest principal component of He(t) over [0, ∞) is “small” compared to 
the smallest principal component of CeAtB. By using the ratio of the 2 norm 
of the error signal, He(t) to the 2 norm signal of H(t), as shown in (3.13), 
a potential reduced model can be judged.

 H He ( ) ( )

/

t dt t dt2

0 2

1 2

2

0 2

∞ ∞
−

∫ ∫
























11 2/

 (3.13)

 The relative error in the impulse response is lower in the Schur  balanced 
 truncation than its counterparts. This shows that the Schur balanced 
truncation provides a “good” fit, compared to the modal truncation. 
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Figure 3.17 shows how the relative error in the impulse response increases 
as the order of the system decreases.

 Hankel SV. The Hankel singular value is used to measure the state control-
lability and observability of the system. The Hankel SVs for the Schur bal-
anced truncation, shown in Figure 3.18, are larger than those of the modal 
truncation, which indicates that the former has better state controllability 
and observability properties than the latter.
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 % Hankel Singular values
 [hsvr,pr,qr]=hksv(Ass_m,Bss_m,Css_m);
 [hsvs,ps,qs]=hksv(As,Bs,Cs);
 [hsvm,pm,qm]=hksv(Am,Bm,Cm);
 [hsvres,pres,qres]=hksv(Ares,Bres,Cres);
 figure();
 plot(1:18,hsvr,'x')
 hold on
 plot(1:8,hsvs,'o')
 plot(1:8,hsvm,'+')
 plot(1:8,hsvres,'^')
 title('Hankel Singular Values');
 xlabel('n-states number');
 ylabel('Hankel SV ');
  legend('b/f reduction','Modal Truncation','Schur Balanced 

Truncation','Singular Perturbation')

 Using these various criteria for judging the MOR methods employed on the 
gasifier system, it is found that the Schur balanced truncation gave a prom-
ising result.

  System Poles. After the MOR is performed on the 3 × 3 subsystem, the 
system poles and zeros [30] are to be determined. These enable the proper-
ties of the gasifier system after the design scaling and MOR to be examined. 
For the gasifier system, the poles of the reduced-order system are shown 
in Table 3.4 below. The system after scaling and MOR remains open-loop 
stable as can be seen in their negative real parts.

  Transmission Zeros. One way to calculate the transmission zeros 
and invariant zeros without involving much numerical operation is to use 
the Davison [38] approach. This basically uses the idea of the classical 
root locus technique. For a minimal system, as the gain of the output-
feedback matrix FyIm → ∞, the closed-loop system poles approach the 
infinite zeros (transmission zeros). The matrix FyIm is the feedback gain 
matrix of the closed-loop system. The steps in the Davison method are 
shown below.

TABLE 3.4
Open-Loop Poles

Open-Loop Poles

−0.432

−0.161

−0.055

−0.016

−8.054 × 10−4 ± 3.326 × 10−4i

−3.758 × 10−4 ± 1.033 × 10−4i
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• Generate an output feedback system with the feedback gain, Fy.
• Initialize the feedback gain, FyIm. Determine the closed-loop system 

eigenvalues (CLE) given by the

 
sI A BF BF

C D
det 0y y− +

−













=  (3.14)

 for each FyIm.
• Repeat the previous step until some of the CLE (closed-loop  eigenvalues) 

become invariant as FyIm increases. Note as FyIm → ∞, some of the 
closed-loop eigenvalues will approach the transmission zeros as shown 
in Table 3.5. These represent a physically unrealizable design, since in 
practice reaching infinite frequency is impossible.

  The eigenvalues marked with an asterisk are clearly invariant with 
respect to Fy. These correspond to the transmission zeros of the system. 
As observed, the feedback gains Fy had to become as large as 1012 in order 
to obtain the transmission zeros of the system. This is due to the fact that 
the D term is so small (≈10−11) and for the feedback gain to be dominant, 
this gain has to be very large. Hence, the Fy applied to the gasifier system 
should be at least 1011, since the D term has a small magnitude of 10−11.

  In comparing these with the transmission zeros obtained from 
MATLAB, both resulted in almost identical transmission zeros. The 
only discrepancy is that there is one zero, which is different. This is 
due to the fact that the gain in Fy has to be increased further in order 
to reach this infinite zero, which in practice is impossible. The sum of 
absolute error is used to measure the error at each step change of the Fy. 
The reference transmission zeros used for this error calculation are the 
ones obtained in MATLAB. The convergence plot of the transmission 
zeros at each step size is shown in Figure 3.19.

The Davison method provides a simple and reliable way of determining the trans-
mission zeros, since it uses the classical root locus concept instead of formulae, 
which are always limited by their assumptions.

TABLE 3.5
Eigenvalues of Output Feedback System

Davison

MATLABFy = 1 × 102 Fy = 1 × 108 Fy = 1 × 1012

CLE −0.19 ± 1.04i l.01 × 105 −3.22 × 1010

0.16 1.01 × 105 −5.33 × 108* −5.207 × 108

−0.013 0.12* 0.12* 0.12599

−0.0046 −0.013* −0.013* −0.001372

−0.0012 −0.0044* −0.0044* −0.000584

−0.00057 −0.0012* −0.0122* −0.01375

−0.00057* −0.00057* −0.00057* −0.00006
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In the next section, the various controller designs on the remaining 3 × 3 subsystem 
after scaling and MOR are discussed. The controller is designed at the 100% load 
condition and then tested at the 50% and 0% load condition for robustness. Various 
controller design methods such as the Linear Quadratic Regulator (LQR), the Linear 
Quadratic Gaussian (LQG) with Loop Transfer Recovery (LTR), the H2 optimization, 
and the H∞ optimization are demonstrated on the gasifier system. For each control-
ler design method, its theory is explained followed by an outline of the design steps 
involved. Lastly, the performance tests using step and sinusoidal input disturbances to 
check the robustness of the controller at the 50% and 0% load condition are discussed.

3.6 LINEAR QUADRATIC REGULATOR (LQR)

The concept of the LQR [39–40], or commonly known as optimal state-feedback 
design, uses a set of weighting matrices to penalize the states and control inputs 
of the system. This requirement is set in the cost function to be minimized as 
shown below. The weighting matrices Q and R, which are applied to the states and 
inputs, respectively, are tuned iteratively until the desired performance is achieved. 
Inevitably, this becomes an ad hoc process.

3.6.1 LQR TheoRy

The linear quadratic regulator (LQR) problem aims to minimize the weighed sum of 
the energy of the states and control inputs in the form of the cost function:

 J t t t t dt= +∫ [x Qx u RuT

0

T

T( ) ( ) ( ) ( )]  (3.15)
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0.5

1

1.5

2

2.5
×10–6 Convergent Plot of the Transmission Zero

K-step

FIGURE 3.19 Convergent plot of transmission zeros.
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with respect to the input vector u(t). For the optimization, Q must be a symmetric 
positive semidefinite matrix (QT = Q ≥ 0) and R must be a symmetric positive-definite 
matrix (RT = R > 0). Using for instance, the Pontryagin minimum principle, the solu-
tion is in the form of a time-varying control law:

 u(t) = − F(t) x(t) (3.16)

where

 F(t) = R−1 BT P(t) (3.17)

and P(t) is a solution of the Riccati Differential Equation (RDE):

  + + − = −−t t t t
d
dt

tA P P A Q P BR B P P( ) ( ) ( ) ( ) ( )T 1 T  (3.18)

To implement the LQR controller in (3.17), all states x(t) are required to be 
measurable. If the time horizon is indefinite (T→∞) and an optimal solution exists, 
then P(t) tends to a constant matrix P. The control law is then:

 u(t) = −Fx(t) (3.19)

where

 F = R−1BTP (3.20)

The matrix P is a solution of the Algebraic Riccati Equation (ARE):

 ATP + PA + Q − PBR−1 BT P = 0 (3.21)

Note the time dependent parameter becomes independent and the right-hand side 
of (3.18) becomes zero. For the positive-definite matrix P, the corresponding closed-
loop system with LQR controller is asymptotically stable. A schematic diagram of 
the LQR design is shown in Figure 3.20.

 LQR designed controllers ensure good stability margin and sensitivity prop-
erties. Using this approach, a minimum phase margin of 60 degrees and infinite 
gain margin can be achieved. By the Kalman identity, the return difference matrix, 
I + L (s) is always greater or equal to 1 as shown below:

B
y(t)+

+
(sI – A)–1

–F

D

u(t)

x(t)

a

FIGURE 3.20 LQR design.
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 [I +F (sI − A)−1 B + D] ≥ 1

 [I + L(s)] ≥ 1 (3.22)

where F is the optimal state gain matrix. This implies good disturbance rejec-
tion and tracking properties and hence robustness is guaranteed for the LQR 
approach. The data shown in Figures 3.21 and 3.22 show the robustness properties 
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of the  LQR-based controller designed for the gasifier. Instead of showing a 
3 × 3 array of the element Bode diagrams, the minimum gain and phase plots 
are shown. As observed, the LQR has indeed good robustness properties. It has 
infinite gain margin and a 180° phase margin throughout the frequency range 
considered. This adequate phase margin will also be reflected in its closed-loop 
stability.

The frequency response of the return difference matrix, [I + L( jw)], of the optimal 
closed-loop system, as shown in Figure 3.22, indicates that L( jw) always lies outside 
the unit circle centered at (−1, 0i). This implies that the output of the system is insen-
sitive to input disturbances.

 %Design LQR
 %Put disturbance column matrix back on to form 4 x 5
 Bd1=[Br B(8:25,6)];
 Dd1=[Dr D(:,6)];
  % Applied initial scaling & permutation on output 

on 4 x 5 plant
  ko=[0.00001 0 0 0;0 0.001 0 0; 0 0 0.001 0; 0 0 0 0.1; 0 

0 0 1]; % 5x4
 k=[0 1 0 0 0;0 0 1 0 0;1 0 0 0 0;0 0 0 1 0]; % 4x5
 sys=series(eye(5),k*(ko*ss(Ar,Bd1,Cr,Dd1))); % 4x5
 % Extract 3 x 3 subsystem from 4 x 5
 [Ass,Bss,Css,Dss]=ssdata(sys);
 Ass_m=Ass;
 Bss_m=Bss(:,2:4);
 Css_m=Css(2:4,:);
 Dss_m=Dss(2:4,2:4);
 syss=ss(Ass_m,Bss_m,Css_m,Dss_m);
 % Scale on 3x3 subsystem using Edmunds scaling
 clear i;
 w1=0.008i;
 Gw1=evalfr(syss,w1);
 [pre1e,post1e,gs1e,blocks1e,block1e]=normalise(Gw1);
 sys_33=post1e*syss*pre1e;
 [Alqr, Blqr, Clqr, Dlqr]=ssdata(sys_33);
 % LQR Design on 3 inputs and 3 outputs system 3 x 3
 [len,width]=size(Blqr);
 R=eye(width);
 QQ=Clqr'*Clqr;
 [K_state,SS,Eig_state]=lqr(Alqr,Blqr,QQ*0.001,R)
 %L(s)=F*(sI−A)^−1*B open loop gain
 sysCL=ss(Alqr,Blqr,K_state,Dlqr);
 ww=logspace(−8,2,200);
 figure()
 sv_CL=sigma(sysCL,ww,2);
 semilogx(ww,min(sv_CL))
 ylabel('Gain ')
 xlabel('Frequency (rad/s)')
 title('I+F(sI-A)^−^1B + D')
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3.6.2 LQR Design sTeps

To achieve the results presented above, the following design steps were taken. Note 
that the eighteenth-order model is used here instead of the eighth-order model 
obtained from the MOR steps. This helps to preserve the originality of the system 
and since the higher-order model caused no computational problems in the LQR 
designs or even in the LQG design considered later, it is therefore used. However, in 
the H∞, and H2 designs, the reduced order controller model is used.

 1. Solve the Algebraic Riccati Equation for P using (3.21).
 2. Determine the optimal state-feedback gain, F (LQR.m) using (3.20).
 3. Weight selection.

  The weighting matrix Q is typically selected as CTC since this choice 
reflects the weighting of the states in the output since yT y = XT CT Cx. For the 
weighting matrix R, this is selected to be a diagonal matrix of equal weights on 
the control inputs. It was found that R equal to the identity matrix gave a good 
compromise result on the control input over the 50% and 0% load condition.

 Q = kcCT C, R = I

 where kc is a scalar used to decrease the states interaction. It has a value 
here of 0.0001.

 4. Perform the simulation using Simulink.
  The simulation block diagram is formulated using the Simulink facil-

ity, as shown in Figure 3.23. Note that an initial scaling block is used in 
Figure 3.23 to reduce the size of the output. This applied to all subsequent 
controller designs.

3.6.3 peRfoRmance TesTs on LQR Design

In order that a range of control system design techniques, which are introduced in 
this chapter, can be compared on a basis, which is as fair as possible, the following 
design criteria and test cases should be adhered to:

 1. The controller design is to be undertaken for the 100% load condition.
 2. Apply a pressure step disturbance PSINK of −0.2 bar to the system in 

Figure 3.23 at 30 seconds:
 a. Run the simulation for 300 seconds and calculate the integral of abso-

lute error (IAE) for the outputs CVGAS and PGAS.
 b. Observe any input and output performance requirement violations.
 3. Apply a sine wave pressure disturbance of amplitude 0.2 bar and frequency 

of 0.04 Hz at 0 seconds:
 a. Over a 300 second run and calculate the integral of absolute error as 

before.
 b. Observe any input and outputs performance violations.
 4. Repeat steps 2 and 3 for the 50% and 0% load conditions.
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The results of the simulation and the resulting performance test tables are shown 
in Appendix A2. In these tables, the numbers given in bold print are the values 
that do not satisfy the specifications. This applied to all the controllers designed in 
this chapter. It can be observed from these results that the input constraint imposed 
on WCHR is violated at all loading conditions. In particular, for the 100% load 
condition, using the step function as the disturbance input, it is observed to have a 
nonminimum phase response. This is mainly due to the RHP zeros of the system. 
It occurs during the transient part of the response since the RHP zeros are situated 
very near to the origin of the s-plane. Simply stated, these RHP zeros dominate the 
response. For the rest of the loading conditions, a decrement in the WCHR response 
is observed. This is mainly due to the small negative value, of order 10−11, in the feed-
forward matrix of the system.

3.7 LINEAR QUADRATIC GAUSSIAN (LQG)

Since in practice, not all the states are available for feedback, the use of a state estima-
tor becomes inevitable. A new controller called the LQG design [39–40], arises due 
to the optimal state feedback and state estimator being used. The task of finding this 
controller is to minimize the stochastic cost function below. The stochastic frame-
work is used due to the presence of noise that is inherent during the state estimation 
process. To establish the solution of the optimal estimation problem, the following 
illustrates the derivation and the application of the LQG design on our gasifier.

3.7.1 LQg TheoRy

Suppose that the gasifier plant state-space model is given in stochastic form as

 
�x Ax Bu w

y Cx Du v

( ) ( ) ( ) ( )

( ) ( ) ( ) (

t t t t

t t t t

= + +

= + +

Γ

))
 (3.23)

where w(t) and v(t)represent statistical knowledge about plant disturbances matrices:

 
= ≥

= ≥

t t

t t
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( ) ( ) 0

T

T

 (3.24)

and uncorrelated:

 E{v(t)wT (t + τ)} = 0 (3.25)

for all t and τ. E{.} is the statistical expectation operator. The LQG control problem 
is to devise a control law that minimizes the cost function

 J t t t t dt
T

T

= +








→∞ ∫lim [ ( ) ( ) ( ) ( )]E x Qx u RuT T

0





 (3.26)
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Using the separation principle, the LQG control problem can be decomposed into 
two subproblems. First, obtaining an optimal estimate tx̂( ) of the state x(t) is done 
by minimizing

 − −t t t tE x x x x{[ ( ) ˆ( )] [ ( ) ˆ( )]}T  (3.27)

Using the Kalman filter theory, the optimal estimator becomes

 = + + − + −t t t t t t tx Ax Bu F [y Cx DFx DFxˆ( ) ˆ( ) ( ) ( ) ˆ( ) ( ) ˆ( )]e�  (3.28)

where the filter gain Fe is

 Fe = PCT V−1 (3.29)

The estimation error variance Pe is a solution of the Filter Algebraic Riccati 
Equation (FARE):

 APe + PeAT + ΓWΓT − PeCT V−1CPe = 0 (3.30)

Second, the application of the standard deterministic LQR control law with the 
Kalman state estimate tx̂( )  instead of the state x(t) becomes

 = −t tu PC V x( ) ˆ( )T 1  (3.31)

where

 Fe = PCT V−1 (3.32)

A schematic block diagram of the LQG control is presented in Figure 3.24.

3.7.2 Loop TRansfeR RecoveRy (LTR)

In the previous section, the LQG design, which uses an optimal state estimator, 
was introduced. Unfortunately, the state estimation process used destroyed the 
robustness margin that is achieved in the LQR case. However, with the use of 
the LTR [39–42] technique, the robustness properties can be recovered. When the 
closed-loop system in Figure 3.20 is broken at the point a, the open-loop transfer 
function is

 F(sI − A)−1B + D (3.33)

The corresponding open-loop transfer function for the LQG control problem is

 F(sI − A −BK − FeC −FeFD)−1 Fe [C(sI − A)−1B + D] (3.34)

When the plant is a minimum phase system and the cost function J weights are 
chosen so that R = I and Q = q2BBT, it can be shown that for q→∞ the open-loop 
transfer function for the LQG problem approaches that for the LQR problem:
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lim
q

s s
→∞

− −− − − − − +F( I A BK F C F FD) F [C( I A) Be e
1

e
1 DD]

F( I A) B D1

{ }
= − +−s

 (3.35)

This suggests a method of control system design, which is known as the LQG 
with LTR.

 % LQG Design on 3 inputs and 3 outputs system
 r_set=20;
 re_set=0.5;
 Qe_set=12;
 sigma_set=0;
 [len,width]=size(Blqr);
 Q=Clqr'*Clqr;
 r=r_set*eye(width);
 f=lqr(Alqr,Blqr,Q,r)
 [len2,width2]=size(Clqr');
 Qe=Qe_set*eye(len)+(sigma_set*eye(len)* Blqr*Blqr');
 re=re_set*eye(width2);
 fe=lqr(Alqr',Clqr',Qe,re);
 fe=fe'
 % Form Klqg
 [Ac,Bc,Cc,Dc]=reg(Alqr,Blqr,Clqr,Dlqr,f,fe);
 sys_LQG=ss(Ac,Bc,Cc,Dc);
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FIGURE 3.24 LQG schematic block diagram.
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3.7.3 LQg/LTR Design sTeps

The following steps are adopted for the LQG design.

 1. Solve the ARE for P using (3.21).
 2. Determine the optimal state-feedback gain, F using (3.20).
 3. Solve the FARE for Pe using (3.30).
 4. Determine the optimal state-estimator gain, Fe (LQE.m) using (3.32).
 5. Weight selection.

  Again, the Q matrix is typically selected as CTC, which reflects the 
weighting of the states on the outputs since y Ty = x TC TCx. The matrix Qe 
was selected to be a diagonal scalar matrix of different weights on each 
state. For the R and Re matrices, these were selected to be diagonal matrices 
of different weights on each control input. The following are the weighting 
matrices used.

 Q = CTC,
 Qe = diag { 0.5, 0.2, 0.1, 0.2, 0.3, 0.1, 0.3, 0.1, 0.9, 0.1, 0.6, 0.8, 0.2, 0.7, 0.01, 

0.02, 0.01, 0.1}

 

R R
35 0 0
0 25 0
0 0 21

,   
0.5 0 0
0 0.4 0
0 0 1

e=
















=
















 For the LQG/LTR method, the weight Qe1 is

 Qe1 = 0.005 Qe + q2BBT where q = 10 

 For example, the effects of the weight Qe and Re on the outputs can be 
determined using the following methodology. The effect of increasing the 
weighting matrices Qe and Re on each output, as shown in Figure 3.25, is 
used as a guide to adjusting the weights. After several iterations, a suit-
able choice of the weighting matrices Qe and Re were determined. It should 
be observed that equal weighting should not be applied on each state and 
instead a different weighting for each state is used.

  By having different weight Qe on each state, the corresponding output 
can be shaped. It can also be observed that the weights Q10, Q12, Q15, Q17, 

Re3Re2Re1

PGASCVGASTGASMASS

FIGURE 3.25 Effect of Qe and R e on the system outputs.
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and Q18 have a fairly high influence on the output MASS, while the Q7, Q9, 
Q10, Q12, Q15, and Q17, on the other hand, have a substantial effect on TGAS, 
and so on. Interestingly, the Q1, Q2, Q5, Q6, Q11, Q13, Q14, and Q16 have no 
influence on any outputs.

  As for the weighting matrix Re, Re1 has an influence on all the outputs 
while Re2 has an effect on MASS and PGAS, whereas, Re3 has no influ-
ence on any outputs. Similarly, the same analysis can be performed on 
the weighting matrix R. From these interpretations, the system is indeed 
highly interactive. Note that this procedure is used as a guide and still 
requires further adjustment to meet some compromise between all the 
load conditions.

 6. Perform simulation using Simulink.
  The simulation block diagram is formulated using the Simulink facility, 

as shown in Figure 3.26.
  Note that simulation block diagram for the LQG/LTR is identical to that 

used above except that the weightings (Qe1) used are different.

3.7.4 peRfoRmance TesTs on LQg/LTR

The performance tests for the LQG/LTR controller design using the specified step 
and sinusoidal disturbance input were performed. The results, which are summa-
rized in Appendix A3 and Appendix A4, were obtained by only offsetting the steady-
state values provided from the inputs. The graphical results, on the other hand, are 
presented for the 100%, 50% and 0% load conditions for the step disturbance input. 
As required in the ALSTOM challenge, the step disturbance was applied at t = 30s, 
whereas the sinusoidal disturbance signal was injected at t = 0s. The simulation was 
run until t = 300s in both cases.

With the LQG/LTR controller design, all the input and output constraints are 
met at all load conditions. The input rates observed at all load conditions are very 
small and hence limit the outputs within the specifications. As far as the integral 
of the absolute error (IAE) associated with the CVGAS is concerned, it increases 
as the load condition decreases from 100% to 0%. This is not an unexpected trend, 
since the primary design was undertaken for the 100% load condition and the 
controller parameters were tuned for this particular load condition. On the other 
hand, with PGAS this does not seem to be the case, and this reduces progressively 
from the 100% load condition, through the 50% load condition, to the 0% load 
condition.

3.8 H-INFINITY OPTIMIZATION

H∞ optimization [43–46], as its name implies, is a method used to optimize some 
form of cost function to meet the given control objectives. It was introduced to over-
come the shortcomings of LQG control. The poor robustness properties of LQG 
could be attributed to the integral criterion in terms of the H2 norm, and also the rep-
resentation of disturbances by white noise processes is often unrealistic. Although, 
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LQG/LTR gives fairly good robustness properties in terms of changes in operating 
conditions, the H∞ method is introduced here for comparison.

Before advancing to the controller design, the theory required for H∞ design has 
to be examined. Basically, it involves the casting of the problem into a general-
ized plant configuration, the assumptions used in H∞ design, the description of its 
optimization routine, the formulation of a mixed sensitivity problem, and lastly the 
selection of the weighing functions to shape the sensitivity of the closed-loop system.

3.8.1 geneRaLizeD pLanT

There are many ways in which feedback design problems can be treated as H∞ opti-
mization problems. It is therefore useful to have a standard problem formulation into 
which any particular problem may be manipulated. Such a general configuration is 
shown in Figure 3.27.

 The system shown in Figure 3.27 above is described by

 
Z
V

P s w
u

P s P s
P s P s
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u K s V
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=

 (3.36)

with a state-space realization of the generalized plant or open-loop system transfer 
function P given by

 P
A B B
C D D
C D D

1 2

1 11 12

2 21 22

=
















 (3.37)

Note that the matrix P is partitioned into four blocks P11, P12, P21, and P22. 
However, the general feedback configuration above has the controller K as a separate 
block. In order to analyze the closed-loop performance and minimize the H∞ norm 

P

K

(weighted)
Exogenous inputs

Control
signals

(weighted)
Exogenous outputs

Sensed
outputs

w Z

u v

FIGURE 3.27 A generalized plant.
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of the resulting closed-loop transfer function, the controller K may be absorbed into 
the interconnection structure as shown in Figure 3.27 and results in a system called 
the lower fractional transformation (LFT) in Figure 3.28. The lower means that the 
controller K is situated at the bottom of the generalized plant while the w to Z loop 
remains on top.

Let

 Z = H(s)V (3.38)

where the LFT denoted by H(s) is

 H(s) = P11 + P12K(I − P22K)−1 P21 (3.39)

For completeness, the upper LFT is given as

 Hu(s) = P22 + P21K(I − P11K)−1 P12 (3.40)

After obtaining the general closed-loop representation of the system in 
Figure 3.28, the next stage is to minimize the H∞ norm of the LFT. In short, it is to 
minimize the H∞ norm of the transfer function from w to Z. The control problem is 
then to find a controller K that, based on the information in V, generates a control 
signal u, which counteracts the influence of w on Z, thereby minimizing the closed-
loop norm from w to Z.

3.8.2 h-infiniTy Design assumpTions

The following assumptions are typically made in H∞ design problems:

 A1 (A, B2, C2) is stabilizable and detectable.

 A2 D12 and D12 have full rank.

 A3 
jw

w
A I B

C D
has full column rank for all

2

1 12

−











  (3.41)

 A4 
−











jw
w

A I B

C D
has full row rank for all

1

2 21
  (3.42)

 A5 D12 = 0 and D22 = 0

HV Z

FIGURE 3.28 Closed-loop transfer function.
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Assumption A1 is required for the existence of stabilizing controllers K, and 
assumption A2 is sufficient to ensure that these controllers are proper and hence real-
izable. Assumption A3 and A4 ensure that the optimal controller does not try to can-
cel poles or zeros on the imaginary axis, which would result in closed-loop instability.

3.8.3 H∞ opTimizaTion RouTine

H∞ optimization is to minimize the infinity-norm of the closed-loop transfer func-
tion, H. For a stable scalar closed-loop transfer function H(s):

 =∞
∈

jwH Hsup ( )
w R

 (3.43)

For a MIMO system, the minimization becomes
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where the 2-norm H H( ) ( )
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−∞

∞

∫ , σ  is the maximum singular value 

and λmax is the maximum eigenvalue. It should be noted that the use of “max” (the 
maximum value) instead of “sup” (the supremum, the least upper bound) should be 
avoided. This is because the maximum may only be approached as w→∞ and may 
therefore not actually be achieved. However, for engineering purposes there is no 
difference between “sup” and “max”.

3.8.4 mixeD sensiTiviTy pRobLem foRmuLaTion

Typically, the H∞ control is formulated using mixed sensitivity. Mixed-sensitivity H∞ 
control is the name given to transfer function shaping problems in which the sensitiv-
ity function S = (I + GK)−1, for the case of negative feedback, is shaped together with 
some other closed-loop transfer function such as input sensitivity (KS) and comple-
mentary sensitivity (T). S is the transfer function between an output disturbance and 
the output, KS is the transfer function between the input disturbance and the output. 
T is the transfer function between the command input and output (Figure 3.29).

To have a clearer picture, Table  3.6 below shows the relationship between the 
functions S, KS, and T.

As desired, the maximum singular value of the sensitivity function S is to be 
small in order to reject disturbances. The input sensitivity KS is used to limit the size 
and bandwidth of the controller, and hence the control energy used. The size of KS 
is also important for robust stability. In summary, the purposes of each function can 
be tabulated as shown in Table 3.7 below.
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From the above discussion of the S, KS and T transfer functions, it can be 
observed that there is some interrelation between them. Among these, S is the 
most suitable function to manipulate, since it appears in each function. Typically, 
the function S should be small at low frequencies and not greater than 0 dB at 
higher frequencies, while the function T is its opposite. These requirements may 
be combined into a stacked H∞ problem, where the function to be minimized is 
as follows
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 (3.45)
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FIGURE 3.29 Feedback system with disturbance input.

TABLE 3.7
Purpose of Each Sensitivity Function

Sensitivity 
Function Purpose

S Use for performance measure

KS Use to ensure robustness and to avoid sensitivity to noise

T Use to ensure robust stability and to penalize large input

TABLE 3.6
Sensitivity Function Relationship

Type Transfer Functions

Sensitivity (S) (I + GK)−1

Input sensitivity (KS) K(I + GK)−1 = (I + KG)−1 K

Complementary sensitivity (T) or (GKS) GK(I + GK)−1 = G(I + KG)−1 K



93Analysis and Control of the ALSTOM Gasifier Problem

where K is a stabilizing controller and the Wu, WT, Wp are the sets of weighting 
functions or matrices. The resulting H∞ norm should be less than 1 in order to 
achieve robust stability. Note that any negative signs have no effect when evaluating

. ∞. From the above discussion, it can be seen that the H∞ control is a synthesis 
process of selecting the weighting functions to shape the sensitivity and its comple-
mentary function in the relevant frequency region, in order to achieve performance 
and robustness.

The main disadvantage of this method is the high-order controller obtained from 
the design. Nevertheless, a MOR method can be applied to reduce the order of the 
controller.

3.8.5 seLecTion of WeighTing funcTion

The weighting function is selected to shape the sensitivity and the input sensitiv-
ity of the system to the required bandwidth and the upper (indicate the percent of 
disturbances rejection) and lower bounds. To illustrate this process, a SISO system 
is used.
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Note that the same principle can be applied to the MIMO system as well.

 Sensitivity (S) Shaping. In order to select a weighting function to penalize 
any large S, the following weighting functions are used, such that
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 Figure 3.30 shows a typical sensitivity function S, which may be encoun-
tered in practice and has low sensitivity at low frequency and increasingly 
higher sensitivity at high frequency.

  Input Sensitivity (KS) Shaping. A typical KS and the corresponding 
inverse weighting function are shown in Figure 3.31. The control weight-
ing function Wu for the input sensitivity shaping can be determined as 
follows:

 Wu = +
+

s w M

e s w
bc u

u bc

/
 (3.48)

  Complementary Sensitivity (T) Shaping. A typical T and the corre-
sponding inverse weighting function are shown in Figure 3.32. In order to 
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FIGURE 3.31 Input sensitivity plot.
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select a weighting function, WT to penalize the T, the following weighting 
function for complementary sensitivity shaping is used, such that

 WT = +
+

s w M

e s w
bt t

t bt

/
 (3.49)

 It has the same form as the input sensitivity weighting function. Note that 
as S is decreased, the T has to be increased since S + T = 1. Therefore, a 
compromise has to be sought in shaping the S and T.

Both weighting functions used for sensitivity shaping are able to meet the speci-
fication in terms of bandwidth and upper and lower bound limits. Another way to 
examine whether the complementary sensitivity function or any other function is 
well shaped is to plot W TT  instead of 1/WT directly, as shown in Figure 3.33.

Since there is an overshoot beyond the 1 (= 0 dB) level, the criteria of <W T 1T  is 
not met. This can be seen similarly in the plot of 1/WT in Figure 3.32.

Alternatively, using the MATLAB function MAGSHAPE.m enables an appropri-
ate shaping filter to be designed in a more systematic way.

3.8.6 h-infiniTy Design sTeps

The procedure for designing an H∞ controller for the gasifier plant is shown below.

 1.  Identify the exogenous input signal w(t) and the exogenous output Z(t) of the 
plant.
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FIGURE 3.32 Complementary sensitivity plot.



96 Computer-Aided Control Systems Design

 2.

  w
r
v
u

Z
z
z
z

;1

1

2

3

=
















=
















 (3.50)

 3. Formulate the generalized plant, P(s) that represents the open-loop transfer 
function between the Z(t) and w(t). Note that the matrix Gp refers to the 
transfer function between the input disturbances and the output.

  From the block diagram shown in Figure 3.34, the following set of equa-
tions can be obtained:
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 (3.51)

 So the generalized plant P from r v u z z z Vto is
T T
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 P is then partitioned as

 P
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P P
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21 22
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 (3.53)

 such that its parts are compatible with the signals w, Z, u, V in the general-
ized control configuration, where
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 From this,
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 (3.55)

 The generalized plant is then converted into the state-space realiza-
tion (PCK.m, MKSYS.m) in order to be usable in the MATLAB routine, 
HINF.m.

 P
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1 2
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 (3.56)
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FIGURE 3.34 H∞ generalized plant.
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 4. Determine the closed-loop transfer function to be minimized. The cost 
function is obtained from the closed-loop derivation of the generalized 
plant. Using the LFT of P with K as the parameter, the LFT is obtained as 
follows:
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where

S
I

I GK
T

GK
I GK

,=
+

=
+

 5. Select the weighting matrices used as shown in Figure 3.34.
  The weighting function is used to shape the sensitivity of the closed-loop 

system to the desired level. A typical type of performance function used is 
the low-pass filter, high-pass filter and a constant weight. The tuning of the 
weighting function, irrespective of the type used, is performed iteratively. 
The sequence is to tune the first entry of the weighting function so that the 
nominal performance is still enforced. Retain this value for the first entry 
and repeat the procedure for the second entry, and so on.

  For a high- or low-pass filter, the tuning parameter is naturally the band-
width and the maximum and minimum amplitude, as well as the scalar gain 
accompanying it. Usually the weightings are chosen to be simple functions of 
first order to avoid the total order of the resulting closed-loop system becom-
ing too large. In the multivariable case, the weighting matrices are often cho-
sen to be diagonal. From the closed-loop transfer function of the system, the 
weighting function W4 can be treated as a scalar matrix. This leads to the use 
of only one weighting function instead of using two filters for shaping:

 W1 → S, W2 → KS, W3 → T, W4 → const, W5 → SGp
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 Before the types of weighting functions used are explained, the shaping 
specifications for each weight related to its corresponding sensitivity func-
tion are shown in Table 3.8.

  Note that besides using the specifications in Table 3.8, an extra scalar 
term is applied to each of the entries of the weighting function to increase 
the percentage of the disturbance rejection. This is shown in the selection 
of these weights below.

  Selection of W1. The weight W1 was chosen as a high-pass filter in order 
to achieve the nominal output performance and also shape the sensitivity of 
the closed-loop system.
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 Selection of W2. A low-pass filter was selected to shape the input sensi-
tivity of the closed-loop system. A similar first-order, low-pass filter was 
used in each channel with a corner frequency of 1 rad/s, in order to limit 
the input magnitudes at high frequencies and thereby limit the closed-loop 
bandwidth. Different gains for each entry were selected, sequentially.
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 Selection of W3. Again a low-pass filter was designed for controlling the 
output of the gasifier, and hence shaping the closed-loop system. It limits 
the size of the output specified.
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 (3.60)

 Selection of W4. The weight here was chosen to be sufficiently small 
in order to prevent the appearance of some badly damped modes in the 

TABLE 3.8
H∞ Performance Function Specification

Weighting 
Functions Specifications

W1 wb = 0.008 rad/s Ms = 0.1 es = 0.01

W2 wbc = 1 rad/s Mu = 0.1 eu = 0.01

W3 wbt = 0.008 rad/s Mt = 0.1 et = 0.01

W4 Uses a constant weighting

W5 wb = 0.008 rad/s Ms = 0.2 es = 0.01
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closed-loop system. Any slight increase in the gain of this filter causes the 
closed-loop system to be unstable.

 W
0.002 0 0

0 0.001 0
0 0 0.005

4 =
















 (3.61)

 Selection of W5. W5 is a scalar low-pass filter with a crossover frequency 
approximately equal to that of the desired closed-loop bandwidth. With 
such a weight, the maximum disturbance amplification in the low to middle 
frequencies should not exceed 0.2. The crossover frequency was adjusted 
iteratively to speed up the output time responses, while maintaining the 
control effort within the specified limits.

 = +
+

s
s

W 0.1
0.04

0.01 0.008
5  (3.62)

 6. Minimize the H∞ norm of the closed-loop transfer function to obtain a sta-
bilizing controller, K (HINF.m).

 7. Simulate the system using the block diagram shown in Figure 3.35. All the 
weightings used have dimensions of 4 × 4 where the position {1,1} is a unity 
weight for the first loop.

 %Design H_Infinity Controller
 plant=k*(ko*ss(Ar,Bd1,Cr,Dd1));
 POST=[ 1 0 0 0; % 4x4
 0 post1e(1,1) post1e(1,2) post1e(1,3);
 0 post1e(2,1) post1e(2,2) post1e(2,3);
 0 post1e(3,1) post1e(3,2) post1e(3,3)];
 PRE= [ 1 0 0 0 0; % 5x5
 0 pre1e(1,1) pre1e(1,2) pre1e(1,3) 0;
 0 pre1e(2,1) pre1e(2,2) pre1e(2,3) 0;
 0 pre1e(3,1) pre1e(3,2) pre1e(3,3) 0;
 1 1 1 1 1];
 plant_tot=POST*plant*PRE;
 % W1
 n11=0.2*[1/0.1 0.008]; d11=[1 0.008*0.01];
 n12=0.8*[1/0.1 0.008]; d12=[1 0.008*0.01];
 n13=0.3*[1/0.1 0.008]; d13=[1 0.008*0.01];
 [aw11,bw11,cw11,dw11]=tf2ss(n11,d11);
 [aw12,bw12,cw12,dw12]=tf2ss(n12,d12);
 [aw13,bw13,cw13,dw13]=tf2ss(n13,d13);
 aw1=daug(aw11,aw12,aw13);
 bw1=daug(bw11,bw12,bw13);
 cw1=daug(cw11,cw12,cw13);
 dw1=daug(dw11,dw12,dw13);
  % Using the same method for other weighting− 

W2 to W5

 % Form Generalized Plant G
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 WW1=ss(aw1,bw1,cw1,dw1);
 WW2=ss(aw2,bw2,cw2,dw2);
 WW3=ss(aw3,bw3,cw3,dw3);
 WW4=ss(aw4,bw4,cw4,dw4);
 WW5=ss(aw51,bw51,cw51,dw51);
 Gp=ss(Ar,B(8:25,6),Cr(2:4,:),D(2:4,6));
 G33=syss;
 GGG=[WW1*WW4 −WW1*Gp*WW5 −WW1*G33;
 zeros(3) zeros(3,1)  WW2;
 zeros(3) zeros(3,1)  WW3*G33;
 WW4 −Gp*WW5 −G33];
  %Separate the input w and reference input r from 

control input u
 [AA,BB,CC,DD]=ssdata(GGG);
 BB1=BB(:,1:4);
 BB2=BB(:,5:7);
 CC1=CC(1:9,:);
 CC2=CC(10:12,:);
 DD11=DD(1:9,1:4);
 DD12=DD(1:9,5:7);
 DD21=DD(10:12,1:4);
 DD22=DD(10:12,5:7);
  %Form state space realization of Generalized Plant
 pp=pck(AA,[BB1 BB2],[CC1;CC2],[DD11 DD12;DD21 DD22]);
  PH22 = rct2lti(mksys(AA,BB1,BB2,CC1,CC2,DD11,DD12,DD21,D

D22,'tss'));
 % H- Infinity Controller
 [ss_cp,ss_cl]=hinf(PH22);
 [Ainf,Binf,Cinf,Dinf]=ssdata(ss_cp);
 ss_hinf=ss(Ainf,Binf,Cinf,Dinf);
  % Model order reduction on H-inf controller 

(originally = 98 states)
  [Ainfs,Binfs,Cinfs,Dinfs]=balmr(Ainf,Binf,Cinf,Dinf,1,70);
 ss_cps=ss(Ainfs,Binfs,Cinfs,Dinfs);

 8. Analyze the resulting S, KS, and T plots.
 As shown in the S plots, the weighting function used has indeed shaped 

the sensitivity of the system below the 0-dB margin. Since the singular 
value of the sensitivity function is low, it shows that the closed-loop sys-
tem with a disturbance signal has less influence on the system output. 
Conversely, a large value of S means the system has a poor stability mar-
gin (Figure 3.36).

  Examining the T plots of the system, the gain over the frequencies con-
cerned is less than the 0 dB (= 1) margin. This indicates that the system 
output is small for any large input. This is reflected in the simulation results 
shown in Appendix A6 that indicate that the responses are indeed very 
small (Figure 3.37).

  From the KSGp plot, it can be seen the effect of the input disturbances is 
quite negligible on the gasifier output. The KSGp after applying the shaping 
function is well below the margin of 0 dB (Figure 3.38).
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 % Analyze the resulting S, KS and T plots.
 % Put PI & Hinf controller together--> 4 x 4
 kp=−0.159;ki=−0.001;
 PI_num=[kp ki];PI_den=[1 0];
 [Api,Bpi,Cpi,Dpi]=tf2ss(PI_num,PI_den);
 controller=ss(Api,Bpi,Cpi,Dpi);
 K_PI_HInfinity=[controller zeros(1,3) ;
 zeros(3,1) ss_cps ];
  ko1=[0.00001 0 0 0;0 0.001 0 0; 0 0 0.001 0; 0 0 0 0.1]; % 

4x4
 k1=[0 1 0 0 ;0 0 1 0 ;1 0 0 0 ;0 0 0 1 ]; % 4x4
  sys_tot_OL=(POST*k1*(ko1*ss(Ar,Br,Cr,Dr))*PRE(1:4,1:4)

)*K_PI_HInfinity;
 sys_tot_cl=feedback(sys_tot_OL,eye(4,4),−1);
 % Output Robustness- ( 1+(GK)^−1)>1
 ww=logspace(−8,2,100);
 figure 4);
 out_robust=sigma(sys_tot_OL,ww,3);
 loglog(ww,(out_robust));
 hold on
 loglog(ww,1);
 title(' Robust stability at the Plant output')
 ylabel('Gain')
 xlabel('Frequency (rad/s)')
 % Input Robustness- ( 1+(KG)^−1)>1
  sys_tot_OL2=K_PI_LQG*(POST*k1*(ko1*ss(Ar,Br,Cr,Dr))*

PRE(1:4,1:4));
 xlabel('Frequency (rad/s)')

 figure();
 inp_robust=sigma(sys_tot_OL2,ww,3);
 loglog(ww,min(inp_robust));
 hold on
 loglog(ww,1);
 title(' Robust stability at the Plant input')
 ylabel('Gain')
 xlabel('Frequency (rad/s)')
 % Sensitivity min_sigma[1/(1+GK)]<1
 sens_100=sigma(eye(4)+sys_tot_OL,ww,1);
 figure();
 loglog(ww,(sens_100));
 hold on
 loglog(ww,1);
 title(' Output Sensitivity ')
 ylabel('Gain')
 xlabel('Frequency (rad/s)')
 % Asymptotically stability min_sigma[1+GK]>0
 asym_100=sigma(eye(4)+sys_tot_OL,ww,1);
 figure();
 loglog(ww,max(asym_100));
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 hold on
 loglog(ww,1);
 title(' Asymptotical Plant stability ')
 ylabel('Gain')
 xlabel('Frequency (rad/s)')

3.8.7 peRfoRmance TesTs on h-infiniTy Design

The performance tests for the H∞ design were performed using the same methods 
as used in the previous section. The results of the simulation and the perfor-
mance  test tables are shown in Appendix A6. For the H∞ control schemes, all 
the input and output constraints are met at all loading conditions using the sine 
disturbance input. For the case of the step disturbance input, all the specifica-
tions are met except for the maximum limit of WCHR at the 0% load condition, 
which is about 3% greater than allowed. Also, the maximum CVGAS exceeded 
the  output limit of 10 kJ/kg by 30 kJ/kg at this condition. The input rates at all 
load conditions are very small as observed in the peak values. As far as the inte-
gral of the absolute error associated with CVGAS and PGAS are concerned, this 
increases as the load condition decreases from 100% to 0%. This is an expected 
trend, since the  primary design and weight tuning is undertaken for the 100% 
load condition.

3.9 H2 OPTIMIZATION

The H2 formulation [47] replaces the stochastic minimum least-squares interpreta-
tion of LQG optimization with the minimization of the 2-norm of the closed-loop 
system. One considerable advantage of this approach is that there is no need to inter-
pret parameters such as the intensity of the various white noise processes that enter 
into the LQG problem as stochastic data, whose values need to be determined by 
modeling or identification experiments. These can simply be taken as tuning param-
eters for the design process. In LQG practice, this is, of course, common procedure. 
A pedagogical advantage of the H2 formulation is that there is no need to go into the 
intricacies of white noise.

For a stochastic system described by (3.23), to minimize notation, the time- 
dependent  term is omitted. The controlled output Z and the measured output y are 
given by

 
Z Fx

y Cx Du v

=

= + +
 (3.63)

where the white noise v represents sensor noise. Assuming that the controlled output 
Z and the input u are suitably scaled, LQG optimization amounts to finding a feed-
back compensator K that stabilizes the system and minimizes the stochastic cost 
function given in (3.26).

As mentioned in the previous section, the Kalman filter and the state feedback 
gains can be obtained from the solution of two algebraic Riccati equations, namely 



106 Computer-Aided Control Systems Design

the ARE and FARE. The generalized feedback system for LQG optimization can be 
shown as in Figure 3.39 below.

It can easily be seen that the configuration in Figure 3.39 resembled the general-
ized plant shown in Figure 3.27 by redefining Z and V as

 =








 =









Z

z
u

V w
v

,1
 (3.64)

The LQG problem now amounts to the minimization of the steady-state value of 
E(ZTZ). In the generalized plant, the output Z may be expressed in terms of Laplace 
transforms as

 Z = H(s)V (3.65)

where H(s) is the LFT defined as

 H(s) = P11 + P12K(I−P22K)−1P21 (3.66)

If V is white noise with intensity matrix I, Q = R = I, and the closed-loop system is 
stable, then
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t
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The above uses Parseval’s identity; namely, 
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FIGURE 3.39 Generalized LQG feedback system.
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of the stable transfer function matrix H. Hence, the optimization is tantamount to 
minimization of the 2-norm of the closed-loop system, H. This minimization prob-
lem is the celebrated H2 problem.

Hence, solution of the LQG problem amounts to minimization of the 2-norm, 
H 2 , of the transfer function H from the white noise input to the output. The prob-

lem has changed from a signal interpretation to a systems interpretation. The norm 
interpretation is nonstochastic.

3.9.1 h2 Design sTeps

The design steps are basically as follows.

 1. Identify the exogenous input signal, w(t), and the exogenous output Z(t) of 
the plant shown in Figure 3.40.

 w v v r u , Z z z z
T

1 2

T

1 2 3=   =    (3.69)

 2. Formulate the generalized plant, P(s), that represents the open-loop transfer 
function between the Z(t) and w(t) is shown in Figure 3.40.

From the block diagram above, the following set of equations can be obtained:
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FIGURE 3.40 H2 generalized plant.
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 So, the generalized plant P from    v v r u z z Vto
T T

1 2 1 2  is
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 Partitioning the P into four parts gives

 

=












=












= − −  = −

P
W W 0 0

0 0 0
P

W G
W

P W W I P G

,

,

11
1 3

12
1

2

21 3 4 22

 (3.72)

 3. Determine the closed-loop transfer function to be minimized. The cost 
function is obtained from the closed-loop derivation of the generalized 
plant using the LFT, as
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 where S and T are as before.
 4. Select the weighting functions to be used.

  The weighting function, or the performance weighting, is used to shape 
the sensitivity of the closed-loop system to the desired level. The weighting 
functions have to be selected such that only one weight is used to shape the 
desired sensitivity. This is done in order to have a more convenient con-
trol over the sensitivity. The following are the weights used to shape the 
sensitivity.

 W1 → T, W2 → KS, W3 → S, W4 → const

 The performance specification for each weighting function that is used to 
shape the corresponding sensitivity functions are shown in Table 3.9.

  Note that besides using the specifications in Table 3.9, an extra scalar 
term is applied to each entry of the weighting function to increase the per-
centage of the disturbance rejection. This is shown in the selection of these 
weights below.
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 Selection of W1. The weight W1 was used to shape the nominal output 
response of the closed-loop system. It was a low-pass filter with –20 dB at 
low frequency and a cut-off frequency at 0.008 rad/s. The constant weigh-
ing that was iteratively adjusted was used throughout the entry.

 
s
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+
+

 (3.74)

 Selection of W2. Again, a low-pass filter was used. This weight aims to 
shape the nominal closed-loop control effort and hence it is used to limit the 
maximum amplification between the disturbance and the controlled inputs. 
The weight was chosen such that the maximum disturbance amplification 
should not exceed 0.1. The cut-off frequency of W2 was adjusted iteratively 
to speed up the output time responses while maintaining the control effort 
within the desired limits.
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+  (3.75)

 Selection of W3. W3 was a constant weighting function applied to all chan-
nels. Instead of using a high-pass filter to shape the sensitivity of the closed-
loop system, a constant weighting was chosen to allow W1 to enhance the 
sensitivity as well as the nominal closed-loop system response.

 W
0.08 0 0

0 0.8 0
0 0 0.08

3 =
















 (3.76)

 Selection of W4. A constant weighting function was again used to provide 
a certain weighting effect on the sensitivity, in particular the input and 

TABLE 3.9
H2 Performance Function Specifications

Weighting 
Functions Specifications

W1 wbt = 0.008 rad/s Mt = 0.1 et = 0.01

W2 wbc = 1 rad/s Mu = 0.1 eu = 0.01

W3 Uses a constant weighting

W4 Uses a constant weighting
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closed-loop transfer functions. The gain applied to each entry was itera-
tively adjusted to reduce the effect of noise on the system.

 W
1 0 0
0 0.5 0
0 0 0.3

4 =
















 (3.77)

 5. Minimize the H∞ norm of the stacked cost functions to obtain a stabilizing 
controller K (H2LQG.m).

 6. Simulate the H2 design using the block diagram shown in Figure 3.41. All 
the weightings used have dimensions of 4 × 4, where the position {1,1} is a 
unity weight for the first control loop.

 % Design H_2 Controller
 % W1
 n11=0.1*[1 0.008/0.1]; d11=[0.01*1 0.008];
 n12=0.05*[1 0.008/0.1];d12=[0.01*1 0.008];
 n13=0.005*[1 0.08/0.1]; d13=[0.01*1 0.008];
 [aw11,bw11,cw11,dw11]=tf2ss(n11,d11);
 [aw12,bw12,cw12,dw12]=tf2ss(n12,d12);
 [aw13,bw13,cw13,dw13]=tf2ss(n13,d13);
 aw1=daug(aw11,aw12,aw13);
 bw1=daug(bw11,bw12,bw13);
 cw1=daug(cw11,cw12,cw13);
 dw1=daug(dw11,dw12,dw13);
 %  Using the same method for other weighting- W2 

to W4
 % Form Generalized Plant G
 WW1=ss(aw1,bw1,cw1,dw1);
 WW2=ss(aw2,bw2,cw2,dw2);
 WW3=ss(aw3,bw3,cw3,dw3);
 WW4=ss(aw4,bw4,cw4,dw4);
 G33=sys_33;
 GGG=[WW1*WW3 zeros(3) zeros(3) WW1*G33;
 zeros(3) zeros(3) zeros(3) WW2;
 −WW3 −WW4 eye(3) −G33];
  % Separate the input w and reference input r from 

control input u
 [AA,BB,CC,DD]=ssdata(GGG);
 BB1=BB(:,1:9);
 BB2=BB(:,10:12);
 CC1=CC(1:6,:);
 CC2=CC(7:9,:);
 DD11=DD(1:6,1:9);
 DD12=DD(1:6,10:12);
 DD21=DD(7:9,1:9);
 DD22=DD(7:9,10:12);
 % Form state space realization of Generalized Plant
 pp=pck(AA,[BB1 BB2],[CC1;CC2],[DD11 DD12;DD21 DD22]);
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  PH22 = rct2lti(mksys(AA,BB1,BB2,CC1,CC2,DD11,DD12,DD21,
DD22,'tss'));

 % H2-LQG control
 [ss_cp,ss_cl]=h2lqg(PH22);
 [Ah2,Bh2,Ch2,Dh2]=ssdata(ss_cp);

 7. Analyze the resulting S, KS, and T of the system after applying the respec-
tive weighting functions. From the S plots below, the high sensitivity to input 
at low frequencies is improved after the weighting functions were used. The 
gain is well below 0 dB (= 1) margin over the frequencies (Figure 3.42).

  The T has improved over the low and middle frequencies as reflected 
from the modified T. The system output is very small for any large input as 
seen from the small gains in the resulting T plots (Figure 3.43).

  From the KS plots, it can be seen the effect of the input disturbances is 
quite negligible on the gasifier output. The KG after applying the shaping 
function is well below the margin of 0 dB (Figure 3.44).

 % Analyze the resulting S, KS and T plots.
 ss_cp2=ss(Ah2,Bh2,Ch2,Dh2);
 clear sigma
 ww=logspace(−8,2,200);
 % S=(1+GK)^−1
 figure()
 I_GK=eye(3)+G33*ss_cp2;
 sv_I_GK=sigma(I_GK,ww,1);
 loglog(ww,sv_I_GK);
 title(' Sensitivity (S) ')
 xlabel('Frequency (rad/s)');
 ylabel('Gain')
  axis([min(ww) max(ww) min(min(sv_I_GK))−0.01 

max(max(sv_I_GK))+1])
 % KS=k(1+GK)^−1
 KI_GK=ss_cp2*inv(eye(3)+G33*ss_cp2);
 [sv_KI_GK]=sigma(KI_GK,ww);
 figure()
 loglog(ww,sv_KI_GK,'r−');
 hold on
 loglog(ww,1,':');
 title(' Input Sensitivity (KS)')
 xlabel('Frequency (rad/s)');
 ylabel('Gain')
  axis([min(ww) max(ww) min(min(sv_KI_GK))−0.01 max(max(sv_

KI_GK))+1])
 % T=(1+GK)^−1*GK
 KI_GK=inv(eye(3)+G33*ss_cp2)*(G33*ss_cp2);
 [sv_GKI_GK]=sigma(KI_GK,ww);
 figure()
 loglog(ww,sv_GKI_GK,'r−');
 hold on
 loglog(ww,1,':');
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 title(' Complementary Sensitivity (T)')
 xlabel('Frequency (rad/s)');
 ylabel('Gain')
  axis([min(ww) max(ww) min(min(sv_GKI_GK))−0.01 

max(max(sv_GKI_GK))+1])

 % original S of the system
 G33_I=eye(3)+G33;
 [sv_org]=sigma(G33_I,ww);
 figure 8)
 loglog(ww,sv_org,'r−');
 hold on;
 loglog(ww,1,':');
 title(' Sensitivity (S)-original ')
 xlabel('Frequency (rad/s)');
 ylabel('Gain')
  axis([min(ww) max(ww) min(min(sv_org))−0.01 max(max(sv_

org))+1])
 hold off;

 % original T of the system-->(1+G)^−1*G
 I_G=inv(eye(3)+G33)*G33;
 [sv_IG]=sigma(I_G,ww);
 figure 9)
 loglog(ww,sv_IG,'r−');
 hold on
 loglog(ww,1,':');
 title(' Complementary Sensitivity (T)-original')
 xlabel('Frequency (rad/s)');
 ylabel('Gain')
  axis([min(ww) max(ww) min(min(sv_IG))−0.01 max(max(sv_

IG))+1])
 hold off

 % W1*W3*S
 WS=sigma(WW1*WW3*inv(I_GK),ww);
 figure 10)
 loglog(ww,WS);
 hold on
 loglog(ww,1,':')
 title(' W1.W3.S ')
 xlabel('Frequency (rad/s)');
 ylabel('Gain')
  axis([min(ww) max(ww) min(min(WS))−0.01 max(max(WS))+10])
 hold off

 % W1*W4*T
 WS=sigma(WW1*WW4*G33*ss_cp2*inv(I_GK),ww);
 figure 11)
 loglog(ww,WS);
 hold on
 loglog(ww,1,':')
 title(' W1.W4.T ')
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 xlabel('Frequency (rad/s)');
 ylabel('Gain')
  axis([min(ww) max(ww) min(min(WS))−0.01 max(max(WS))+10])
 hold off

 % W1*T
 WS=sigma(WW1*G33*ss_cp2*inv(I_GK),ww);
 figure 12)
 loglog(ww,WS);
 hold on
 loglog(ww,1,':')
 title(' W1.T ')
 xlabel('Frequency (rad/s)');
 ylabel('Gain')
  axis([min(ww) max(ww) min(min(WS))−0.01 max(max(WS))+10])
 hold off

 % W2*W3*KS
 WS=sigma(WW2*WW3*ss_cp2*inv(I_GK),ww);
 figure 13)
 loglog(ww,WS);
 hold on
 loglog(ww,1,':')
 title(' W2.W3.KS ')
 xlabel('Frequency (rad/s)');
 ylabel('Gain')
 a xis([min(ww) max(ww) min(min(WS))−0.01 max(max(WS))+10])
 hold off

 % W2*W4*KS
 WS=sigma(WW2*WW4*ss_cp2*inv(I_GK),ww);
 figure 14)
 loglog(ww,WS);
 hold on
 loglog(ww,1,':')
 title(' W2.W4.KS ')
 xlabel('Frequency (rad/s)');
 ylabel('Gain')
  axis([min(ww) max(ww) min(min(WS))−0.01 max(max(WS))+10])
 hold off

 % W2*KS
 WS=sigma(WW2*ss_cp2*inv(I_GK),ww);
 figure 15)
 loglog(ww,WS);
 hold on
 loglog(ww,1,':')
 title(' W2.KS ')
 xlabel('Frequency (rad/s)');
 ylabel('Gain')
  axis([min(ww) max(ww) min(min(WS))−0.01 max(max(WS))+10])
 hold off
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3.9.2 peRfoRmance TesTs on h2 Design

The performance tests for the H∞ control scheme were performed using the same 
methods as those used in previous section. The results of the simulation and the 
performance test tables are shown in Appendix A5. For the H2 control, a decrement 
response exists at the input WSTM for all load conditions. This is mainly due to the 
presence of a small negative term in the feed forward matrix, D. The input rates at 
all load conditions are very small as can be seen in the peak values.

3.10 COMPARISON OF CONTROLLERS

In this section, methods used to compare the various controllers designed are dis-
cussed. These methods involved the used of the sensitivity function, the robust sta-
bility of the system, the MIMO system asympototical stability and so on. These 
characteristics are each explained followed by their application to the gasifier sys-
tem. Additionally, other controllers designed using (LQR, LQG, H2 optimization, 
and H∞ optimization design), but not presented here, which are used in this compari-
son can be found in Chin [36].

3.10.1 sensiTiviTy (s)

The sensitivity [48] of a system, denoted by S( jw) = [I+GK( jw)]−1, is used to mea-
sure the effects of a disturbance at the input or output on the output of the feedback 
system. For a MIMO system, the maximum singular value of the sensitivity function 
evaluated over the frequencies concerned should be less than one;

 σ ≤jwS[ ( )] 1  (3.78)

The following two subsections consider the sensitivity measure of input and out-
put disturbances on the feedback system.

 1. Output Sensitivity. Insensitivity to output disturbances is essentially 
achieved if the system is strongly stable. If G(s) is allowed to vary by ΔG(s) 
and the controller K remains unchanged, and the variation ΔR(s) in the 
closed-loop transfer function R(s) is considered, then it can be shown that

 
∆

∆
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I GK
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jw jw

jw jw
jw 1  (3.79)

  This is equivalent to σ + ≥jw1 GK[ ( )] 1 , since the 2-norm of the inverse 
of a matrix is the smallest singular value of the matrix, and the left-hand 
side of (3.79) is equal to 1.

 2. Input Sensitivity. Insensitivity to input disturbances, as shown in 
Figure 3.45, is achieved if σ + ≤I GK G[( ) ] 1-1 . This is because the contri-
bution at the plant output due to a disturbance input, du, is y = (I + GK)−1Gdu 
assuming r = dy = 0. Note that (I + GK)−1G = G(I + KG)−1.
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So it can be seen that the sensitivity is small if σ GK[ ] is large; that is, the fact 
that large loop gains (tight control) correspond to good performance is a well-known 
adage. There are, of course, limitations on the amount of gain that one can introduce 
into a system. Large gains correspond to large energy requirements that may breach 
the control specifications. So the amount of gain that can be applied without causing 
any problem can be gauged using the robust stability concept discussed in the next 
section.

3.10.2 RobusT sTabiLiTy (Rs)

A control system is robust if it is insensitive to a difference between the actual sys-
tem and the model of the system that is used to design the controller. The system is 
robustly stable [49] at the plant outputs if

 σ + ≥−I GK[ ( ) ] 11  (3.80)

Robust stability at the plant inputs is measured by simply swapping the G and K 
matrices, which becomes

 σ + ≥−I (KG[ ) ] 11  (3.81)

The reason for using σ  is the interpretation of the smallest singular value of a 
matrix as the distance between the matrix and the nearest singular matrix, since this 
is precisely the concept needed to determine the nearness of a stable transfer func-
tion to an unstable one. Hence, its use as a measure of stability robustness is natural.

3.10.3 mimo sysTem asympToTic sTabiLiTy (mimo as)

Besides using the asymptotic stability concept on a SISO system, it can also be 
applied to a MIMO system. In general, for a MIMO system to be asymptotically sta-
ble, the minimum singular value of the return difference function should be greater 
than zero. Note that this is similar to the expression used for the sensitivity measure 
of the system. Therefore, if the system is stable, the system should be insensitive to 
parameter change and vice versa; that is,

 σ + >jwI GK[ ( )] 0  (3.82)

K G y

du

ur
+

++
–

dy

+

+

FIGURE 3.45 Typical feedback system.
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3.10.4 nyQuisT Type cRiTeRion (nTc)

Using the Nyquist type of stability criteria, for a SISO system, a sufficient condition 
for stability under perturbation is that

 − < + ∈ℜjw jw jw wGK G K I G K( ) ( ) ( )0 0  (3.83)

where G0K( jw) and GK( jw) are the original and perturbed open-loop gain of the 
plant, respectively. This can be easily extended to MIMO systems by considering the 
singular values instead of the modulus as before, to give

 
∆ ≤ +

+

∞ ∞GK I GK

[ GK( [I GK

( ) ( )

) ( )]

jw jw

jw jwσ σ∆
 (3.84)

If the condition above is satisfied, it implies that the gasifier system designed at 
the 100% load condition (original plant), when operating at the 50% and 0% load 
condition (perturbed plants), remains stable. Ideally, the maximum singular value of 
the 50% and 0% load condition should be less than the maximum singular value of 
the 100% load condition in order to satisfy (3.84).

3.10.5 inTeRnaL sTabiLiTy (is)

In adition to considering the input-output stability of a feedback system using one 
closed-loop TFM, which is assumed to have no RHP pole-zero cancellations between 
the controller and the plant, the use of internal stability could be used.

A system is internally stable [35] if none of its components contain hidden unsta-
ble modes, and the injection of bounded external signals at any point in the system 
results in bounded output signals measured anywhere in the system. Instead of per-
forming these measurements at each point in the system, the equation relating these 
inputs to the corresponding outputs can be established, as shown below. Consider the 
SISO system in Figure 3.45, where signals are injected and measured at both loca-
tions between the two components, G and K. The system equations in matrix form 
can be established as follows.
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With further simplification, Equation (3.85) gives
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By assuming that there are no RHP pole-zeros cancellations between G and K; that 
is, all RHP-poles in G and K are contained in the minimal realizations of KG or GK; 
the feedback system in Figure 3.45 is internally stable if and only if one of the four 
closed-loop transfer function matrices in (3.85) is stable.

Hence, for an internally stable SISO system, the matrix M(s) has to be stable. In 
other words, (I + GK)−1or (I + KG)−1 has to be small in order not to amplify the input 
signal. For a MIMO system, the same concept is applied except that the maximum 
singular value (worst case measure) is used. This means that σ + <−I GK[( ) ] 11  or 
σ + <−I KG[( ) ] 11 .

3.10.6 insTanTaneous eRRoR (ise)

The concept of the sensitivity matrix relates the output errors due to the parameter 
variations in a feedback system to the output errors due to the parameter variations 
in a corresponding open-loop system. Using the integrated square of the error (ISE) 
as a performance index, the performance of the feedback system can be judged. The 
performance index using the ISE is defined as

 e eT

t

t t dt( ) ( )
0
∫  (3.87)

where e(t) is either the error of the open-loop or the closed-loop system, and the time, 
t, is any positive finite quantity. In a practical case, a meaningful choice for t might 
be about four to five times the largest “time constant” of the system. For a feedback 
system to be better than a corresponding open-loop system, the following inequality 
must be satisfied:

 e e e ec o
T

oc
T

t t

t t dt t t dt( ) ( ) ( ) ( )
0 0
∫ ∫<  (3.88)

where the subscript c and o refer to the closed-loop and open-loop system, respectively.

3.10.7 finaL vaLue TheoRem (fvT)

As in classical control, the asymptotical error of the closed-loop system, Gc can be 
determined by using the Final Value Thorem. It is defined as:
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Instead of evaluting this at t→∞, which is not possible in practice (only in theory), 
the author determined the final value of the error as time tended to be very large; 
that is, [0, ∞).

3.10.8 conTRoLLeR oRDeR (co)

The order of the resulting controller is also used to compare the various types of 
controller designs. This criteria is unlikely to favor the H2 and H∞ design techniques, 
which give high-order controllers. Usually, a lower-order controller is desired, since 
it is easier to implement and handle.

3.10.9 conDiTion numbeR (cn)

The condition number was also applied to check the numerical conditioning of the 
closed-loop system after the feedback system is designed. The condition number, κ, 
for the closed-loop system should be smaller or equal to that of the open-loop system 
model used.

 κ(Gc) ≤ κ(Go) (3.90)

The subscripts c and o used in Equation (3.90) refer to the closed-loop and open-loop 
systems, respectively.

3.11 COMPARISON OF ALL CONTROLLERS

Table 3.10 gives a full overview of the criteria mentioned above. Note that this sec-
tion is not targeted toward choosing the best controller for the gasifier system. Its 
purpose is simply to compare the various controllers designed using the criteria 
described above. A detailed explanation of the various controllers designed for the 
gasifier system using the criteria above is given in Chin [36]. This section gives the 
overview of the criteria used for controller comparison.

The dash indicates criteria that are satisfied over the frequency range from 10−8 
to 100 rad/s, while the bold print refers to a particular condition that is unsatisfac-
tory. The O and I refer to output and input, respectively. The value of the ISE, the 
FVT, and the condition number of the closed-loop configurations are tabulated, and 
it can be observed that the H∞ optimization gives the highest-order controller which 
exceeds that of the eighteenth-order gasifier plant itself. Also, when compared to its 
counterpart determined using the H2 optimization, or any other controller design 
method, the computational burden appears to be excessive. While some of the above 
criticisms may be valid in certain situations, it cannot be denied that the H∞ approach 
fits robust control and stability like a glove.

The H2 design, on the other hand, is numerically unsatisfactory, as can be seen 
in the large condition number. This is due to the presence of uncertainties, which 
means that the H2 norm cannot serve as a suitable measure of goodness for robust 
control, although the norm used (quadratic performance criteria) is a more natural 
norm for system performance than that of the H∞ design.
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TABLE 3.10
Summary of the Criteria Used for Each Controller Design

S RS MIMO

NTC IS ISE FVT CO CN

RHP

O I O I AS Zeros

LQR 1 — 1 10 1 — — 5 × 107 {−1,−733, 361,−14} 19 1.5 × 108 2

LQG 0.01 — 0.008 1 × 10−4 0.01 — — 1 × 105 {0,47,21,2} 19 1 × 109 1

LQG/LTR 0.01 — 0.008 1 × 10−4 0.01 — — 9 × 104 {0,0.2,20,4} 19 3 × 109 2

H∞ — — 0.01 0.01 — — — 4 × 103 {0.006,−0.08,−1,2} 19 3 × 109 4

h2 — — 0.01 0.01 — — — 2 × 106 {-3,25,18,3} 19 4 × 1017 8
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The H∞ design gives the smallest ISE as compared to the H2 and other controller 
designs. For the LQG and LQG/LTR design, robust stability at the gasifier input 
within the bandwidth (wB = 0.005 rad/s) of interest could be met. Therefore, these 
design are robustly stable for both plant output and input disturbances, when operat-
ing at the 50% and 0% load condition. All controllers designed seem to satisfy the 
internal stability criteria. Hence, any signal injected at any point in the closed-loop 
system of the gasifier plant would result in a stable or bounded output at any other 
point.

The Nyquist type criterion indicates that most controller designs are quite robustly 
stable except for the LQR and even H2 design. This was observed in the simulation 
results for the LQR and H2 designs, which show some violations in the input values 
and their rate limits.

The input and output sensitivity are met for all controller designs. This shows that 
the feedback system designed using any of the controllers is insenstive to a distur-
bance input, such as a step or sinusoidal function, and the disturbance outputs such 
as noise incurred during the measurement process.

With these comments, this section is concluded with a ranking of the controllers 
based on the criteria above. This is shown in Table 3.11 below. Note that this ranking 
is only with respect to the gasifier system. As observed, the LQR design is ranked 
quite low due to the violation of the robustness test. On the other hand, the H2 design 
which uses a more natural norm such as a quadratic performance function, or H2 
norm, should be able to fair better than the H∞ design. However, it is ranked the last 
due its inability to meet some of the constraints in the performance specifications 
as well as the higher-order, closed-loop system and controller obtained from its for-
mulation. In addition, the high condition number obtained from this design is taken 
into account as well.

The H∞ design is ranked after the LQG and LQG/LTR due to its high-order con-
troller and plant resulting from its formulation. Merits such as the ability to produce 
a stabilized controller and a good measure on the robustness aspects are taken into 
account. The H∞ controller complexity is deemed to be less attractive as compared 
with its robust competitor the LQG/LTR, which is simpler to implement in practice 
and gives moderately good robustness margins.

Lastly, a graphical user interface (GUI) in MATLAB was used. Why use a GUI 
in MATLAB? The main reason GUIs are used is because it makes things sim-
ple for the end-users of the program. If GUIs were not used, users have to work 

TABLE 3.11
Ranking of the Controllers

Type of Controllers

LQG/LTR and LQG

H∞

LQR and H2
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FIGURE 3.47 The second page in the GUI for the ALSTOM gasifier control system design.

FIGURE 3.46 The first page in the GUI for the ALSTOM gasifier control system design.
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from the command line interface or run multiple m-files, which can be extremely 
 frustrating and mistakes may occur such as running a wrong file. A few GUIs for 
the ALSTOM gasifier control system design are shown in Figures  3.46 through 
3.48. It allows the users to click on the buttons and display the results as shown in 
the previous sections.

FIGURE 3.48 The third page in the GUI for the ALSTOM gasifier control system design.
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4 Modeling of a Remotely 
Operated Vehicle

4.1 BACKGROUND OF THE URV

In the last four decades, the use of the URV (underwater robotic vehicle) has experi-
enced tremendous growth. Many are used for underwater inspection of subsea cables 
and oil and gas installations like Christmas trees, structures, and pipelines. They are 
essential at depths where the use of human divers is impractical. The deployments of 
URVs present several  difficulties, as they are difficult to control remotely and auton-
omously. Besides, the control systems design is quite challenging, as the vehicle 
dynamics are highly nonlinear, uncertain and vulnerable to unknown disturbances.

Traditionally, URVs can be broadly classified as a remotely operated vehicle 
(ROV) and an autonomous underwater vehicle (AUV), depending on their designed 
tasks and modes of operations. A new class of URV called the Hybrid ROV-URV 
(HROV), which has both the capabilities of a ROV and an AUV, has been proposed 
and experimented with. Nevertheless, ROVs are best suited for work that involves 
operating from a stationary point or cruising at relatively slow speeds such as pipe-
line inspection. Furthermore, for any tasks involving manipulation and requiring 
maneuverability, they are the most cost-effective platform. The following shows 
some of the common URVs present in the literature.

For example, the ROV JASON II/MEDEA system is designed by the Woods Hole 
Oceanographic Institution’s Deep Submergence Laboratory (DSL) for scientific 
investigation of the deep ocean and seafloor. The ROV system includes tether man-
agement by the MEDEA vehicle that decouples Jason from wave motion. SIRENE 
is an AUV designed and built by the French Research Institute for Exploration of the 
Sea (IFREMER). It has an open frame structure with a dry weight of 4000 kg and a 
maximum depth of 4000 m. It is used for environmental survey and monitoring. It is 
equipped with two back thrusters for surge and yaw motion control in the horizontal 
plane, and one vertical thruster for heave control. SWIMMER-PHENIX is a HROV 
developed by IFREMER in collaboration with a French partner, CYBERNETIX. 
It  consists of the SWIMMER AUV, which carries and delivers a standard work-
class ROV PHENIX from the surface to a subsea docking station installed close 
to the equipment. The subsea docking station is connected to the surface produc-
tion facilities through a preinstalled power or control umbilical. The ROV has a 
short 200 m umbilical that is wound round a self-contained winch mounted on the 
SWIMMER. Generally, the focus of URV research has been centered on an AUV 
or HROV, but recent experiences with commercial AUVs have highlighted some of 
their  limitations—lost AUVs and their lack of real-time communication with the 
surface vessels. In addition, current AUV designs have not been able to replace ROVs 
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for nearly four decades, in many operations such as pipeline inspection for the oil 
and gas industry, where the ROV hardwire link is still required.

4.2 BASIC DESIGN OF A ROV AND TASKS UNDERTAKEN

In this section, the basic design of the ROV and its task are shown. The ROV 
designed by Robotics Research Centre (RRC) in Nanyang Technological University 
(NTU) is known as RRC ROV (see Figure 4.1). It is used to perform underwater 
pipeline inspections such as locating pipe leakages or cracks. Since pipelines carry 
hydrocarbons such as natural gas or oil at relatively high pressures, a crack in the line 
can result in an explosion as well as the accidental discharge of oil and/or gas with 
adverse environmental consequences. It is therefore desirable to inspect the pipelines 
periodically and to perform the tasks efficiently. This can be done with the operator 
focusing on inspection while the ROV automatically tracks the pipeline.

The twin eye-ball ROV depicted in Figure 4.1 has an open-frame structure and 
is 1 m long, 0.9 m wide, and 0.9 m high. It has a dry weight of 115 kg and a current 
operating depth of 100 m. Its designed tasks include inspections of underwater 
pipelines. The RRC ROV is underactuated as it has four thruster inputs for six 
degrees of freedom (DOFs) (that is, surge, sway, heave, roll, pitch, and yaw veloc-
ity) with a high degree of cross coupling between them. The vehicle is equipped 
with two lateral thrusters mainly for surge, sway and yaw motion control in the 
horizontal plane, two vertical thrusters for heave in the vertical plane and a suite 
of sensors for position and velocity measurements (see Table 4.1). Roll and pitch 
motions are passive as the metacentric height (that is, the distance between the 
center of gravity of a ROV and its metacenter) is sufficiently large to provide ade-
quate static stability. A brief description of the component layout of the RRC ROV 
is given.

 1. Four thrusters, each providing up to 70 N of thrust
 2. Two cylindrical floats with four balancing steel weights

Floats
Altimeter

�rusters Pod 2 Pod 1

FIGURE 4.1 Schematic of RRC ROV.
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 3. Main pod (Pod 1) and sensors with navigational pod (Pod 2)
 4. Two halogen lamps and an external sensor such as an altimeter (see Table 4.1).

The predefined underwater pipeline in subsea operation is shown in Figure 4.2. 
In an actual vehicle deployment, the predefined pipeline locations are usually pro-
vided by the company and the vehicle uses external cameras onboard the ROV and 
a navigation system to track it.

With the operational tasks defined, a system and control design can be under-
taken. Upon completing the preliminary design, MATLAB scripting language and 
graphical block diagram model, Simulink, together with Virtual Reality Modeling 
Language (VRML) visualization were used to model the ROV dynamics, to refine 
controller designs, and to examine the feasibility of the overall control system 
design through execution of an underwater pipeline tracking mission given in 
Figure 4.3a. The Simulink model consists of the following: (a) pipeline tracking 
planner; (b) navigation sensors; (c) control system design, and (d) ROV dynamic 
block diagram.

The pipeline-tracking planner is the high level decision-maker onboard the ROV 
as shown in Figure 4.3b. It monitors all system states and issue commands to the 
controllers. The planner observes the states as well as flags from simulated emer-
gency events such as collision avoidance (not included in the simulation) and system 
commands. Mainly, the planner decides the locations and the speed to go. During 
the simulation trials, the planner was set to command the ROV to descend to certain 
depth and then move to the first location of the underwater pipeline in a horizontal 
and vertical plane manner. The planner also issues a flag, which stops the simulation 

TABLE 4.1
Sensors Used in RRC ROV

Sensors Purpose Outputs Functioning Locations

2" Micro-CTD
Depth Z Yes External

Magnetic Compass-TCM2

Heading ψ Yes Pod 2

Argonaut DVL

Velocity u, v, w Yes External

Tritech PA500 - Digital
Precision Altimeters

Distance x Yes External
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when the ROV completes the designated pipeline-tracking mission. Then, the ROV 
ascends to the surface that is within sufficient capture range.

The navigation sensor block simulates the navigation system consisting of exter-
nal sensors for estimating the location and pose of the ROV with respect to its body-
fixed frame. On the other hand, Euler’s transformation maps the body-fixed frame to 

Step 1 Step 2 Step 4

Step 3 Simulation
results Visualization

ROV Design & Analysis (RDA) SIMULINKTM

block
diagram

(for control
system design)

CAD Model
(in*.stp format)

VRML Visualization Subsystem

RRC ROV.wrl

RRCROV
model Terrain6-DOF

axis

Convert to
VRML
 format

FIGURE 4.3a RDA with VRML visualization integration and flowchart for ROV 
simulation.

Vertical plane

5

4 2

z

x

y
1

1 m

Pipeline

Seabed

ψ ≤ –90°

ψ ≤ 90°

Horizontal plane

6

3

7

FIGURE 4.2 Proposed underwater pipeline tracking profile for RRC ROV.
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the earth-fixed frame. From this block, the simulated system states are output to the 
pipeline tracking planner and controllers.

The six-DOFs ROV dynamic model is identified as the ROV Dynamic. It is described 
by a set of differential equations derived using Newton’s second law of motion. 
Modeling the dynamic equations of the ROV is usually the first step in developing 
an accurate simulation. To create a more realistic model, perturbations due to uncer-
tain hydrodynamic forces such as damping and added mass on the ROV are included 
in  the ROV model. These values were numerically determined by a hydrodynamic 
software package such as Wave Analysis MIT (WAMIT) and ANSYS Computation 
Fluid Dynamic (CFD) package.

The controller design is proposed to enable the ROV to achieve the given oper-
ating specifications. For example, a control algorithm that can be used in the RRC 
ROV is shown in Figure 4.4.

4.3 NEED FOR ROV CONTROL

Similar to other marine vehicles such as a ship [50–51] and the AUV [52–53], remotely 
operated vehicle (ROV) [54–56] dynamics are nonlinear, highly coupled in motion and 
susceptible to hydrodynamic uncertainties. In addition, the RRC ROV is underactuated 
(i.e., the number of DOFs exceeds the number of actuators). The performance can  suffer 
significantly due to lack of thrusters for the unactuated DOFs when the vehicle is per-
forming a pipeline inspection that involves both station keeping and pipeline  tracking at 
points on the pipeline. This deteriorating performance can be observed when the ROV 

Mission File Start
Mission

ROV
in Water Standby

Descend to
Mission Depth

Descend to “Start
Point” on Pipeline

Profile

Mission
Completed?

Proceed with
Mission

Ascend to
Surface

ROV out
of Range?

Stop Mission

Load

No

Yes

No

Yes

No

Yes

Recovery

After Launch

FIGURE 4.3b ROV Mission Planner decision algorithm.
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is operating in the open-loop condition. This causes the ROV to exhibit a whirling 
motion whereby the linear velocities (and its corresponding linear positions) are not 
asymptotically stable during stabilization. The problem of whirling ROV motion is due 
to the added mass components in the Coriolis and centripetal term creating a cross-
coupling effect on the ROV’s motion—the Munk moments [57]—and arises from the 
change in the directions of the fluid as the ROV moves with small pitch and roll angles.

Hence, a robust control system to control both the velocities and position is 
required. There are many control strategies adopted for the ROV control; just to name 
a few, an example of simultaneous stabilization and tracking of ROV (the ODIN 
ROV) using output feedback with backstepping method is given [58–59]. However, a 
restriction of the ROV velocity [58–59] can be conservative and the controller design 
becomes complex, as a solution to partial differential equations are required in the 
derivation of the control law. Moreover, their approach solves the problem in the 
two-dimensional space only. The measurement noises in the output measurements 
and the quadratic cross terms of the unmeasured velocities appearing in the Coriolis 
and centripetal matrix make the estimation of the velocities complicated. To avoid 
this, a coordinate transformation [58–59] is used to cancel the quadratic cross terms 
to simply design of the observer. Motivated by the above nonlinear dynamic, a robust 
system for both tracking and stabilization under the hydrodynamic uncertainties on 
the ROV operating in two and higher dimensional spaces is required. As shown in 
the subsequent chapters on control systems design, few controllers were designed for 
comparisons. However, the dynamic equations of the ROV need to be derived.

In conjunction with the modeling, computer numerical models were developed. 
The computer models for the ROV were developed in MATLAB/Simulink and com-
pared with experimental and computational fluid dynamics results. The models are 
used to determine the value of design parameters and to test the control algorithms 
before actual implementation.

4.4 DYNAMIC EQUATION USING THE NEWTONIAN METHOD

The following assumptions can be made when deriving the general ROV dynamic 
equation in order to simplify the effort in modeling. They are namely:

 a. An ROV is a rigid body and is fully submerged once in water
 b. Water is assumed to be the ideal fluid that is incompressible, inviscid 

 (frictionless) and irrotational

�ruster
Dynamic

ROV
Dynamic

Navigation
Sensor/

Observer

Pipeline
Tracking
Planner

Velocities

Positions

+

–

+
Controller

Control signal �rust

FIGURE 4.4 Block diagram of a control system.
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 c. An ROV is slow moving for operations such as pipeline inspection
 d. The earth-fixed frame of reference is inertial
 e. Disturbance due to wave is neglected as it is fully submerged
 f. Tether dynamics attached to the ROV are not modeled.

The standard Society of Naval Architects & Marine Engineers (SNAME) nota-
tions used for the marine vehicle are shown in Table 4.2. A rigid body ROV dynamic 
equation is commonly expressed in the body-fixed frame since the control forces and 
measurement devices are easily and intuitively related to this body frame of refer-
ence. Using the Newtonian approach, the motion of a rigid body with respect to the 
body-fixed reference frame at the origin (see Figure 4.5) is given by the following 
set of equations [60]:

 M v v v v r v (v r )[ ]mass 1 2 1 2 G 2 2 G 1� � ττ+ × + × + × × =  (4.1)

Earth-fixed
Coordinate/Frame

Body-fixed
Coordinate/Frame

(θ)

(p)

(r)

(q)

u

w

v

(φ)

(ψ)

z

y
x

FIGURE 4.5 Coordinate systems used in ROV.

TABLE 4.2
Notations Used in ROV

DOF Motion Descriptions
Positions and 
Orientations Linear and Angular Velocities

1 Motions in the x- direction (surge) X u

2 Motions in the y- direction (sway) y v

3 Motions in the z- direction (heave) z w

4 Rotations about the x- axis (roll) φ p

5 Rotations about the y- axis (pitch) θ q

6 Rotations about the z- axis (yaw) ψ r
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 I v v (I v ) M r (v v v )2 2 2 mass G 1 2 1 2� � ττ+ × + × + × =  (4.2)

where rG = [xG yG zG]T is the location of the center of gravity, τ1 ∈ ℜ3 and τ2 ∈ ℜ3 are 
the external force and moment vector, respectively; v1 = [u v w]T ∈ ℜ3 is the linear 
velocity vector and v2 = [p q r]T ∈ ℜ3 is the angular velocity vector. Mmass ∈ ℜ3 × 3 is 
the ROV mass matrix:
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= ×  (4.3a)

I3 × 3 is the identity matrix and I ∈ ℜ3 × 3 is the constant inertia tensor:
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Ix, Iy and Iz are the moments of inertia about the X, Y and Z axes, respectively. As 
I = IT > 0, the cross products of inertia Ixy = Iyx, Ixz = Izx and Iyz = Izy.

 The rigid body equation consisting of the inertia forces and the Coriolis and cen-
trifugal forces can be expressed in matrix form:

 M v C (v)RB RB� ττ+ =  (4.4)

where MRB ∈ ℜ6 × 6 is the mass-inertia matrix, CRB(v) ∈ ℜ6 × 6 is the Coriolis and 
 centripetal matrix, τ = [τ1 τ2]T ∈ ℜ6 is a vector of external forces and moments and 
v = [v1 v2]T ∈ ℜ6 is the linear and angular velocity vector.

The rigid body inertia matrix MRB can be uniquely determined from (4.1) and 
(4.2) as:

 M v
M v mv r

Iv mr v
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2 G 1
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+ ×
+ ×
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 (4.5)

From the above, the positive = >M M 0T
RB RB  can be separated and defined as:
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where 
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Similarly, the Coriolis and centripetal terms, describing the angular motion of the 
ROV in (4.1) and (4.2), can be rewritten as:
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The Coriolis and centripetal matrix created using Simulink is shown in Figure 4.6.
Using the results a × b × c = S(a)S(b)c and S(v1)v1 = 0, (4.8) can be manipulated 

to give:
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FIGURE 4.6 Coriolis and centripetal matrix in Simulink.
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Separating v1 and v2 yields:

 =
− −

− + −













× m m

m m S
C v

0 S v S v S r

S v S r v S Iv
( )

( ) ( ) ( )

( ) ( ) ( ) ( )

1 2 G

1 G 2 2

3 3
RB  (4.10)

Expanding the terms on (4.10) gives:
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In (4.4), the external force and moment vector τ includes the hydrodynamic 
forces and moments due to damping and inertia of surrounding fluid known as 
added mass, and the restoring force and moment. These forces and moments tend to 
oppose the motion of the ROV and, other than the restoring force, are dependent on 
the velocities and accelerations of the vehicle and are hence expressed in the body-
fixed frame. The open-loop nonlinear ROV dynamic equations can be expressed 
according to:

 τ = τA + τH = τA − MA − CA(v) − D(v)v − Gf(η2)

 Mv C v v D v v G( ) ( )f 2 A� ηη ττ( )+ + + =  (4.14)

where v = [u v w p q r]T is the body-fixed  velocity vector and η [η1 η2]T is the 
earth-fixed vector, comprising the position vector η1 = [x y z]T ∈ ℜ3 and the orienta-
tion vector of Euler angles, η = [ϕ θ ψ]T ∈ S3 (a torus of three dimensions); the angles 
are defined on the interval [0, 2π). M = MRB + MA∈ ℜ6 × 6 is the sum of the rigid body 
inertia mass and added fluid inertia mass matrix, C(v) = CRB(v) + CA(v) ∈ ℜ6 × 6 is the 
sum of Coriolis and centripetal and the added mass forces and moments matrix, 
and D(v) ∈ ℜ6 × 6 is the damping matrix due to the surrounding fluid. The input 
force and moment vector τA = Tu ∈ ℜ6 relates the thrust output vector = ∈ℜu F uT

4 
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with the thruster configuration matrix T ∈ ℜ6 × 4, defined in a later section; FT ∈ ℜ4 × 4 
is the dynamics of each thruster and converts the input voltage command ∈ℜu 4 
into thrusts to propel the vehicle as seen in Section 4.6.5.

The following are the assumptions used in the RRC ROV modeling. The ROV 
is designed to move very slowly and under the assumption of an ideal fluid that 
is a nonviscous liquid and the hydrodynamic forces are determined under the 
assumption of potential flow. Main fluid-body interactions are the hydrodynamic 
forces like added mass and damping. As the vehicle is operating in a least cou-
pled in motion, the linear and diagonal hydrodynamic damping is used. Besides, 
with an additional balancing mass, the ROV is made to be neutrally buoyant with 
the X-Y coordinate of the Center of Gravity (CG) coinciding with the Center of 
Buoyancy (CB). The overall view of the ROV model created in Simulink is shown 
in Figure 4.7.

4.5  KINEMATICS EQUATIONS AND 
EARTH-FIXED FRAME EQUATION

The transformation using the Euler angles provides an important transformation 
between the dynamics expressed in the body-fixed frame in (4.14) to the earth-fixed 
frame as seen in Figure 4.5. As the accelerations of a point on the surface of the 
Earth can be neglected for slow-moving marine vehicles, the earth-fixed frame can 
be considered to be an inertial frame. The kinematics equations [60] that represent 
Euler’s transformation can be written as:

 J v( )2
�ηη ηη=  (4.15)
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FIGURE 4.7 Overall view of ROV model in Simulink.
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Alternatively, Euler’s transformation between the body and earth-fixed frames 
(η, v) to ( , )�ηη ηη  can be written as:
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where the Euler transformation matrix, J(η2) is derived by successive rotation of 
the Euler angles (η2 = [ϕ θ ψ]T) about Z, Y and X axes to give:
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and s = sin(.), c = cos(.), t = tan(.). The transformation is undefined for θ = ±90°. To over-
come this singularity, a quaternion approach must be considered. However, for the RRC 
ROV, this problem does not exist because the vehicle is neither designed nor required to 
operate at θ = ±90°. The Euler transformation matrix in Simulink is shown in Figure 4.8.

Differentiating (4.16) and rearranging the equation gives:
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FIGURE 4.8a Euler’s transformation matrix in Simulink.
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where the body-fixed dynamic can be transformed into the earth-fixed frame (or vice 
versa) by substituting the v and v�  as:

 ηη ηη= −v J ( )1 �  (4.19)
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into the body-fixed dynamic in (4.14), and this gives the ROV’s dynamic in the earth-
fixed frame:

 M C v, D v, G( ) ( ) ( ) ( )ηη ηη ηη ηη ηη ηη ηη ττ+ + + =ηη ηη ηη ηη ηη�� � �  (4.21)

where
Mη(η) = J−T(η)MJ−1(η)

C v J C v MJ J J( , ) ( )[ ( ) ( ) ( )] ( )T 1 1�ηη ηη ηη ηη ηη= −ηη
− − −

Dη(v, η) = J(η)−TDJ(η)−1

1

Translational
earth velocity

Row 3

Row 2

Row 1

Mux

2
Angular
position

1
Translational
body velocity

FIGURE 4.8b J1(η2) matrix in Simulink.

1

Translational
earth velocity

(row 1)
sin(u[3])*sin(u[1]) + cos(u[3])*cos(u[1])*sin(u[2])

sZ.sX+cZ.cX.sY

cos(u[3])* cos(u[2])

cY.cZ

Mux

Dot product

–sin(u[3])*cos(u[1]) + cos(u[3])*sin(u[2])*sin(u[1])

–sZ.cX+cZ.sY.sX

2

Angular
position

1

Translational
body velocity

FIGURE 4.8c Row 1 of J1(η2) matrix in Simulink.
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Gη(η) = J−T(η)Gf(η)
 τη = J−T(η)τA

4.6 RRC ROV MODEL

The RRC ROV dynamics and kinematics equations are:

 ηη ττ( )+ + + =Mv C v D v v G( ) ( )f A�  (4.22)

 ηη ηη= J v( )�   (4.23)

Equation (4.22) and (4.23) are expressed in state-space form to facilitate the anal-
ysis and design of model-based controllers.

 = + =t tx f x g u x x( , ) ( , ), (0) 0�  (4.24a)

The full-order state-space functions in (4.24a) are as follows:

 x = [η v]T

 tf x
0 J

0 M C v D v v

0

M G
( , )

( )

[ ( ) ( )] ( )f

6 6

6 6
1

6 1

1

ηη ηη
ηη

=
− +



























+
−













×

×
−

×

−

 

tg u
0

M TF u
( , )

T

6 1

1
=













×

−

The output equation can be expressed as:

 y = h(x, t)  (4.24b)

where

 th x
I 0

0 0
x( , )

6 6 6 6

6 6 6 6

=












× ×

× ×

The state vector f(x, t) is piecewise continuous in t and locally Lipschitz in x, 
tg u( , )  is piecewise continuous in t and locally Lipschitz in u , h(x, t) is piecewise 

continuous in t and continuous in x.
The parameters used in f(x, t) are determined using CAD tools and experiments. 

They are observed to have the following properties expressed by Property 4.1 and 
are consistent with [60].
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Property 4.1 Property of Body-Fixed Matrices

The matrices in (4.22) satisfy the following property:

 a) M = MT > 0, =M 0�

where

 M = MRB + MA

 b) C(v) = −CT(v), v ∈ ℜ6

where

 C(v) = CRB(v) + CA(v)

 c) s s sM C v[ 2 ( )] 0,T 6− = ∀ ∈ℜ�

 d) D(v) > 0

4.6.1 Rigid-Body Mass and CoRiolis and CentRipetal MatRix

The CAD software Pro/ENGINEER (see Figure 4.9) is used to determine the rigid-
body mass and Coriolis and centrifugal force parameters. The principal compo-
nents as shown in Figure 4.10 were included in the complete RRC ROV geometric 
model  and using the density and mass values available, the rigid-body mass and 
Coriolis and centripetal properties with respect to the ROV’s CG can be determined.

A simple form of the MRB can be obtained as the ROV body axes (origin O) 
coincide with the CG of the ROV. This is achieved by adding balancing weights at 
designated locations in the ROV. This means that the locations of the CG, rG become 
zero. Hence, the rigid-body mass matrix in (4.7) can be simplified to:

FIGURE 4.9 CAD software Pro/ENGINEER for ROV.
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M

115.0000 0 0 0 0 0
0 115.0000 0 0 0 0
0 0 115.0000 0 0 0
0 0 0 6.1000 0.00016 0.1850
0 0 0 0.00016 5.9800 0.0006
0 0 0 0.1850 0.0006 5.5170

RB =
− −

−
−

























 (4.25)

where the parameters used in (4.7) are as follows

 

m

I

I

I

I I

I I

I I

115.00 kg

6.1000 kg m

5.9800 kg m

5.5170 kg m

0.0002 kg m

0.1850 kg m

0.0006 kg m

x

y

z

xy yx

xz zx

yz zy

2

2

2

2

2

2

=

= ⋅

= ⋅

= ⋅

= = − ⋅

= = − ⋅

= = ⋅

 (4.26)

Recall in (4.11), the structure of the rigid-body Coriolis and centripetal matrix can 
be rewritten as:

 C v
0 C v

C v C v
( )

( )

( ) ( )
RB

12

12 22

3 3

T
=

−













×
 (4.27)

Halogen lamp

Left float 

Right float 

Frame 

Main chassis
(central circuitry
plus trolley)

Plexiglass
porthole dome 
(with dome collar)

�rusters x4 Z axis 

X axis 

Y axis 

rG

FIGURE 4.10 ROV Components.
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where C v( )12
T  and C22(v) were substituted by the numerical values in (4.26). The 

submatrices become:

w v
w u
v u

C v( )
0 115.00 115.00

115.00 0 115.00
115.00 115.00 0

12 =
−

−
−

















. q . p . r

. q . p . r

. r . p . q . r . q . p

. r . p . q

. r . q . p

C v( )

0 0 0006 0 1850 5 5170

0 0006 0 1850 5 5170 0

0 0006 0 0002 5 9800 0 1850 0 0002 6 1000

0 0006 0 0002 5 9800

0 1850 0 0002 6 1000

0

22 =
− + +

− −
− + + − − −









− −

+ +










The subsequent information, simulation, experimental and pool test results on the 
hydrodynamic added mass and damping coefficients were directly obtained from the 
report [61] by Mr You Hong Tan and our joint effort paper [62] from my PhD works 
at NTU (in Singapore) under Dr Michael Lau Wai Shing supervision.

4.6.2 HydRodynaMiC added Mass FoRCes

As shown in this section, the hydrodynamic added mass [61-62] (or sometimes called 
derivatives or virtual mass) coefficients were obtained using MultiSurf® and WAMIT 
software. Prior to the application on the ROV [61–62], a few studies on the empirical 
results of a sphere and a cylinder were performed to verify the program setup and param-
eters. An experiment was conducted on a scaled ROV and later, laws of Similitude [63] 
were used to predict the actual ROV added mass coefficients from the scaled ROV results.

The hydrodynamic added forces and moments come about from the acceleration 
that the fluid particles experience when they encounter the vehicle. The motion of 
the surrounding body of fluid in response to the ROV motion manifests itself as the 
hydrodynamic forces and moments resisting the vehicle motion. The effect appears 
to be like “added” mass and inertia. For a fully submerged vehicle, the added mass 
and inertia are independent of the wave circular frequency.

The relationship between the hydrodynamic forces and moments and accelera-
tions can be represented by the added mass or sometimes called hydrodynamics 
derivatives. For example, if there is acceleration u�  in the X-direction, the hydrody-
namic force XA arising from that motion can be given as:
 =X X uA u ��   (4.28)

where the hydrodynamic derivative = ∂
∂

X
X
u

u �� . The single DOF equation of motion to 

describe the ROV moving in the X-direction can be written as: − = τ +m X u X u( )u x u�� ; 
m is the mass, Xu is the linear damping and τx is the thrust. In this form, the hydrody-
namic derivative Xu� can be considered as an added mass term on the left-hand side 
of the expression.
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The added mass inertia and Coriolis and centripetal matrices in (4.22) are defined. 
The hydrodynamic added mass matrix is written as:

 

X X X X X X

Y Y Y Y Y Y

Z Z Z Z Z Z

K K K K K K

M M M M M M

N N N N N N

M

u v w p q r

u v w p q r

u v w p q r

u v w p q r

u v w p q r

u v w p q r

A =



























� � � � � �

� � � � � �

� � � � � �

� � � � � �

� � � � � �

� � � � � �

 (4.29)

On the other hand, the hydrodynamic added Coriolis and centripetal matrix 
= −C v C v( ) ( )A A

T  is given by:

 

a a

a a

a a

a a b b

a a b b

a a b b

C v( )

0 0 0 0

0 0 0 0

0 0 0 0

0 0

0 0

0 0

A

3 2

3 1

2 1

3 2 3 2

3 1 3 1

2 1 2 1

=

−
−

−
− −

− −
− −



























 (4.30)

where

 

= + + + + +

= + + + + +

= + + + + +

= + + + + +

= + + + + +

= + + + + +

a X u X v X w X p X q X r

a X u Y v Y w Y p Y q Y r

a X u Y v Z w Z p Z q Z r

b X u Y v Z w K p K q K r

b X u Y v Z w K p M q M r

b X u Y v Z w K p M q N r

u v w p q r

v v w p q r

w w w p q r

p p p p q r

q q q q q r

r r r r r r

1

2

3

1

2

3

� � � � � �

� � � � � �

� � � � � �

� � � � � �

� � � � � �

� � � � � �

 (4.31)

The hydrodynamic added mass matrix was computed through the use of the  following 
assumptions commonly stated in the literature [60]:

ASSUMPTIONS 4.1 HYDRODYNAMIC ADDED MASS MATRIX

 1. To simplify the problem, the ideal fluid is used. It refers to fluid that is 
incompressible, inviscid (frictionless) and irrotational (fluid particles are not 
rotating). For a rigid body moving very slowly, the hydrodynamic  system 
inertia matrix, MA is positive and constant [64]. As shown in Wendel [65], 
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the numerical values of the added mass derivatives in a real fluid are usually 
in good agreement with those obtained from ideal theory. Hence MA > 0 is 
a good approximation.

 2. The effects of the off-diagonal elements in MA on an underwater vehicle are 
small compared to the diagonal elements. For most low speed underwater 
vehicles, the off-diagonal terms are often neglected. This approximation 
is found to hold true for many applications. Hence, MA has the simplified 
diagonal form as follows:

 X Y Z K M NM diag{ , , , , , }u v w p q rA � � � � � �= −  (4.32)

 3. As the off-diagonal elements in MA are neglected, the Coriolis and centrip-
etal added mass matrix CA(v) is simplified to:

 

Z w Y v

Z w X u

Y v X u

Z w Y v N r M q

Z w X u N r K p

Y v X u M q K p

C v( )

0 0 0 0

0 0 0 0

0 0 0 0

0 0

0 0

0 0

w v

w u

v u

w v r q

w u r p

v u q p

A =

−
−

−
− −

− −
− −



























� �

� �

� �

� � � �

� � � �

� � � �

 (4.33)

RESULT 4.1 HYDRODYNAMIC ADDED MASS MATRIX

In this section, the added mass coefficients of the ROV are obtained as shown in 
Figure  4.11. The added mass matrix for the ROV was computed using the CAD 
software, MultiSurf, that converts the 3D geometric model into finite surface panels. 
The geometry from MultiSurf was imported to WAMIT and the problem was solved 

MULTISURF .MS2 .PAT

.GDF

WAMIT.POT .FRC

.OUT

MATLAB SIMULINK

Low-order method

High-order
method

Hydrodynamic settings

Graphical settingsReference frame,
depth, gravity,
length settings

Output

Plotting

1.

2.

3.

Steps

FIGURE 4.11 Programs flowchart.
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using the high-order panel method. The output from the WAMIT is plotted using 
the MATLAB and Simulink software. The following chart shows how the three pro-
grams, namely MATLAB, MultiSurf, and WAMIT are used together in the added 
mass analysis and their respective input and output files with extensions: MS2, PAT, 
GDP, POT, FRC, OUT.

In the high-order method, different panels’ sizes could be used to represent different 
shapes or patches, hence allowing a different number of panels to represent a surface 
individually. However, the WAMIT states two precautions when using a higher-order 
method. First, the iterative method for the solution of the linear system may fail to con-
verge in many cases. Hence, block-iterative solution options are recommended. Second, 
the result may be less accurate when processing a geometry that has sharp corners.

To maintain the accuracy and consistency of the results, the body of interests (that 
is, the ROV) is divided into parts and solved incrementally. As the ROV is made up 
of simple geometrical shapes such as a sphere and cylinder (see Figures 4.12 and 
4.13), the analytical results of the added mass on these simple geometrical bodies 
are used. Studies have been conducted to verify the results between WAMIT and the 
theoretical results of these simple geometrical shapes.

For example, the theoretical added mass of a sphere is 2πρr3/3 for surge, sway 
and heave. The added mass output from WAMIT is normalized against the density. 
Thus, the added mass of a sphere after being normalized against density is 2πρr3/3.

Z

Y

X

FIGURE 4.12 Sphere drawn in MULITSURF. Origin = (0, 0, 0), radius r = 1 m, density 
ρ = 1 [61-62].

Z

Y

X

FIGURE 4.13 Cylinder drawn in MULTISURF. Origin = (0, 0, 0), radius = 1 m, length = 80 m 
[61-62].
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As shown in Table 4.3, the results obtained from WAMIT (wave analyst MIT) 
are within 0.5% of the theoretical results in the lower-order method. The results 
attained 100% accuracy for the higher-order method. For the case of a cylinder (see 
Table 4.4), the results from WAMIT are within 1.4% of the theoretical results. The 
results using a  high-order method are accurate and converged faster than the lower-
order method. As the body of interests is divided into small pieces and solved indi-
vidually, the results should converge to a certain value as more numbers of elements 
(panels) are used. These can be observed in Tables 4.3 and 4.4 where the calculated 
added mass converges to the theoretical value as the number of panels increased for 
the low-order method.

In WAMIT, the depth of the submerged body can be specified. The same sphere 
was used to study the effects of the depth on the added mass. As the theoretical 
added mass of the sphere in X direction is 2.9044, the results converge at around 
10 m as seen in Table 4.5. This allows the subsequent added mass analysis on the 
ROV to be performed at 10 m water depth.

Another concern for the CFD using WAMIT is the result may be less accurate 
when processing a geometry that has sharp corners and is more complex. To cir-
cumvent this, only half of the ROV is modeled as it has symmetry in the XZ plane. 
As shown in Figure 4.14, the main components of the ROV are drawn to reduce the 
complexity of the computation.

As seen in Figure 4.15, other components such as thrusters are not included in 
the model. The results in Table 4.6 show that the diagonal components of the added 
mass for the case of two (T2) and four thrusters (T4) are small, as compared to 

TABLE 4.3
Low-Order (Top) and High-Order (Bottom) Method for Sphere

Panel 
Number

Low-Order Method

Theoretical Numerical

Surge Sway Heave Surge Sway Heave

256 2.0944 2.0944 2.0944 2.0171 2.0892 2.0892

512 2.0183 2.0972 2.0929

1024 2.0749 2.0929 2.0929

2304 2.0861 2.0939 2.0940

Total −0.4% −0.01% ~0%

Panel 
Number

High-Order Method

Theoretical Numerical

Surge Sway Heave Surge Sway Heave

256 2.0944 2.0944 2.0944 2.0952 2.0919 2.0924

512 2.0944 2.0944 2.0945

1024 2.0944 2.0944 2.0945

2304 2.0944 2.0944 2.0945

Total 0% 0% 0%
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the ROV without thrusters. This can be verified, as the contribution to the thrusters 
(see Figure 4.16) alone is quite small (≈10−3). The added mass contributed by the 
thruster itself can be seen in the following matrix. As a result, the thrusters’ contri-
bution to the added mass matrix is ignored.

 

0.00019 0 0 0 0 0
0 0.0009 0 0 0 0.00004
0 0 0.0009 0 0.00004 0
0 0 0 0 0 0
0 0 0.00004 0 0.000004 0
0 0.00004 0 0 0 0.000004

−

























TABLE 4.4
Low-Order (Top) and High-Order (Bottom) Method for Cylinder [61-62]

Panel Number

Low-Order Method

Theoretical Numerical

Surge Heave Sway Heave

768 251.3274 251.3274 249.6437 249.8821

(−0.7%) (−0.6%)

3072 248.0583 248.2957

(−1.3%) (−1.2%)

Panel Number 
(Panel number)

High-Order Method

Theoretical Numerical

Surge Heave Sway Heave

5 (75) 251.3274 251.3274 247.6803 247.7656

2 (150) 247.4787 247.5613

1 (368) 247.4198 247.5017

Total −1.4% −1.4%

TABLE 4.5
Added Mass of Sphere at Various Depths [61-62]

Depth (m) Added Mass (Kg)

0 2.5910

1 2.1419

2 2.1073

5 2.0947

10 2.0931

100 2.0929
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To obtain the CAD model of the ROV, various locations and orientation of the 
 reference frame could be defined. Table 4.7 shows the effects of changing the orienta-
tion and location of the reference plane in the CAD model. It was found that the changes 
were not significant compared to the diagonal components in the added mass matrix.

In the subsequent section, a scaled model of the ROV was used to obtain the 
experiment results of the added mass coefficients. To facilitate the study of the scaled 
ROV, the results of the scaled ROV as compared to the actual size were studied. 
It was found that the scaled model is scaled accordingly by a factor R as shown 

X

Z

Y

FIGURE 4.14 ROV model drawn in MULTISURF (without thrusters) [61-62].

FIGURE 4.15 ROV model drawn in MULTISURF (with two and four thrusters) [61-62].

TABLE 4.6
Magnitude of Error on Diagonal Components of Added Mass Matrix
(T2: Two Thrusters and T4: Four Thrusters) [61-62]

MA Col 1 Col 2 Col 3 Col 4 Col 5 Col 6

T2 T4 T2 T4 T2 T4 T2 T4 T2 T4 T2 T4

Row 1 −0.03 0.03 0 0 10 72 0 0 −4 −6 0 0
Row 2 0 0 0.003 0 0 0 2 2 0 0 −28 −8
Row 3 1 −7 0 0 0.02 0.06 0 0 −32 −34 0 0
Row 4 0 0 2 2 0 0 0.07 0.1 0 0 32 33
Row 5 −4 −2 0 0 −34 −38 0 0 −1.7 −2 0 0
Row 6 0 0 −28 −28 0 0 27 29 0 0 −1 −1
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below. If the model is scaled up by the factor of R, and then each element in the 
added mass matrix is scaled by a ratio as seen in the last column of Table 4.8, the 
results coincide with the work reported in reference [66].

The effects of multiple bodies such as two spheres and a cylinder are also 
 analyzed. The multiple bodies in MultiSurf could be drawn simultaneously for anal-
ysis in WAMIT. The results from MultiSurf and WAMIT are compared with other 
similar methods such as the Java Amass applet that was constructed for the usage of 
Marine Hydrodynamics students at MIT. The JAVA A mass applet is often used to 
approximate the added mass of various objects composed by spheres and cylinders. 
As shown in Figure 4.17, a comparison between the added masses calculated by the 
two methods can be seen. The location of zero elements in both added masses is 
exactly the same. Although the value for nonzero elements could not match exactly, 
the maximum deviation is less than 20%. Thus, the methodology in using WAMIT 

and MultiSurf are considered to be quite accurate.
To verify the solution of the linear system converges, the convergences of the solu-

tions were plotted. As WAMIT solves the ROV over finite panels using the higher-order 
panel method, the convergences of the solution can be seen in Figure 4.18. As observed, 
the added mass converges to the desired values at around 500–1000 unknowns or pan-
els in the linear system. The computed added mass parameters give a positive definite 
matrix, in agreement with the earlier assumption made. All the eigenvalues (that is 
equal to 21.1403, 51.7012, 92.4510, 3.6191, 2.6427, 2.3033) of the added mass matrix 
are greater than zero. Besides, the data indicates that the added mass is smallest in 
the surge DOF and largest in the heave DOF. This is consistent with the fact that the 
vehicle’s cross-section area is smallest in the surge DOF and largest in heave DOF.

The final added mass of the RRC ROV becomes:

M

21.1403 0 0.0619 0 0.5748 0
0 51.7012 0 2.0928 0 0.3767

0.0917 0 92.4510 0 0.5871 0
0 2.0090 0 3.6191 0 0.0235

0.5237 0 0.5594 0 2.6427 0
0 0.3783 0 0.0275 0 2.3033

A = −

−
− −

−
−

−

























 (4.34)

Z

Y
X

FIGURE 4.16 MULTSURF model for a thruster. Panel Size = 0.02500, Volumes 
(VOLX, VOLY, VOLZ) 0.115451 × 10−2 0.115450 × 10−2 0.115812 × 10−2, Center of Buoyancy 
(Xb,Yb,Zb), −0.050563 0.000000 −0.015410 [61-62].
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TABLE 4.7
Effects of the Changes in Added Mass Matrix [61-62]

Items Case Studies Results Plots

1 Effect of changing origin of the 
reference frame

No changes in the added mass coefficients in 
translation directions. Some changes in the 
rotational directions and the off-diagonal terms 
of the added mass matrix.

Plots

Z

Distance = 2.000 m
[dX,dY,dZ] = (2.000 m, 0.000 m, –0.000 m)

(Continued)
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TABLE 4.7 (Continued)
Effects of the Changes in Added Mass Matrix [61-62]

Items Case Studies Results Plots

2 Effect of changing orientation 
of the reference frame

No changes in the added mass matrix.

Positive - x

X

Z

Y

X

Y

Z

Negative - x
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TABLE 4.8
Scaling Applied to Full Scale Model [61-62]
[1] Scale [2] Added mass matrix [3] Matrix (to apply on scaled model)

[4] Full-scale (original)

[5] 

21.1403 0 0.0619 0 0.5748 0
0 51.7012 0 2.0928 0 0.3767

0.0917 0 92.4510 0 0.5871 0
0 2.0090 0 3.6191 0 0.0235

0.5237 0 0.5594 0 2.6427 0
0 0.3783 0 0.0275 0 2.3033

−

−
− −

−
−

−

























[6]

[7] Half-scale (R = 2)

[8] 

2.6425 0 0 0.0077 0.0359 0
0 6.4626 0 0.1308 0 0.0235

0.0115 0 11.5562 0 0.0367 0
0 0.1256 0 0.1131 0 0.0007

0.0327 0 0.0350 0 0.0826 0
0 0.0236 0 0.0009 0 0.0720

−

−
− −

−
−

−

























[9] 

R 0 R 0 R 0

0 R 0 R 0 R

R 0 R 0 R 0

0 R 0 R 0 R

R 0 R 0 R 0

0 R 0 R 0 R

3 3 4

3 4 4

3 3 4

4 5 5

4 4 5

4 5 5



























[10] Quarter-scale (R = 4)

[11] 

0.3303 0 0.0010 0 0.0022 0
0 0.8078 0 0.0082 0 0.0015

0.0014 0 1.4445 0 0.0023 0
0 0.0078 0 0.0035 0 0

0.0020 0 0.0022 0 0.0026 0
0 0.0015 0 0 0 0.0022

−

−
− −

−
−

−

























[12] 

R 0 R 0 R 0

0 R 0 R 0 R

R 0 R 0 R 0

0 R 0 R 0 R

R 0 R 0 R 0

0 R 0 R 0 R

3 3 4

3 4 4

3 3 4

4 5 5

4 4 5

4 5 5





























152 Computer-Aided Control Systems Design

and CA(v) becomes:

 

a a

a a

a a

a a b b

a a b b

a a b b

C v( )

0 0 0 0

0 0 0 0

0 0 0 0

0 0

0 0

0 0

A

3 2

3 1

2 1

3 2 3 2

3 1 3 1

2 1 2 1

=

−
−

−
− −

− −
− −



























  (4.35)

Z
Y

X

Z

Y

AMASS 3D JAVA Applet WAMIT-Multisurf

26.1799
0.0
0.0
0.0
0.0
–150.7964

0.0
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FIGURE 4.17 Comparisons of methods to obtain added mass coefficients [61-62].
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where
a1 = 21.1403u + 0.0619w − 0.05748q
a2 = 51.7012v − 2.0928p − 0.3767r
a3 = 0.0619u + 92.4510w + 0.5871q
b1 = −2.0928v + 3.6191p + 0.0235r
b2 = −0.5748u + 0.5871w + 2.6427q
b3 = −0.3767v + 0.0235p + 2.3033r

The negative signs are because the pressure forces on the ROV would tend to 
retard the vehicle motion. The real mass (or the rigid body mass) and the virtual 
added mass are originally on opposite sides of the equation; one is a rigid body 
property, while the other is related to the (pressure) force experienced by the vehicle 
when the virtual mass is subtracted from the real mass, the net effect (as seen in 
Figure 4.19) has greater apparent mass in most DOF, hence the virtual mass is added 
mass. Note that all the motions (both linear and angular motion) are defined accord-
ing to the CG. For example, the added mass matrix term Nr� means that the hydrody-
namic moment acts on the ROV as it rotates about the Z-axis.

As observed, the off-diagonal terms in MA are small as compared to its diagonal 
components. Hence, with the application of Assumption 4.1, MA can be approxi-
mated as:

 M

21.1403 0 0 0 0 0
0 51.7012 0 0 0 0
0 0 92.4510 0 0 0
0 0 0 3.6191 0 0
0 0 0 0 2.6427 0
0 0 0 0 0 2.3033

A = −

























 (4.36)

where the Coriolis/centripetal added mass matrix becomes:

w v
w u
v u

w v r q

w u r p

v u q p

C v( )

0 0 0 0 92.4510 51.7012
0 0 0 92.4510 0 21.1403
0 0 0 51.7012 21.1403 0
0 92.4510 51.7012 0 2.3033 2.6427

92.4510 0 21.1403 2.3033 0 3.6191
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In summary, the added mass matrix for the ROV has been determined using 
WAMIT, a CFD software based on the potential flow theory and panel method. 

1
In

1
Out

M+MA* u

FIGURE 4.19 Hydrodynamic added mass matrix in Simulink.
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The added mass for surge, sway, and heave motion is around 21 kg, 51 kg, and 93 kg, 
respectively. After considering the added mass, the effective inertia for ROV in 
heave motion is almost double, increasing from 115 kg to 208 kg. As such, the added 
mass forces are quite significant and thus cannot be neglected.

A series of tests were conducted in Section 4.6.3 to verify the result from 
WAMIT. The calculated added mass from WAMIT is accurate when compared with 
the  theoretical results for simple body shapes. In the subsequent section, the added 
mass terms obtained from WAMIT were shown to be in good agreement with the 
experimental data. Thus, the added mass matrix for ROV obtained from WAMIT is 
 considered to be reliable.

4.6.3 HydRodynaMiC daMping FoRCes

Matrix D is the hydrodynamic damping matrix [61-62] consisting of both linear and 
 quadratic terms. This hydrodynamic damping is caused by the potential damping 
due to linear skin friction (linear damping) drag and vortex shedding (quadratic 
or nonlinear damping). The sum of these individual components gives the overall 
hydrodynamic damping effect on the ROV.

Since the ROV is designed to be self-stabilizing in the roll and pitch angle, the 
magnitude of these angles, especially the pitch angle, is very small. Hence, for 
such small pitch angle (or angle of attack), there is no cross-flow separation and 
no boundary layer separation, and the flow remains attached. Therefore, the non-
linear part of the forces and moments can be considered as forces and moments 
due to viscous effect of the flow, which becomes less important as the pitch angle 
is small. These potential flow forces have a linear relation with the pitch angle. 
Thus, it may be stated that the linear coefficients are sufficient to represent the 
force and moments arising from the inviscid part of the flow, particularly, for slow 
speed (less than 2 m/s) maneuvering of the ROV and with small pitching during 
maneuvering. For comparison purposes, both linear and nonlinear damping forces 
were computed.

As observed in the ROV, it is a complex block structure. It may suggest that a more 
complete approach is required to quantify the hydrodynamic coefficients. An alter-
native semipredictive approach that uses the open-tank and the CFD method using 
ANSYS-CFX is used. This method is becoming increasingly tractable due to the 
development of CFD packages and the advancement of computer technology such as 
the use of MATLAB to facilitate the determination of the parameters obtained from 
the tank test and later use the ANSYS-CFX to verify the hydrodynamic coefficients. 
However, in any method used, it will always be subject to experimental and numeri-
cal errors (around 30%). Thus, due to these error or uncertainties, the model derived 
by either method has to depend on some form of robust control scheme (as seen in 
Sections 5.3 and 5.4) to control the ROV.

The hydrodynamic damping coefficients of the scaled ROV [61–62] were 
obtained using ANSYS-CFX software. The accuracy of the numerical approach 
using ANSYS-CFX was established through comparison of the current study with 
empirical and other computational results of the sphere. The damping coefficients 
were verified using the free-decaying experiment on the scaled ROV. By applying 
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laws of Similitude, the hydrodynamics parameters of the scaled model can be scaled 
up to predict the corresponding values for the true model (or the actual ROV model).

With the assumptions commonly stated in [60], the hydrodynamic damping 
matrix can be simplified by using the following Assumption 4.2.

ASSUMPTIONS 4.2 HYDRODYNAMIC DAMPING MATRIX

 1. As the ROV is operating around a linear speed of 0.5 m/s (or angular speed 
of 0.5 rad/s), it is well within the linear damping region of maximum 2 m/s 
(see circle region in Figure 4.20). Hence, the linear hydrodynamic damping 
was considered. But for completeness, the quadratic hydrodynamic damp-
ing force was determined.

 2. The off-diagonal elements in D on an underwater vehicle [60] are small 
compared to the diagonal elements, hence only the hydrodynamic damping 
in the diagonal form is used:

 D = −diag{Xu, Yv, Zw, Kp, Mq, Nr} (4.38)

RESULT 4.2 HYDRODYNAMIC DAMPING MATRIX

Like the added mass terms, the hydrodynamic damping force and moment coef-
ficients for the ROV are difficult to obtain experimentally without a proper full-
scale instrumented tow tank facility. However, it could be expensive and difficult to 
justify building the facility for this usage only. The problem is circumvented using 
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FIGURE 4.20 Hydrodynamic damping at low and high velocity of vehicle. (Cited from T. I. 
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ANSYS-CFX and experimental study of a scaled model in a small water tank that is 
later translated to the full-scale model by using laws of similitude.

In CFD modeling, the physical model for computer simulation has to be deter-
mined. Figure 4.21 shows the ROV moving forward at a constant speed with the fluid 
domain remaining static with no current flow. Instead of the ROV moving, the flow 
can be made to move at constant speed in the opposite direction with the ROV, which 
remains static in position. Since the drag force depends only on the relative motion 
between the ROV and the fluid, the result obtained from the two situations is the 
same. The advantage of keeping the ROV static is the boundary conditions can set 
up more easily for computer simulation. On the other hand, moving the ROV creates 
more meshes and thus is more complex to handle.

In most ROV operations, considering its scale and speed, the typical Reynolds 
number will be greater than 1.0 × 106, indicating turbulence in flow field as shown 
in Case 2 (see Figure 4.21). In turbulence flow, the fluid motion is characterized by a 
highly random, unsteady three-dimensional flow. The turbulent length and timescales 
are much smaller than the smallest finite volume meshes that are used in most numeri-
cal analysis. To generate such a small mesh is beyond the computing power currently 
available in the laboratory. The problem is solved by employing a turbulence model.

The boundary condition and model environment setup are established as fol-
lows. The flow in the domain is expected to be turbulent and approximately iso-
thermal. The SST turbulence model with automatic wall function treatment will be 
used because of its highly accurate predictions of flow separation. To take advantage 
of the SST (shear stress transport) model, the boundary layer should be resolved with 
at least 10 mesh nodes. This is done by inspecting the y+ value on the surface of the 
ROV that must be around 1.

Water at 20°C is used as the fluid and the reference pressure is set at 1 atmosphere. 
The main difficulty is to determine the fluid domain dimension. In order to study 
damping force acting on the ROV in an unbound fluid domain, an infinite large fluid 
domain is needed. However, this is not practical both in CFD and even in experiment. 
As shown in Figure 4.22, the fluid domain dimensions of around 20 times the length, 
width, and height of the ROV were used after the sensitivity analysis was conducted. 
It is shown that the deviations in the results are negligible after these dimensions.

A flow speed is to be specified at the inlet boundary as shown in Figure 4.23. 
Physically, the flow upstream is uniform. It is set to be normal to the plane and 

Vehicle Move and
Fluid Domain is Static

Case 1 Case 2

Upstream Flow and
the Vehicle is Static

FIGURE 4.21 Physical model and computer simulation model use in CFD [61-62].
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FIGURE 4.22 Meshing for flow domain [61-62].

FIGURE 4.23 Input settings [61-62].
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has a speed of 0.1 m/s. Turbulence properties at the inlet flow are hard to specify 
because the turbulent kinetic energy and dissipation data are unknown. Therefore, 
their values have to be specified using sensible engineering assumptions and the 
effect of the choices made should be examined by sensitivity tests. In this study, 
the turbulent properties are specified using turbulent intensity.

To do this accurately it is good to have some form of measurements or previous 
experience. As shown below, common estimations of the incoming turbulence inten-
sity are as follows.

• High-turbulence case: High-speed flows inside complex geometries like heat 
exchangers and flow inside rotating machinery (turbines and  compressors) 
typically have turbulence intensity between 5% and 20%.

• Medium-turbulence case: Flows in not-so-complex devices like large pipes, 
ventilation flows, and so forth, or low speed flows typically have turbulence 
intensity between 1% and 5%.

• Low-turbulence case: External flow across cars, submarines and aircraft in 
otherwise stationary fluid domain and flow generated by very high-quality 
wind tunnels typically have a turbulence intensity well below 1%.

The external flow over an underwater vehicle has a turbulence intensity well 
below 1%. Therefore, the turbulent intensity of 0.1% is selected for the ROV.

The outlet boundary condition is selected to have a weak influence on the 
upstream flow as shown in Figure 4.24. Specifying static pressure at the outlet plane 
is mentioned by W. S. Atkins Consultants [67]. At a high Reynolds number, the 
wall stress cannot be calculated correctly using the gradients on the coarse grids 

FIGURE 4.24 Output settings [61-62].
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or meshes. The boundary layer is often too thin to be represented by the meshes. 
Hence, there is a need to develop a model to approximate the wall-boundary con-
dition. The wall-function used in ANSYS-CFX is an extension of the method in 
Launder and Spalding’s work [68]. In their log-law method, the near-wall tangential 
velocity is logarithmically related to the wall shear stress. This relationship helps 
to predict the velocity profile in the boundary layer and hence, fine meshes are not 
necessary.

The top, bottom, and side surfaces of the rectangular fluid domain can be  modeled 
using free-slip wall-boundary conditions as shown in Figure 4.25. On free-slip walls, 
the shear stress is set to zero so that the fluid is not retarded. The velocity normal to 
the wall is also set to zero. However, it is not an ideal boundary condition, as the flow 
around the body will be affected by its close proximity to the walls.

And due to fluid viscosity, the flow speed on the vehicle’s surfaces is zero. Hence, 
a nonslip wall boundary condition is applied on the vehicle’s body as shown in 
Figure 4.26. As observed, the ROV has symmetry on the XZ plane. By using the 
symmetry on the XZ plane, it greatly reduces the computational time and resources. 
On the symmetry plane, the gradients perpendicular to the plane are zero.

Initial values for all variables have to be set before the computation begins. For 
a steady-state calculation, the initial variable values serve to give the ANSYS-CFX 

Solver a flow field to start its calculations. Convergence is more rapidly achieved if 
sensible initial values are provided. However, converged results should not be affected 
by the initialization. Unless there is information about the turbulent eddy dissipation, 
it is recommended to use the automatic initial guess as shown in Table 4.9.

In the ANSYS-CFX’s Solver control, the selection of an appropriate time step size is 
essential to obtain good convergence rates. Physical time step is used to provide sufficient 
relaxation of the nonlinearity so that a converged steady-state solution can be obtained. 
A physical time step that is too large is characterized by oscillatory convergence or 

FIGURE 4.25 Free-Slip Boundary Condition on fluid domain wall [61-62].
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results that do not converge. A small time step is characterized by very slow, steady con-
vergence. For advection-dominated flows, the physical time step size is some fraction 
of a length scale divided by a velocity scale. A good approximation is the dynamical 
time for the flow is the time taken for the flow to make its way through the fluid domain. 
A reasonable estimate is around one-third of the length of the fluid domain L and the 
mean velocity U. In this study, the time step is taken as: ∆t = L/3U = 10m/3 × 0.5 ms−1 = 
6.67s. For purposes of convenience, the time step is set to 5 s as shown in Table 4.10.

FIGURE 4.26 Nonslip Boundary Condition on ROV surface [61-62].

TABLE 4.9
Initial Condition of the Flow Domain [61-62]

Setting Value

Initial Conditions > Cartesian Velocity Components > Option Automatic with Value

Initial Conditions > Cartesian Velocity Components > U 0.1 ms−1

Initial Conditions > Turbulence Eddy Dissipation (Selected)

TABLE 4.10
CFX’s Solver Control [61-62]

Setting Value

Convergence Control > Max Iterations 60

Convergence Control > Fluid Timescale Control > Timescale Control Physical Timescale

Convergence Control > Fluid Timescale Control > Physical Timescale 5 s

Convergence Criteria > Residual Target 1e-05
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Before running the CFD simulation, face spacing that determines the surface 
area of a mesh in contact with the ROV’s surface has to be defined. It must be small 
enough to capture the geometry of the ROV. The inflation layer is important in the 
capture of the boundary layer flow and prediction of the flow separation. The number 
of inflation layers increases on the surface of the ROV.

Figure 4.27 illustrates the effect of the face spacing expansion factor. One could 
observe that the mesh sizes increase exponentially away from the surface of the cyl-
inder. It is important to have a smaller number of meshes far away from the body and 
keeping the meshes fine near to the body. The right-hand side of Figure 4.27 shows 
an enlarged image of the inflation layers. The boundary layer is contained within a 
thin layer near to the body. The inflation layer is thus important to capture the flow 
near the boundary layer by providing a finer mesh in the region.

The mesh domain around the ROV has around 2,219,437 elements. They con-
sist of 1,067,375 tetrahedras, 1,140,046 wedges, and 12,016 pyramids as shown in 
Figure 4.28.

The accuracy of the numerical approach on the ROV was established through 
comparison of the current study with empirical and other computational results of 
the sphere. Flow at three different Reynolds numbers was selected for comparison. 
They are Re = 100, in the steady and axis-symmetric regime; Re = 300, in the laminar 
periodic vortex-shedding regime; Re = 1.1 × 106 is highly unsteady and the  boundary 
layer may be turbulent. The mesh statistics and mesh settings used for the study are 
shown in Table 4.11.

Table 4.12 presents the streamline plots of the sphere at different Reynolds num-
bers. The drag coefficients obtained in this study closely matched those published 
results for Reynolds numbers 100, 300, and 1.1 × 106. These give the assurance that 

FIGURE 4.27 Cut Surface Mesh Plot at the Middle Plane of the Cylinder Hull [61-62].

FIGURE 4.28 Meshing Domain [61-62].
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the procedures in setting up the simulation are done correctly. For the study of a 
sphere’s drag, it is observed that the y+ value on the sphere surface must be close to unity.

By applying the settings on the scale model, the similar phenomena caused by 
the flow of the fluid around the body is formed as seen in Figure 4.29. This is known 
as a wake that is the region of disturbed flow (usually turbulent) downstream of the 
body. As shown in the pressure distribution in Table 4.12, the wake creates a low-
pressure region at the rear end and thus high pressure in the front resists the vehicle 
motion. The results exhibit similar phenomena compared to the streamline plots for 
the sphere in Table 4.12.

Figure 4.30 shows the normal force and the tangential force acting on the scaled 
model. As observed, the forces converge to a constant value. It is an important indi-
cation that the flow has reach steady state and thus in accordance with the assump-
tion of steady flow.

Besides, the computed drag coefficient converges to a constant value as shown in 
Figure 4.30. The results imply that the drag coefficient is insensitive to the change 
of the Reynolds number at the ROV operating range (i.e., Re = 1 × 106) and can be 
treated as a constant drag coefficient (Figure 4.31).

It can be seen in Figure 4.32 that the front of the ROV facing the flow experi-
ences the largest pressure force. The total pressure difference between front and 
back causes the pressure drag, which is the dominant drag acting on the bluff body 
like the ROV’s body.

Applying the similar steps to the ROV, the formation of wake at the rear of the 
ROV can be seen in Figure  4.33. This turbulence region produces the nonlinear 
damping effect on the ROV. However, as the pitch angle is small, the nonlinear 
damping forces acting on the ROV can be quite small.

The drag force in surge, sway and heave direction are plotted against the velocity 
in Figure 4.34. The drag value in heave is plotted between 0–0.2 m/s because the 
ROV operates around this speed in actual operation. On the other hand, the vehi-
cle operates between 0–0.5 m/s in the surge and sway direction. As expected, the 
vehicle has largest drag in heave followed by sway and surge. Heave has the largest 
frontal area normal to the flow direction of about 0.9 m2 compare to 0.5 m2 for sway 
and 0.45 m2 for surge. The drag in sway is only slightly larger than the drag in surge. 
This may be explained by the relative size of the frontal areas. From the second-
order polynomial fit of the graph, the linear damping and quadratic damping for 
respective directions are obtained. The results are tabulated in Table 4.13 following.

TABLE 4.11
Mesh Statistics and Mesh Settings [61-62]
No. of Mesh Elements 1255570

Face Spacing 0.001 m2

Face Spacing Expansion Factor 1.2

No. of Inflation Layer 35

Thickness Multiplier 1

Inflation Expansion Factor 1.2
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TABLE 4.12
Streamline Plots for Various Reynolds Number (for Sphere) [61-62]

Reynolds Number Source Damping Coefficient (Cd) Streamline Plots from CFD

100 Current study (using 
ANSYS-CFX)

1.26

[83] 1.09

Empirical 1.18

300 Current study (using 
ANSYS-CFX)

0.814

[84] 0.626

Empirical 0.826

(Continued)
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TABLE 4.12 (Continued)
Streamline Plots for Various Reynolds Number (for Sphere) [61-62]

Reynolds Number Source Damping Coefficient (Cd) Streamline Plots from CFD

1.1 × 106 Current study 
(using ANSYS-CFX)

0.117

[85,86] 0.12–0.14

0.084
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FIGURE 4.29 Streamline plot of the scaled model [61-62].

FIGURE 4.30 Iteration history of the normal force and tangential force acting on the 
scaled model [61-62].
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FIGURE 4.31 Drag Coefficient versus Reynolds Number [61-62].
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As seen in Figure  4.35, the results suggest that the linear damping in yaw is 
ignored and the quadratic damping alone is sufficient to describe the drag correctly 
for the ROV. As shown in Table 4.13, the linear damping coefficients are smaller 
than the quadratic damping terms. This is due to the effect of the skin friction, which 
was not included in the CFD simulation. However, the contributions of the quadratic 

FIGURE 4.32 Pressure distributions on the ROV Body [61-62].

FIGURE 4.33 Streamline and vector plot at the center plane of the cylinder hull at flow 
speed (0.5 m/s) [61-62].
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damping forces are lower than the linear damping forces due to the square of the 
velocity terms. This can be seen in the computations of the forces in Table 4.17.

In the previous sections, the parameters associated with the hydrodynamic forces 
acting on the ROV had been estimated using CFD simulations. However, as stated 
in CFD guidelines [67], these parameter values should be corroborated by other 
means. Therefore, in this chapter, verification of the added mass parameter and the 
drag force coefficient were performed by comparing the value predicted by CFD and 
that to be obtained experimentally using the scaled down model of the ROV (which 
hereafter will be referred to as the scaled model). By applying laws of Similitude, 
the hydrodynamics parameters of the scaled model can be scaled up to predict the 
corresponding values for the true model (actual ROV model).

Experimental data on the ROV’s dynamics is often gathered using different test 
equipment. Most of the dynamic testing is conducted with the model undergoing 
forced lateral or vertical plane motions to determine added masses, damping, and 
some other derivatives; for surface models these are invariably frequency-dependent. 
Routine dynamic testing was introduced with the Planar Motion Mechanism (PMM) 
[69] in the late 1950s. The PMM imparts harmonic oscillations to the model. Vertical 
PMMs for subsurface vehicles are, with few exceptions, low amplitude devices for 
obtaining linear hydrodynamic coefficients; horizontal PMMs are more often large 
amplitude. A new generation of test apparatus is represented by the Marine Dynamic 
Test Facility [70]. This device imparts large amplitude and high-rate arbitrary 
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TABLE 4.13
Drag Coefficient of Actual or Real ROV (by ANSYS-CFX)

Direction 
Range Surge (0–0.5 m/s) Sway (0–0.5 m/s) Heave (0–0.2 m/s) Yaw (0–0.5 rad/s)

Parameter KL KQ KL KQ KL KQ KL KQ

ANSYS-
CFX

11.863 108.45 19.64 108.24 2.3756 351.98 0 10.39



168 Computer-Aided Control Systems Design

motions to a subsurface or surface model in up to six degrees of freedom. To take 
maximum advantage of its capabilities requires new approaches to experimental 
design, and extensive use of SI techniques. The model contains a 6-DOF (degrees of 
freedom) balance to measure total forces and moments.

However, for initial design and prototype testing, a smaller scale testing is often 
desirable and economic to run during the developmental stage. The hydrodynamics 
parameters can be extracted from an experiment as shown in Figure 4.36, in which 
the scaled model performs a free decay motion in water. The least-square approach 
was then used to determine the hydrodynamic parameters. As the number of sample 
size is greater than the number of estimated parameters, the least-square approach 
is still appropriate for this application. As observed later, the system is still properly 
excited (does not go to zero) within the time zone of interest. The free-decaying test 
can be used for a class of medium and small class of underwater vehicles; it could 
be a viable alternative to estimate some pertinent hydrodynamic parameters without 
extensive and expensive facilities and instrumentation at a very early stage of the 
ROV development.

As seen in Figure 4.37, a set of experiments was carried out in a 0.3 × 0.2 × 0.3 m 
open tank giving a characteristics length ratio of about 0.3:1 for the ROV to inves-
tigate the motion characteristics of the scaled ROV in surge, sway, heave, and yaw 
in the positive direction. The scaled ROV is attached to one end of a pendulum in 

Xearth

Zearth

Pivot

θ

θ

θ

FRad

FH ZB

XB

θ+B

v

FIGURE 4.36 Free body diagram of the setup [61-62].
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FIGURE 4.37 RRC ROV prototype in water tank (orientated in surge direction) [61-62].
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the water and fully submerged in the water by an aluminum frame mounting on the 
water tank. The pendulum will be set in motion in an arc at a certain radius. The 
motion is captured by a digital camera. In the earth-fixed frame, the scaled model is 
constrained to rotate in one plane about the pivot point. However, in the body-fixed 
frame, the flow is with respect to the body in one direction.

Each experiment was repeated a number of times at each velocity and the aver-
age damping force readings (the longitudinal force, the transverse force, altitudinal 
force and moment are the surge force, sway force, heave force, and yaw moment, 
respectively) were tabulated in Table  4.15. As a result, the curves of the thrust 
versus the motion variables u, v, w, and r were obtained in Figures 4.41 through 
4.44. With the vehicle surge, sway, or heave set to a constant velocity, the thrust 
can be considered to be equal to the hydrodynamic force, and the moments can be 
considered to be equal to the hydrodynamic moments when it yaws at a constant 
angular velocity. Therefore, the curves in Figures 4.41 through 4.44 of the thrust 
versus the motion variables are assumed to be the same as the curves of hydrody-
namic loads versus these motion variables. As the hydrodynamics forces resist the 
motion, the amplitude of the swing will decay slowly over time. With the motion 
data obtained, the hydrodynamics forces could be deduced using the least-square 
method.

In the experiment, the amplitude of the wave created by the ROV is smaller than 
the amplitude created by the pendulum itself. The changes in the velocity (i.e., the 
speed of the free-decaying test) do not significantly affect the hydrodynamic param-
eters. In this respect, the test regime is still within the steady state with little wave 
contributed by the scaled ROV at a low speed of 0.55 m/s (maximum).

For the surge direction, it has only a velocity component in the surge direction 
that can be determined. To determine the parameters in the sway direction, the 
model is orientated perpendicular to the direction of the arc motion. For the yaw 
motion, the model is allowed to perform a decaying twisting motion. The symbols 
(ma, KL, KQ) are used to represent the added mass, linear damping and quadratic 
damping, respectively, in each of these equations in each of the separate tests. The 
three experiments were conducted for each of the surge, heave, and yaw directions. 
Since the free-stream velocity is referred to the earth-fixed frame, Euler’s coordinate 
transformation is used to obtain the ROV body-fixed velocity. The rotation speed 
was about 0.5 rad/s and maximum speed of the surge and heave was at 0.55 m/s.

With a small black mark on the rod, the motion of the pendulum can be cap-
tured by a video camera. The recorded trajectory of the black mark can be digi-
tized using an open-source program VirtualDubMod [71]. For each frame, the X 
and Y coordinates of the black mark were acquired for image processing using 
MATLAB Image Processing Toolbox. The time history of θ is determined from 
the X and Y coordinates. The least-square algorithm was then used to calculate the 
respective (ma, KL, KQ) terms. The nomenclatures used in the equations are given 
in Table 4.14.

The added mass ma and damping coefficients (linear, KL and quadratic, KQ) due to 
the hydrodynamic force FH are defined in a body-fixed frame as:

 = + +F m x K x K x xH a L Q�� � �  (4.39)
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The equation of motion using Newton’s second law of motion is given:

 − θ + θ − − − =mg B m x K x K x x mxsin sin a L Q�� � � ��  (4.40)

Rearranging Equation (4.40) gives the translational motion:

 − θ − − = +B mg K x K x x m m x( )sin ( )L Q a� � ��
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For rotational motion, = θx r� �  and = θx r�� ��:
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, it becomes

 θ = α θ − βθ − γ θ θsin�� � � �  (4.43)

The least-square method is used to obtain the estimated values α, β, and γ:
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TABLE 4.14
Nomenclature of Terms Used in the 
Free-Decay Experiment

Symbols Descriptions

m Mass of the Scaled Model

ma Added Mass in Single DOF

g Gravity Term

B Buoyancy

θ Angle of Rotation of the Pendulum

r Length of the Pendulum (radius)

kL Linear Damping Coefficient

kQ Quadratic Damping Coefficient

FH Hydrodynamics Force

x Tangential Velocity
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Where subscript i = 1, 2, 3… represents the number of samples collected from the 
experiment result,

 θθ ϕϕ= −H H Hˆ ( )LS
T 1 T  (4.45)

The buoyancy of the scaled model is first determined by measuring the weight of 
the fully submerged model with a force sensor. The camera is used to record the pen-
dulum motion and the video is split into multiple frames up to 30 frames per second. 
Figure 4.38 shows some image frames of the free-decay motion of the pendulum in 
the surge direction.

Despite the simple experiment setup, the result obtained is highly repeatable and 
consistent. Figure  4.39 shows the measured values of the pendulum trajectory in 
water and the scale model using the estimated parameters.

A similar test in the heave direction, with the scaled model rotated 90° facing the 
direction of the motion, was done to estimate the parameters in the yaw direction. In 
order to identify the parameters in the yaw motion, the pendulum’s rod was replaced 
by a torsion spring. The image sequence of the scaled model in the yaw direction 
can be seen in Figure 4.40. The scaled model exhibits pure rotational motion in the 
water. Similar to the above approach, the dynamics equation becomes:

 θ =
+

θ −
+

θ −
+

θ θK

I I
K

I I
K

I Ia

L

a

Q

a

�� � � �  (4.46)

where K is the torsion spring constant (using a period of oscillation that is linearly 
proportional to π I K2 / , the moment of inertia for the scaled model I is 0.0026 
kgm2 and oscillation period is 10.45s), KL is the linear rotational drag coefficient, 
KQ is the quadratic rotational drag coefficient, Ia is the added moment of inertia, and 
θ is the angle of rotation.

FIGURE 4.38 Image sequence of the scaled model under pendulum motion—in surge 
direction [61-62].
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The results for the scaled model in surge, sway, heave, and yaw at different swing 
velocity were tabulated in Table 4.15. The root mean square (RMS) error is com-
puted to determine the difference between the angles measured from the simulated 
and experimental test. It can be seen that the variations of the hydrodynamic param-
eters or the RMS errors are quite small and consistent. It indicates that the ampli-
tude of the wave created is smaller than the amplitude created by the pendulum 
motion. Thus, the changes in the speed during the free-decaying test do not affect 
the hydrodynamic parameters or in other words, the Keulegan–Carpenter number 
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FIGURE 4.39 Experiment data versus simulated data in surge direction [61-62].

FIGURE 4.40 Image sequence of the scaled model in the yaw direction [61-62].



173Modeling of a Remotely Operated Vehicle

is considerably low in comparison to those of the offshore structure subjected to 
wave disturbances. Based on the root mean squared errors (RMS) computations, the 
values that correspond to the lowest and consistent errors are chosen; as the results, 
the hydrodynamic parameters at velocity 0.55 m/s (for surge), 0.50 m/s (for sway), 
0.35 m/s (for heave), and 0.55 rad/s (for yaw) are used.

As a sanity check on the method, the ANSYS-CFX study of the scaled model for 
similar flow condition was included. In the CFD test using ANSYS-CFX, the flow 
in the domain surrounding the vehicle was simulated for various speeds as shown in 
Table 4.16 and the hydrodynamic loads were obtained by integrating the pressure on 
its surface, which was obtained via the simulation.

TABLE 4.15a
Hydrodynamic Parameters at Different Velocity (Surge, Sway and 
Heave Direction) [61-62]

Direction Max Speed Added Mass KL KQ RMS Error

Surge 0.55 m/s* 0.5581 1.2736 9.9392 0.0568

0.6054 1.7768 9.1907 0.0500

0.5765 
(Avg 0.580)

1.6040 
(Avg 1.550)

9.5018 
(Avg 9.540)

0.0552

0.50 m/s 0.5134 1.2011 9.667 0.0572

0.5011 1.5800 9.008 0.0685

0.5125 1.4123 8.995 0.0717

0.35 m/s 0.3541 1.0192 7.0113 0.0632

0.4078 0.9988 7.0393 0.0541

0.4109 1.0078 7.4931 0.0797

Sway 0.55 m/s 1.5491 3.3456 8.0991 0.0266

1.5578 3.4577 7.9981 0.0372

1.5713 3.5678 8.0113 0.0213

0.50 m/s* 1.4347 3.1388 7.8691 0.0277

1.5465 3.6694 7.4974 0.0234

1.4878 
(Avg 1.489)

3.4671 
(Avg 3.420)

7.3418 
(Avg 7.560)

0.0269

0.35 m/s 1.2735 3.0069 6.1170 0.0294

1.1198 2.9977 7.0008 0.0333

1.1899 2.8997 7.0912 0.0459

Heave 0.55 m/s 5.4789 8.0711 10.0125 0.0240

4.9989 8.1113 10.0034 0.0331

5.0811 7.9871 9.9874 0.0423

0.50 m/s 4.9976 8.0212 9.0982 0.0341

4.8126 7.8971 9.0124 0.0556

4.7894 7.8132 9.1492 0.0421

0.35 m/s* 3.0760 6.5011 8.9937 0.0239

3.1407 6.8327 8.1637 0.0219

2.9909 
(Avg 3.069)

6.1905 
(Avg 6.520)

11.035 
(Avg 9.390)

0.0277
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In summary, the experimentally or theoretically identified quadratic damping 
(and even the added mass) parameters are shown in Table 4.16. The average readings 
at the respective velocity in Table 4.15 are used. Both the theoretical and experimen-
tal results indicate that the damping is the smallest in the surge DOF and largest 
in the heave DOF. This is reasonable given that the vehicle’s cross-section area is 
smallest in the surge DOF and largest in heave DOF. However, the vehicle’s lin-
ear damping behaves in the opposite manner with a smaller value. This is due to 
the skin friction being more dominant in the surge DOF than in the heave DOF. 

TABLE 4.15b
Hydrodynamic Parameters at Different Velocity (for Yaw Direction) [61-62]

Direction Max Speed Added Mass KL KQ RMS Error

Yaw 0.35 rad/s 0.0037 0.00036 0.012 0.0311

0.0023 0.0012 0.009 0.0425

0.0029 0.0027 0.0074 0.0511

0.50 rad/s 0.0037 0.007 0.0011 0.0427

0.0043 0.0024 0.0092 0.0588

0.0057 0.0017 0.0084 0.0403

0.55 rad/s* 0.0065 0.00073 0.0220 0.0320
0.0090 0.0031 0.0180 0.0300
0.0110 

(Avg 0.008)
0.0054 

(Avg 0.003)
0.0150 

(Avg 0.019)
0.0380

TABLE 4.16
Damping (and Added Mass) Coefficients Obtained from Free-Decay 
Experiment and ANSYS-CFX [61-62]

Methods

Damping Coefficients

Surge (0–0.5 m/s) Sway (0–0.5 m/s) Heave (0–0.2 m/s) Yaw (0–0.5 rad/s)

KL KQ KL KQ KL KQ KL KQ

ANSYS-
CFX

11.863 108.45 19.640 108.24 2.3756 351.98 0 10.390

Experiment 
(Scaled-up)

17.240 106.03 38.060 84.100 72.530 104.41 1.180 7.5100

Experiment 
(Scaled)

1.55 9.54 3.42 7.56 6.52 9.39 0.003 0.019

Added Mass Coefficients
WAMIT 21.140 51.700 92.450 2.3030

Experiment 
(Scaled-up)

21.480 55.170 113.60 0.2960

Experiment 
(Scaled)

0.5800 1.4890 3.0690 0.0080
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It is difficult to replicate the same surface roughness of the actual ROV model on 
the scaled model. This can be seen in the values of the linear damping coefficients, 
which are generally less than the quadratic damping coefficients. However the qua-
dratic damping forces are lower than the linear damping forces due to the square of 
the velocity terms in its computations.

As shown in Table 4.16, the forces show good agreement when the vehicle surges 
and sways; however, the calculated heave and moments are greater than the experi-
mental results. There are two main reasons for the differences. The first is that the 
thruster is not considered in the CFD model, which may lead to an error in the simu-
lated hydrodynamic center of rotation and heave motion. The hydrodynamic inter-
action between the thrusters and the rest of the body is strong, so the effects of the 
thrusters while the thrusters are operating must be considered. Detailed work on 
the effects of the operating thrusters in CFD will need to be carried out in future 
work. The other is that some small changes were made to adjust the center of grav-
ity and buoyancy in the experiments due to the fixture that held the ROV during 
the test, which implies that they may be different from their design points. Both of 
these factors have some effect on the dynamic of the vehicle, whereas their effect on 
the translational dynamics is much smaller than the rotational and vertical dynam-
ics. In addition, it must be noted that this vehicle was operated in the pendulum rig 
setup with some pitching effect during the experiment, and therefore the pitching 
may increase the experimental values. This can be seen in the slight increase over the 
experiment results.

The determination of the added mass terms is more consistent between the free-
decay method and CFD values if all the features of the dominating structures are 
modeled. On the other hand, due to the differences in surface textures, determi-
nation of the damping coefficients can be difficult. Nevertheless, in spite of these 
discrepancies and constraints, the simulated responses compare quite well with the 
experimentally measured responses both in magnitude and trend, within the limits 
of experimental errors.

Thus, the parameters determined for the scaled model will be useful only if they 
can be related to that of the actual or real ROV. As observed in Table 4.16, the scaled-
up results for the actual ROV are tabulated. The following scaling method is used to 
obtain the scaled-up results. For the drag forces, this can be done using the laws of 
similitude. The magnitude of the drag force acting on a submerged object moving in 
a rectilinear direction is given by:

 = ρD C AU
1
2

d
2  (4.47)

where ρ is the fluid density, A is the frontal area, U is the forward velocity and Cd 
is the drag coefficient, which is a function of Reynolds number, Re [72] for a sub-
merged vehicle.

The scaled model was built with a characteristics length of about 1/0.3 of the 
ROV to give geometric similarity. It was tested at a speed of about 0.30–0.5 m/s to 
give the same Re of about 1.6 × 105 as the ROV operated at a speed of about 0.3 m/s in 
seawater. This maintains the dynamic similitude between the models. As shown in 
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Figure 4.34, the drag coefficient is nearly constant for a range of Reynolds numbers 
from 2.0 × 105 to about 5.0 × 105. Using (4.47), the ratio of drag force experienced by 
the real or actual model of the ROV (subscript a) to the damping force experienced 
by the scaled model (subscript s) can be obtained.

 = ρ
ρ

D
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C A U
C A U
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a d a a

s d s s

2

2  (4.48)

The drag force in the rotational direction [73] can be scaled up as shown.
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The added mass term, scaling factors from the scaled model to ROV can be 
obtained from [73–74]; the scaling factor was determined heuristically using CFD 
computations and these can be independently verified [74]. As shown in Table 4.8, 
the added mass coefficient can be scaled up using the following factors:
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 (4.50)

where the dimension of a real model to scaled model has ratio R = 1/0.3 = 3.33.
The graphical plots of the drag force can be seen in Figures 4.41 through 4.44. 

Comparison should not be done on the basic of KL versus KQ. Indeed, only the 
combination effect of both should be compared by plotting the total drag force 
within the velocity range of operation. Figures 4.41 and 4.42 show that the drag 
forces for surge and sway match closely with values from CFX although they 
are consistently larger. The main reason is that a smooth surface is assumed in 
ANSYS-CFX computation and this probably underestimates the drag value due 
to skin friction.

For the heave direction, the experimental values are consistently larger than the 
ANSYS-CFX values by a constant for velocity range from 0.1 m/s to 0.2 m/s. This is 
expected because there are two rectangular metal plates attached to the scaled model, 
which increases the drag in the heave direction (as one can see from Figure 4.43). 
In ANSYS CFX study, the two iron plates do not exist in a full-scale ROV.
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FIGURE 4.41 Comparison of damping force along surge direction [61-62].
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FIGURE 4.42 Comparison of damping force along sway direction [61-62].
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FIGURE 4.43 Comparison of damping force along heave direction [61-62].
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The results for the yaw direction from both experiment and ANSYS CFX are 
closely matched as shown in Figure 4.44. This is an unexpected result as calculat-
ing the drag moment is considered difficult by the CFD community. The exper-
iment data for ROV was obtained by scaling up the drag moment from scaled 
model tests that involve a very big scaling factor. Therefore, any error in scaled 
model tests will inevitably scale up. This is probably a limitation in the use of 
the free-decay test for a scale model. Nevertheless, the magnitude of the moment 
drag is reasonable and could be a good estimation of the true moment drag that is 
experienced by the ROV.

The damping coefficients for the roll and pitch are obtained using the ANSYS-
CFX software. No experimental results are available for these coefficients due to 
experiment limitations. Recall that the linear damping forces are assumed for the 
ROV application at low speed. As shown in Table 4.17, the contribution of the linear 
damping force is greater than the quadratic force on the ROV.

Hence, the linear hydrodynamic damping matrix is considered in the subsequent 
control and can be written as:

 D

17.20 0 0 0 0 0
0 38.06 0 0 0 0
0 0 72.50 0 0 0
0 0 0 1.665 0 0
0 0 0 0 1.456 0
0 0 0 0 0 1.180

= −

























 (4.51)

The linear hydrodynamic damping matrix can be modeled in Simulink as shown 
in Figure 4.45.

4.6.4 BuoyanCy and gRavitational FoRCes

The Gf(η) term is used to describe the gravitational and buoyancy [60] vector exerted on 
the ROV in water. As seen below, the gravitational and buoyancy forces are functions 
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FIGURE 4.44 Comparison of damping force in yaw direction [61-62].
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of orientation and are independent of vehicle motion. Transforming the restoring forces 
to the body-fixed coordinate system, the weight and buoyancy forces can be written as:

 ηη ηη=











W

f J( ) ( )

0

0G 1
T  (4.52a)

 ηη ηη= −











B

f J( ) ( )

0

0B 1
T  (4.52b)

where the weight of the ROV is given by W = mg and g is the gravitational accel-
eration (positive downward) term. When fully submerged, the ROV’s buoyancy is 
equal to the weight of water displaced, that is, B = ρg∇ where ρ is the fluid density 
and ∇ is the volume displaced by the submerged ROV. Here, J1(η) is the Euler angle 

1
In1

1
Out1

diag(D)

D linear

FIGURE 4.45 Linear hydrodynamic damping matrix in Simulink.

TABLE 4.17
Contribution of Linear Damping Forces as 
Compared to Quadratic Damping Force

Percent of Linear to Quadratic Damping Forces

Surge Sway Heave Yaw

0 0 0 0

31% 11% 6% 356%

62% 22% 12% 713%

92% 33% 17% 1069%

123% 44% 23% 1425%

154% 55% 29% 1782%

185% 66% 35% 2138%

216% 77% 41% 2494%

247% 88% 46% 2851%

277% 99% 52% 3207%

308% 110% 58% 3564%

339% 122% 64% 3920%
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coordinate transformation matrix defined in (4.17). In the body-fixed coordinate 
 system, the restoring force vector becomes:

 G
f f

r f r f
( )

( ) ( )

( ) ( )f
G B

G G B B
ηη

ηη ηη
ηη ηη

= −
+

× + ×













 (4.53)

Expanding (4.53) gives:
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 (4.54)

ASSUMPTIONS 4.3 BUOYANCY AND 
GRAVITATIONAL FORCE MATRIX

The buoyancy and gravitational force hydrodynamic damping matrix, Gf(η) was 
computed using the following design rules.

 1. In designing ROVs, it is desirable to make the ROV neutrally buoyant or 
slightly positive buoyant by adding additional float or balancing mass. With 
that, the RRC ROV becomes neutrally buoyant, W = B.

 2. By placing additional mass on the ROV to make the X-Y coordinates of the CB 
coincide with the X-Y coordinate of the CG, that is, xG = xB = 0, yG = yB = 0. 
Equation (4.54) becomes:
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The buoyancy and gravitational force matrix can be modeled in Simulink as 
shown in Figure 4.46.

Result 4.3 Buoyancy and Gravitational Force Matrix The buoyancy force and CB 
was found via PRO/ENGINEER. A CAD assembly, similar to the one used to gen-
erate the rigid-body parameters was created. The difference in this new assembly 
is that all the empty space in each of its parts is filled up. In order to generate the 
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buoyancy parameters, the density of each component is equated to the density of 
water. Therefore, the model now represents the mass of water displaced by the ROV.

Step 1: Before adding additional float (or balancing mass), the buoyancy force and 
CB with respect to the CG (see Figure 4.47) is found to be:
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where xB, yB zB are measured with respect to the CB. Notice that the gravitational 
force is greater than the buoyancy force (W>B); the ROV is negatively buoyant.

Step 2: After adding additional float (or balancing mass), the ROV becomes neu-
trally buoyant. The gravitational force due to ROV weight equals the buoyancy force 
(W = B) due to water displaced by the submerged ROV. Additional mass is placed on 
the ROV to make the X-Y coordinate of the CB coincides with the X-Y coordinate of 
the CG, that is, xG = xB = 0, yG = yB = 0. Hence, the new buoyancy force and CB with 
respect to the CG (see Figure 4.48) is found to be:

 

= = × =

− =

− =

− = −

W B

x x

y y

z z

115 9.81 1128N

0 mm

0 mm

48 mm

G B

G B

G B

 (4.57)

where xB, yB, zB are measured with respect to the center of gravity. The RRC ROV 
has been made neutrally buoyant (W = B) with CG and CB coinciding in the X and Y 

sin(u[2])
–cos(u[2])*sin(u[1])

–cos(u[2])*cos(u[1])

((zg*W–zb*B)* cos(u[2]))* sin(u[1])
–(yg*W–yb*B)* cos(u[2])* cos(u[1])

(xg*W–xb*B)* cos(u[2])* cos(u[1])
(zg*W–zb*B)*sin(u[2])

–(yg*W–yb*B)*sin(u[2])
–(xg*W–xb*B)* cos(u[2])*sin(u[1])

Demux1
In 1

Out

Mux W–B

Mux
+
+

+
+

+
+

FIGURE 4.46 Buoyancy and gravitational force hydrodynamic damping matrix in Simulink.
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axes. This simply means the ROV would not sink and exhibit self-restoring forces in 
roll and pitch angular motion when deployed into the water.

4.6.5 tHRusteR’s ConFiguRation Model

The position of the thruster on the ROV (as seen in Figure 4.49) is defined by the 
thruster’s configuration matrix. This is followed by establishing the thrust versus 
the input voltage relationship model. The details of the steady-state experiment 
performed on the thruster can be found in Chin et al. [54] and Chin and Lau [75].

Recall that in the nonlinear ROV dynamic equation, the left-hand side of the 
equation refers to the input forces and moments to the ROV. These input force and 
moments are determined based on summation of the force and moment equations 
in the six DOFs:

X

Z

Y
48 mm

B

W

CB

CG

FIGURE 4.48 RRC ROV side view (after addition of balancing mass).
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25
3 

m
m

28
3 

m
m

B

W

CB

CG

FIGURE 4.47 RRC ROV side view (before addition of balancing mass).
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3 4

3 4

1 2 3 4

1 2 3 4

  (4.58)

where the α = 0.017 m, β = 45°, γ = 0.31 m, δ = 0.293 m, ε = 0.016 m are the geo-
metrical parameters based on the thrusters’ location on the ROV platform, umin ≤ ui ≤ 
umax, i = 1, 2, 3, 4 are the minimum and maximum thrust output by each thruster and 
τA = [τx τy τz τϕ τθ τψ]T is the force and moment vector generated in the six DOFs.

As observed in (4.58), the roll and pitch motions (that is the fourth and fifth equa-
tions) are not fully actuated as the thrusters are positioned in the ROV such that the 
contributions to these motions are not dominant. The values of α and ε are small 
compared to the rest of the parameters. In this context, the ROV is underactuated 
since there are insufficient thrusters (only four thrusters) to fully maneuver the ROV 
in the six DOFs. Fortunately, the two unactuated DOFs of roll and pitch velocity 
are asymptotically stable and the roll and pitch angles are bounded. To simplify 
Equation (4.58) into matrix form:
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 (4.59)

	 τA = Tu

FIGURE 4.49 Thruster’s position on the RRC ROV platform.
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= ∈ℜu F uT
4 with FT = fTI4 × 4, ∈ℜu 4  the commanded voltage input to the 

thrusters and I4 × 4 is an identity matrix of dimensions four. In summary, the 
relationship between these parameters can be shown in the block diagrams in 
Figures 4.50 and 4.51.

As shown later, the thruster has a relatively shorter response time compared with 
the ROV and thus can be modeled as a gain term. This is similar to the approach 
found in Smallwood and Whitcomb [55–56] where a steady-state thruster model 
was considered due to its faster response time as compared to the ROV dynamic. An 
experiment was done to establish the thruster’s steady-state model ( fT) between the 
thrust (u) and the commanded voltage input ( u ).

In the thruster’s experiment setup, a PWM servo amplifier was used to provide 
controlled voltage to drive the thruster. A force sensor (ATI Industrial Automation 
Force/Torque Sensor model Gamma) with a sensitivity of 0.1 N/count and a range 
of –130 to +130 N was utilized to measure the thrust exerted by the thruster. The 
thruster (see Figure 4.52) was saddled on one end of a lever while the force sen-
sor was mounted at the opposite end. The lever transmits the force exerted by the 
thruster to the sensor at a ratio of 1:1. In order to measure the rotational speed of the 
propeller, a water-resistance type, optical-fiber speed sensor (Fuji Electric PH21A 
Series) was used together with a frequency counter.

From the steady-state experimental results [54,75], the lumped hydroelectrome-
chanical dynamic model for both the DC motor shaft speed (assuming small elec-
trical time constant as compared to the mechanical time constant) and propeller’s 
dynamic can be written as:

 J
K K

R

K

R
Qum

m e

m

m

m
iΩ + Ω = −� , i = 1, 2, 3 or 4 (4.60a)

Commanded
input volt vector

�rust output
vector

Forces &
moments vector

�rust vs. voltage
input model

(FT)

�ruster
configuration

matrix
(T)

Nonlinear
ROV model

Mv + C(v)v + Dv + G (η)f

u u
τA

τA = TFTu

FIGURE 4.50 Block diagram of the thruster’s parameters.

1
In

1
Out

T*F–T*u

FIGURE 4.51 Thruster’s configuration matrix in Simulink.
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 = + + ΩR I L
dI

dt
Kui m t m

t
e , i = 1, 2, 3 or 4 (4.60b)

The steady-state propeller’s thrust and torque model can be written as:

 ui = KTd Ω2, i = 1, 2, 3 or 4 (4.60c)

 Q = KQd Ω2  (4.60d)

where ui  is the voltage input to thruster in V, Rm is the armature resistance in Ohms, 
It is the current to the armature in ampere, Lm is the inductance in henry, Km is the 
motor torque constant N·m/A, Ke is the motor back emf in V·s/rad, Jm is the rotor 
moment of inertia in Nm·s2/rad, Ω is the rotational speed of the propeller in rad/s, Q 
is the propeller’s torque in N·m, ui is the thrust from each propeller i in Newton, KTd is 
the thrust constant in N·s/rad and KQd is the torque constant in N·m·s/rad. Figure 4.18 
summarizes the thruster constants used.

By examining (4.60a) through (4.60d), an approximated linear relationship 
between the thrust (ui) and the commanded voltage input (ui) for the thruster can be 
plotted as shown in the Figure 4.56. The constants used in (4.60a) through (4.60d) 
can be tabulated in Table 4.18.

 = fu ui T i, i = 1, 2, 3 or 4 (4.61)

where fT = 0.92N/V (forward thrust) and fT = 0.61N/V (reverse thrust). The FT in 
Figure 4.56 for both forward and reverse thrust can be determined as follows:

 F

0.92 0 0 0
0 0.92 0 0
0 0 0.92 0
0 0 0 0.92

T =



















, (4.62a)

Open tank
Force sensor

Fulcrum

Lever

�ruster

FIGURE 4.52 Thruster test rig.
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 F

0.61 0 0 0
0 0.61 0 0
0 0 0.61 0
0 0 0 0.61

T = −



















 (4.62b)

As shown in Figure 4.53, there is a reasonable correlation between the two vari-
ables ui and ui as the typical value of R falls in the range 0.7 to 1. In Figure 4.53, 
the forward and linear thrusts were approximated by different linear functions. 
As  observed in the time response of the thrust—theoretical and experimenta-
tion in Figure 4.54, there is a good match in the steady-state response though the 
errors due to this approximation in the region less than 20 volts are quite high. The 
thruster’s time constant is about 0.5 second and is relatively shorter than the ROV 
response time (due to large inertia). Hence, the thruster dynamic (especially input 
up to 20 volts) can be ignored, as it is not as dominant as compared to the ROV 
dynamic. The dead band does affect the position errors, while in practice, it may 
not  necessarily be zero.

4.7 PERTURBED RRC ROV MODEL

The nonlinear equation with perturbation on (4.24a) can be expressed as:

 = + + ∆ + ∆ =t t t tx f x g u f x g u x x( , ) ( , ) ( , ) ( , ), (0) 0�  (4.63)

where the full-order states x = [η v]T and functions in (4.63) can be defined as:
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 (4.64)

TABLE 4.18
Summary of Thruster Constants [75]

Constant Forward Thrust Reverse Thrust

Km 12.562 N·m/A 8.739 N·m/A

Rm 2.4 Ω 2.4 Ω
Ke 0.245 V·s/rad 0.245 V·s/rad

KTd 0.0022 N·s/rad −0.0013 N·s/rad

KQd 6.0 × l0−5 N·m·s/rad −2.0 × l0−5 N·m·s/rad

Lm 0.491 H 0.491 H
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The perturbation terms in the t tf x g x u( , ), ( , , )∆ ∆  due to the hydrodynamic added 
mass and damping forces are defined as:

 ∆ =
∆ + ∆













∆ =
∆













×

−

×

−
tf x

0

M C v D v
g u

0

M TF u
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6 1
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6 1

1 ,  (4.65)
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FIGURE 4.54 Time response of the thrust—theoretical versus experimental results.
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FIGURE 4.53 Thrust versus voltage input to a thruster (R2 is the correlation factor).
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The upper bound for the ∆MA, ∆CA, and ∆D used in (4.65) can be determined by 
the following sections. As seen in Chapter 5, the perturbed terms are canceled dur-
ing some of the controllers design stage. And hence, knowledge of the parameters’ 
changes is important for control system design.

4.7.1 peRtuRBation Bound on M and C MatRix

The uncertainties in the added mass computation can be treated as a perturbation on 
the nominal model. The sensitivity of the added mass matrix can be seen in various 
conditions as shown below.

In the first case, the ROV was modeled without the extra components (such as a small 
cylinder) and with no change in the reference frame. The added mass is  computed as:

 

M

21.0981 0 0.0884 0 2.6127 0
0 51.0026 0 2.9200 0 1.0534

0.0692 0 91.837 0 1.8883 0
0 2.9199 0 3.5760 0 0.5795

2.5988 0 1.8884 0 6.7568 0
0 1.0537 0 0.5793 0 4.4147

A = −

−
−

−
−

− −

























 (4.66)

By including the small cylinder and using the same reference frame, the added 
mass is:

 

M

21.724 0 0.5683 0 2.8284 0
0 51.5244 0 3.3080 0 1.0988

0.0147 0 94.300 0 1.9858 0
0 3.3320 0 3.8803 0 0.7420

2.6862 0 1.9905 0 7.1148 0
0 1.1078 0 0.7329 0 4.7673

A = −

− −
−

−
−

−
− −

























 (4.67)

In the second case, with the change in the reference frame to CB, the added 
mass becomes:

 

M

21.1398 0 0.0621 0 1.0083 0
0 51.7013 0 5.9705 0 1.588

0.0918 0 92.4511 0 2.9191 0
0 5.8866 0 4.2176 0 0.1719

1.0583 0 2.9489 0 2.7687 0
0 1.5863 0 0.171 0 2.3493

A = −

−
−

− −
−

−

























 (4.68)
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With the change in the reference frame to CG, the final MA becomes:

 

M

21.1403 0 0.0619 0 0.5748 0
0 51.7012 0 2.0928 0 0.3767

0.0917 0 92.4510 0 0.5871 0
0 2.0090 0 3.6191 0 0.0235

0.5237 0 0.5594 0 2.6427 0
0 0.3783 0 0.0275 0 2.3033

A = −

−
− −

−
−

−

























 (4.69)

As can be observed from (4.66) through (4.69), changes in the off-diagonal com-
ponents are quite small compared with the diagonal counterparts. Thus, the pertur-
bation ∆MA comprises only the diagonal terms, with all the maximum values as the 
upper bound.

 M

21.7240 0 0 0 0 0
0 51.7013 0 0 0 0
0 0 94.3000 0 0 0
0 0 0 4.2176 0 0
0 0 0 0 7.1148 0
0 0 0 0 0 4.7673

A∆ = −

























 (4.70)

In addition, as shown in Table 4.19, at different temperatures, the seawater density 
with 3.5% salinity (as compared to water at 1000 kg/m3) varies. To account for the 
differences in density at various temperatures, a factor is included in the perturbation 
∆MA as follows:

 ∆ ≤ ∆M M1.028A A  (4.71)

Similarly, the upper bound on the uncertainties in the Coriolis and centripetal 
added mass matrix, CA(v) can be expressed as:

 ∆ ≤ ∆C v C v( ) 1.028 ( )A A  (4.72)

where
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 (4.73)
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a u a u

a v a v

a w a w

b p b p
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51.0002 , 51.7013
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 (4.74)

4.7.2 peRtuRBation Bound on d MatRix

The uncertainties may occur due to skin friction and the numerical results obtained 
from CFD software. To account for this, the perturbation on the linear damping ∆D 
can be approximated as:

 D

0.370 0 0 0 0 0
0 0.291 0 0 0 0
0 0 0.237 0 0 0
0 0 0 0.166 0 0
0 0 0 0 0.145 0
0 0 0 0 0 0.011

∆ = −

























 (4.75)

The perturbation ΔD is taken to be about 10% of the nominal matrix. The Simulink 
block diagram for M, C(v) and D perturbation modeling are shown in Figure 4.55. As 
shown, the perturbation is added onto the nominal model as an additive perturbation.

In summary, the parameters used in the nonlinear RRC ROV can be seen in 
Table 4.20. These parameters are used in the subsequent ROV control system design 
and analysis.

4.8 VERIFICATION OF ROV MODEL

With the parameters obtained from the water tank experiment, [61-62] ANSYS-CFX 
and WAMIT, it is important to verify these parameters in an actual pool test [61-62]. 
The basic concept is to use the simulation of the real model with parameters obtained 
from the water tank experiment and software, and subsequently compare them with the 
actual responses of the ROV in pool tests for the same thrusters’ inputs. If the simulation 

TABLE 4.19
Seawater Density at Various Temperatures

Medium 0°C 10°C 20°C 30°C

Seawater (3.5% salinity) 1028.48 kg/m3 1026.91 kg/m3 1024.85 kg/m3 1021.81 kg/m3
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model responses match well with the measured responses in the pool tests, the model 
and the parameters are acceptable for subsequent control purpose.

The simulation of the dynamic model of the ROV and the thruster’s model are 
implemented with Simulink (Figure 4.56). Due to the limitation of the sensors, the 
ROV was tested on the surge, heave and yaw motion. The mass and buoyancy force 
(= 12N) and the three scaled hydrodynamic parameters of added mass, linear drag, 
quadratic drag are given in Table 4.19 (or in Table 4.17). In the subsequent discus-
sion, simulated responses mean results of the model using the estimated parameters. 
As the DVL (Doppler velocity log) sensor was not working during the time of the 
experiment, it was not used. The velocity plots for the experiments were obtained 
through differentiation of the position data using an explicit Runge–Kutta formula. 
It  is a one-step solver; that is, in computing y(t), it needs only the solution at the 
immediately preceding time point, y(t−1). For this reason, the Runge–Kutta is the 
default solver used for the ROV model with continuous states.

In the pool tests, the ROV (Figure 4.57) is supplied with a 230 VAC electrical 
power via an umbilical cable, which also carries the communication and video signal 
lines. The control system embedded inside the ROV consists of an industrial controller 
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TABLE 4.20
Parameters Used in Nonlinear RRC ROV Dynamic
[13] Parameters [14] Values

[15] Mass inertia matrix (rigid body) 

[16] 
M

115.0000 0 0 0 0 0
0 115.0000 0 0 0 0
0 0 115.0000 0 0 0
0 0 0 6.1000 0.00016 0.1850
0 0 0 0.00016 5.9800 0.0006
0 0 0 0.1850 0.0006 5.5170

zz =
− −

−
−

























[17] Weight of ROV/Center of gravity [18] W = 115 kg, rG = xG,yG,zG]T = 0,0,0]T

[19] Mass inertia matrix (added mass) 

[20] 
M

21.1403 0 0 0 0 0
0 51.7012 0 0 0 0
0 0 924510 0 0 0
0 0 0 3.6191 0 0
0 0 0 0 2.6427 0
0 0 0 0 0 2.3033

A = −

























[21] Coriolis and centrifugal matrix (rigid body)

[22] 
w v

w u
v u

C (v)
0 115.0000 115.0000

115.00004 0 115.0000
115.00004 115.0000 0

12 =
−

−
−

















[23] 

g v g

g g

g g

C (v)

0 0.0006 0.185 5.5170 0.0006 0.0002 5.9800

0.0006 0.185 5.5170 0 0.1850 0.0002 6.100

0.0006 0.0002 5.9800 0.1850 0.0002 6.100 0

22 =

− + σ + σ − σ −
− σ − σ σ + + σ

− σ + σ + − σ − − σ
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[24] Coriolis and centrifugal matrix (added mass)

[25] 
C v

v v
v v
v v

v v
v v v
v v v

( )

0 0 0 0 924510 51.7013
0 0 0 924510 0 211400
0 0 0 51.7013 211403 0
0 924510 51.7013 0 2.3033 26427

924510 0 21.1403 2.3033 0 3.6191
51.7013 211403 0 26427 3.6191 0

A =

−
−

−
− − σ

− −
− − σ

























[26] Hydrodynamic damping matrix

[27] 
D

17.20 0 0 0 0 0
0 38.06 0 0 0 0
0 0 72.50 0 0 0
0 0 0 1.665 0 0
0 0 0 0 1.456 0
0 0 0 0 0 1.180

= −

























[28] Center of buoyancy (CB)

[29] 
T

1 1 0 0
0 0 0.707 0.707
0 0 0.707 0.707
0 0 0.293 0.293

0.016 0.016 0.012 0.012
0.31 0.31 0.012 0.012

=

−

−
− − −

− −

























[30] Thruster configuration [31] xG–xE,yG–yF,zG–zF]T = 0,0,–0.048]T
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(an AMD 5×86-133 processor with 6 MB RAM) running a QNX real-time operating 
system (QNX-RT OS), thrusters’ drivers, and a navigation and controller module. All 
control algorithms were coded in C-language and that include the thrusters’ driver 
for the thrusters’ speed and direction control and the navigation module such as the 
velocity doppler, magnetic compass and pressure sensors. The graphic user interface 
(GUI) with a joystick provides the real-time command input to move the ROV, and to 
direct the orientation of the pan-tilt mechanism of the camera via RS232 or LAN. The 
outputs from the navigation sensors were saved in the main PC for offline analysis.

The ROV was designed to be tested in the desired directions, with minimum 
effects due to the tether. The tether was arranged in such a manner that it would 
not pose an external disturbance to the ROV during the motion. For example, when 
conducting experiments for surge, the ROV needs to be maintained at a certain depth 
and only the horizontal thrusters are activated to provide only the forward motion. 
Input voltages to the thrusters were recorded and the vehicle responses were obtained 
using the sensors suite given in Table 4.21.
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FIGURE 4.56 Simulation block diagram of the real model of the ROV.

FIGURE 4.57 ROV setup for pool test.
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In the surge DOF test, the ROV was commanded to move 5 m forward (see 
Figure 4.58) with speed of 0.3 m/s as shown in Figure 4.59. At time equal to zero, 
the vehicle is static, so a relatively large force input as seen in Figure 4.60 is required 
to overcome the vehicle inertia. After around 4 s, when the vehicle is moving at 
0.3 m/s, the force of 20 N is required to overcome the inertia of the vehicle. The sim-
ulated results match the experiment results when the ROV travels around 5 m for-
ward. The maximum error is less than 0.5 m or 10% of the travel distance. However, 
the match between the simulated responses and experimental results is still quite 
reasonable.

For the heave DOF test, the vehicle is fully submerged to a depth of about 1.3 m 
initially. The vehicle is made to hover at depth of about 1.3 m for 40 seconds before 
moving deeper to 2.6 m. During the hovering period, a thrust of 12 N as shown in 
Figure 4.61 is needed. As the ROV is designed to be neutral buoyant in water, the 
buoyancy force is identified to be 12 N. As shown in Figures  4.62 and 4.63, the 
 simulated position and velocity responses follow the measured response closely.

TABLE 4.21
Scaled Up Hydrodynamic Parameters for Surge, Heave, and Yaw of the ROV 
[61-62] 

Axis
Mass/Moment 

of Inertia Added Mass Linear Drag Quadratic Drag Buoyancy

Surge 115 kg 21.4 kg 17.2 N/ms−1 106.032 N/(ms−1)2 0

Heave 115 kg 51.7 kg 72.5 N/ms−1 104.4 N/(ms−1)2 12 N

Yaw 9.6 kg-m2 2.3 kg-m2 1.2 Nm/rads−1 7.5 Nm/(rads−1)2 0
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FIGURE 4.58 Experimental versus simulated position in a positive surge movement [61-62].
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For the yaw DOF test, the ROV was commanded to rotate 4.8 radians or 275 
degrees within 5 seconds as shown in Figure 4.64. The ROV maintained a fixed 
heading for about 10 seconds. The position and velocity simulated responses in 
Figures  4.65 and 4.66 match reasonably well with the experimentally measured 
responses. Compared with the surge and heave, the results of the simulation and the 
experiment measurements of yaw are slightly better as the hydrodynamic force is 
lower in this direction.

In conclusion, the free-decay test has been proposed to identify the hydrodynamic 
parameters of the ROV obtained from the WAMIT and ANSYS-CFX. The test uses 
the pendulum swing motion to identify the added mass and the drag coefficients 
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FIGURE 4.59 Experimental versus simulated speed in a positive surge movement [61-62].
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in surge, heave, and yaw directions. The responses of the real model simulation 
compared relatively well with the experimentally measured responses of the ROV 
in the pool test. The surge direction results appear the worst, although the estimated 
parameters compared favorably with the CFD results. A possible reason is the large 
hydrodynamic forces in this direction and this could imply the possibility of uncer-
tainty in the parameters obtained. Besides, the effect of the tether can be dominant 
as the distance increased from its initial starting position. According to Whitcomb 
and Yoerger [76], an estimate of the cable tension is about 10 N. With the maximum 
force generated by thrusters of about 50 N, the tether force may contribute up to 20% 
of the total forces and moments applied to the ROV. However, the force exerted by 
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FIGURE 4.61 Thrust for heave verification [61-62].
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FIGURE 4.62 Experimental versus simulated depth in a heave movement [61-62].
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the tether is not easy to predict as the cable may form different curvature during the 
ROV motion and the dynamics are time varying.

As the simulated responses are obtained using the parameters estimated from 
the proposed free-decay methods and subsequently scaled up to the real ROV, the 
free-decay test in the water tank has shown here could be one of viable alternative 
to estimate some pertinent hydrodynamic parameters at the early phase of ROV devel-
opment. Although the experiment setup is considered to be simple, it estimates the 
hydrodynamic parameters in an intuitive manner without exhaustive instrumentation, 
manpower, and facilities. In particular, it is useful for the researcher if the test facili-
ties are not easily available. Besides, the CFD method is quite useful and economical 
to estimate the hydrodynamic coefficients, especially during the design stages.
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However, the nature and setup of this method imposes a constraint on the maxi-
mum size and speed of the ROV in which the parameters can be determined. 
Experiment errors could result if the motion is inappropriately constrained in 
the plane of motion and the test conditions are not properly set up. For example, 
fluid surrounding the scaled ROV needs to be unbounded. It indirectly implies that 
the water tank experiment is not acceptable since it is not large enough to be con-
sidered as unbounded. However, the data obtained can be used as a first estimation 
of the ROV model for subsequent control systems design. Nevertheless, for control 
design purposes, there is always a need to first consider a simplified nominal model 
and later an additive perturbation bounds on the model to represent the associate 
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FIGURE 4.65 Experimental versus simulated yaw movement [61-62].
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modeling errors. However, the parameters have to be tested and compared with 
existing method in the literature.

Lastly, the accuracy of the hydrodynamic coefficients estimated in this study can 
be improved by using the GPS antenna, ballast releaser, obstacle detection sonar, 
and transponder (SSBL). In addition, it would be preferable to increase the size 
of the simulation domain if more computational power were available. Also, the 
hydrodynamic interaction between the thrusters and the rest of the body is strong, 
so the effects of the thrusters while the thrusters are operating must be considered. 
Detailed work on the effects of the operating thrusters in CFD will be carried out in 
future work. Sensitivity study of the ROV to variations in the hydrodynamic param-
eters needs to be analyzed.
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5 Control of a Remotely 
Operated Vehicle

5.1 NONLINEAR ROV SUBSYSTEM MODEL

Remotely operated vehicles (ROVs) have become an important tool in diverless 
 subsea operations. This is mainly because of the increased operating range and 
depth. In addition, operation endurance and less risk to human life are also important 
factors. Especially in the offshore industry, ROVs have become indispensable. Most 
oil companies are using such vehicles for various underwater problems in all parts of 
the oil/gas production line such as: deep water drill rig support, pipeline survey (see 
Figure 5.1), shallow water rig support, and deep water platform inspection, mainte-
nance and repair (IMR).

Many of the tasks require that the ROVs are equipped with manipulator arms to 
perform object handling, assembling/operation of underwater apparatus,  underwater 
welding, and so forth. ROVs are usually connected to a surface ship by a tether, 
through which all communication is wired. It often receives power through the 
tether. Drag from the tether will influence the vehicle’s motion, and may represent 
some disturbances and energy loss. Hence, besides the model uncertainties and 
 nonlinearities, external disturbances such as the tether drag force could influence 
the maneuverability of the vehicles. Thus, there are numerous controllers designed to 
control the ROVs under these adverse conditions during the ROV’s pipeline  tracking; 
just to name a few controllers: proportional-integral-derivative (PID)  control, 
 adaptive  control, sliding-mode control, hybrid switching control, neural network 
control, fuzzy control, model predictive control, and many other control schemes.

These controllers are often used due to different reasons. For example, it is 
 difficult to fine-tune the control gains during underwater cruising. Therefore, it is 
sometimes desirable to have an adaptive ROV control system that has a self-adaptive 
ability when the control performance degrades during operation due to changes in 
the dynamics of the ROV and its environment. Some engineers prefer to use a fixed 
model-based type to control the ROV and set a perturbation bound on its nominal 
model. This creates some robustness in the control system if the model does not 
deviate too much from the preset bound. However, there are many of the ROV’s 
tasks, which cannot be handled by preprogrammed artificial intelligence. Human 
skill, judgment, and experience are still required when unpredictable tasks are to be 
performed. For ROVs, which are controlled in six degrees of freedom (DOFs), local 
autonomy is required up to some extent. Simultaneously, six DOF station keeping 
or tracking of pipelines is difficult to perform for human operators. Hence, the need 
for local intelligence is increased. Supervisory control has become an important aid 
for high-level teleoperation of ROVs. Besides, the ROV motions are highly coupled. 
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In order to reduce the motion coupling, a decoupled maneuver control scheme is 
often used. The ROV could move either in a horizontal plane or in a vertical plane. 
Thus, considering only a few degrees of freedom at a time decouples the motions. 
This reduces the  number of controllable degrees of freedom involved in control sys-
tem design.

With that, a station-keeping model is used to describe the ROV dynamic  during 
point stabilization on the pipeline while the horizontal and vertical plane mod-
els are used for pipeline tracking. Recall, the roll and pitch motions are not fully 
 actuated as the thrusters are positioned in the ROV such that the contributions to 
these motions are not dominant. In this context, the RRC ROV is underactuated 
since there are insufficient sets of thrusters (only four thrusters) to fully maneuver 
the ROV in the six DOFs. However, the unactuated roll and pitch rates are stable and 
they can be left uncontrolled in the subsequent control system design since they will 
not destabilize the system stability and nominal performance. This is mainly due to 
the  metacentric height being sufficiently large to provide adequate static stability to 
enable the  gravitational and buoyancy force to act as self-restoring moments in these 
unactuated motions. The same phenomena can be observed in some working ROVs 
where the roll and pitch are also self-stabilizable. Intuitively, this reduces the number 
of DOFs for control as the additional thrusters needed for these unactuated states 
are not required. Hence, it significantly reduces the computational  complexity for 
 subsequent control system analysis and design without affecting the generic dynamic 
of the ROV.

5.1.1 Station-Keeping Model

A station-keeping model is used to describe the ROV dynamic during the  hovering or 
(commonly known as) stabilization about equilibrium. As the roll and pitch motions 
are unspecified in the equilibrium and they are asymptotically stable and bounded, 
they are neglected in the station-keeping mode. It mainly involves four DOFs such 
as: surge, sway, heave, and yaw. In this section, the nominal and perturbed models 
for the station-keeping dynamics are formulated.

The nominal nonlinear dynamic equation of the station-keeping model can be 
written as:

 m X u X u Y m vr( ) ( )u u v x�� �− + + − = τ  (5.1a)

FIGURE 5.1 ROV performing underwater pipelines tracking.
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 m Y v Y v m X ur( ) ( )v v u y�� �− + + − = τ  (5.1b)

 m Z w Z w( )w w z��− + = τ  (5.1c)

 I N r N r Y u X u v( ) ( )z r r v u�� � �− + + − + = τψ (5.1d)

The kinematics equation can be written as:

 = ψ − ψx u vcos sin�  (5.2a)

 = ψ + ψy u vsin cos�  (5.2b)

 =z w�  (5.2c)

 ψ = r�  (5.2d)

In compact form, the nonlinear dynamic equation in (5.1a) through (5.1d) can be 
written as (variables labeled with subscript s):

 v M C v D v M[ ( ) ]s s s s s s s s
1 1� ττ= − + +− −  (5.3)

where

 u v w rv T F u, [ , , , ]x y zs s s T

T Tττ=   = = τ τ τ τψ

in which

  u F, ,T
4 4 4∈ℜ ∈ℜ ×

 T

1 1 0 0
0 0 sin sin

0 0 cos cos

sin sin

s =
β − β
β β

γ −γ α β −α β





















;
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�

�
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The kinematics equation in (5.2a) through (5.2d) can be written as compact form:

 ηη ηη= J v( )s s s s�  (5.4)

where

   ηη ηη= ψ



 =

ψ − ψ
ψ ψ





















x y z Jand ( )

cos sin 0 0

sin cos 0 0

0 0 1 0
0 0 0 1

s s s

T

.

Equations (5.3) and (5.4) can be rewritten in state-space form:

 = +t tx f x g u( , ) ( , )s s s s�  (5.5)

where
xs = [ηsvs]T and 

 tf x
J v

M C v D v
( , )

( )

[ ( ) ]
s s

s s s

s s s s s
1

ηη
=

− +











−  (5.6)

and

 tg u
0

g g g g T F u
( , )s

s1 s2 s3 s4 s T

3 1

= 





















×
 (5.7)

where

 
m X m Y

g g
1

0 0 0 ; 0
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0 0
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T T
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=
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; (5.8)
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� �
 (5.9)

The corresponding perturbed model due to hydrodynamic model uncertainties 
can be written in the form:

 = + + ∆t t tx f x g u d x u( , ) ( , ) ( , , )s s s s s s�  (5.10)

where

 

t t td x u f x g u

0

M D C v v

0

M T F u

( , , ) ( , ) ( , )

[ ( )]

s s s s s

A A s s A s T

4 1

1

4 1

1

∆ = ∆ + ∆

=
∆ ∆ + ∆













+
∆













×
−

×
−

 (5.11)

are the system uncertainties in the hydrodynamic added mass and damping forces 
terms. The upper bound of ∆MA, ∆CA(vS) and ∆D can be obtained in Section 4.7.

5.1.2 Horizontal and Vertical plane SubSySteM ModelS

From the ROV mass inertia, centripetal, and Coriolis matrices, it can be seen that the 
nonlinear ROV motions are highly coupled, although the roll and pitch motions are 
designed to be self-stabilizable. To further reduce the motion coupling, adopting a 
decoupled (see Figure 5.2) maneuver scheme is suggested: moving with a  horizontal 
plane motion whereby the vehicle is first steered at constant forward speed along 
a straight line that passes through the desired target points at a certain vehicle 
 orientation. At the end of this horizontal plane motion, the vehicle is switched to 
a vertical plane motion: it maintains a constant orientation (heading) and follows a 
straight line with a change in altitude.

X

Y

ψ

z = const

Horizontal
plane X

Z

y = const

Vertical
plane

θ

FIGURE 5.2 Horizontal (left) and vertical plane (right) motion.
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Thus, considering only a few degrees of freedom at a time decouples the motions. 
This reduces the number of controllable degrees of freedom involved in subsequent 
control system analysis and design. With that, the subsystems become actuated.

In summary, the ROV motions can be decoupled into two simple subsystems such 
as the:

• Horizontal plane subsystem: Velocity states (u, v, r) and position states 
(x, y, ψ).

• Vertical plane subsystem: Velocity states (u, w, q) and position states 
(x, z, θ).

These represent the ROV at different plane maneuvering conditions. To begin 
with, the total mass inertial matrix can be written as:

 

M M M

93.8597 0 0 0 0 0
0 63.3000 0 0 0 0
0 0 22.5490 0 0 0
0 0 0 2.4809 0.0002 0.1850
0 0 0 0.0002 3.3373 0.0006
0 0 0 0.1850 0.0006 7.2867

RB A= +

=
− −

−
−

























 (5.12)

Extracting the rows and columns of the two subsystem’s DOFs in (5.12) gives the 
total mass inertial matrix of the two subsystems as:

 M
93.8597 0 0

0 63.3000 0
0 0 7.2867

h =
















 (5.13)

 M
93.8597 0 0

0 22.5490 0
0 0 3.3373

v =
















 (5.14)

The horizontal plane model describes the ROV dynamic during longitudinal 
motion that encompasses three DOFs such as: surge, sway, and yaw. The roll, pitch, 
and heave velocities are bounded as the ROV is following along the X-axis with z a 
constant (that is = =w w 0� ) and at a constant surge velocity that defines the horizon-
tal plane dynamic. With the origin of the ROV coinciding with the center of gravity, 
the nominal horizontal plane dynamic can be written as:

 − − + − = τm X u X u Y m vr( ) ( )u u v x�� �  (5.15a)
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 − − + − = τm Y v Y v m X ur( ) ( )v v u y�� �  (5.15b)

 − − + − + = τψI N r N r Y u X u v( ) ( )z r r v u�� � �  (5.15c)

The dynamics in u and v are coupled with r, respectively. The kinematics equation 
becomes:

 = ψ − ψx u vcos sin�  (5.16a)

 = ψ + ψy u vsin cos�  (5.16b)

 ψ = r�  (5.16c)

The dynamics of the horizontal plane (denoted by subscript h) subsystem as seen 
in (5.16a) through (5.16c) can be written in compact form:

 ττ+ + =�M v C (v )v D vh h h h h h h h  (5.17)

where

 ηη = ψ



 =  x y u v rv, ,h h

T T
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γ −γ α β −α β

















The kinematics equations of motion in the vertical plane, (5.16a) through (5.16c), 
can be written as:

 ηη ηη=� vJ ( )h h h h   (5.18)
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where

 J ( )

cos sin 0

sin cos 0

0 0 1

h hηη =
ψ − ψ
ψ ψ

















  (5.19)

Equations (5.17) and (5.18) can be rewritten in state-space form:

 = +� t tx f x g u( , ) ( , )h h hh  (5.20)

where

  xh = [ηhvh]T

 tf x
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M C v D v
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[ ( ) ]
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1

ηη
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 tg u
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3 1
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The corresponding perturbed model can be written in the form:

 t t tx f x g u d x u( , ) ( , ) ( , , )h h h h h h� = + + ∆  (5.21)

where

 

t t td x u f x g u
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are the system uncertainties in the hydrodynamic added mass and damping forces 
terms. The upper bound of ∆MA, ∆CA(vh), and ∆D can be obtained from Chapter 4.
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On the other hand, the vertical plane model describes the ROV dynamic during 
altitudinal motion that involves three DOFs such as: surge, heave, and pitch. Now, 
the roll, pitch, and yaw velocities are bounded as the ROV is moving along the Z-axis 
with a constant y (i.e., = =v v 0� ) defining the vertical plane motion dynamic. The 
nominal vertical plane dynamic for both the translational and rotational direction 
can be written as:

 − − + − = τm X u X u m Z wq( ) ( )u u w x�� �  (5.22a)

 − − + − = τm Z w Z w X m uq( ) ( )w w u z�� �  (5.22b)

 − − + − + − θ = τθI M q M q Z X uw z z W( ) ( ) ( ) siny q q w u G B�� � �  (5.22c)

The kinematics equation becomes:

 = θ + θx u wcos sin�  (5.23a)

 = − θ + θz u wsin cos�  (5.23b)

 θ = q�  (5.23c)

The dynamics of the vertical plane (denoted by subscript v) as seen in (5.22a) 
through (5.22c) can be written in compact form:

 ηη ττ+ + + =�M v C (v )v D v G ( )v v v v v v v v v v  (5.24)

where

 x z u w qv, ,v v

T T
ηη = θ  = 





 T F u , andx zv v T

T
ττ = = τ τ τ



θ

 
�

�

�

m X

m Z

I M
M

0 0

0 0

0 0
,

u

w

y q

v =
−

−
−

















 
�

�

� �

m Z q

X m u

Z X u

C v( )

0 ( ) 0

0 0 ( )

0 ( ) 0

,
w

u

w u

v v =
−

−
−



















210 Computer-Aided Control Systems Design

 

X

Z

M
D

0 0

0 0

0 0

u

w

q

v = −

















 T

1 1 0 0
0 0 cos cos

cos cos
v = β β

−ε −ε α β −α β

















 
z z W

G
0
0

( ) sinG B

v =
− θ

















The kinematics equations of motion in the vertical plane, (5.23a) through (5.23c), 
can be written as:

 ηη ηη= J ( )vv v v v�  (5.25)

where

 J ( )
cos sin 0
sin cos 0
0 0 1

v vηη =
θ θ

− θ θ
















 (5.26)

Equations (5.24) and (5.25) can be rewritten in state-space form:

 t tx f x g u( , ) ( , )v v v� = +  (5.27)

where
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The corresponding perturbed model can be written in the form:

 = + + ∆� t t tx f x g u d x u( , ) ( , ) ( , , )v vv v v  (5.28)
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where
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are the system uncertainties in the hydrodynamic added mass and damping forces 
terms. The upper bound of ∆MA, ∆CA(vv) and ∆D can be obtained from Section 4.7.

5.2 LINEAR ROV SUBSYSTEM MODEL

It is useful to comprehend the open-loop dynamic properties of the ROV RRC prior 
to the closed-loop control system design. Since vast established tools have been pres-
ent for linear system analysis, for a preliminary analysis, a linearized model of the 
ROV at different operating conditions such as, station-keeping condition, horizontal 
and vertical plane are provided.

The linear equations of motion are obtained by linearization of the nonlinear 
ROV equations about a time-varying reference trajectory or an equilibrium point, 
for instance:

 t u t v t w t p t q t r tv ( ) [ ( ) ( ) ( ) ( ) ( ) ( ) ]o o o o o o
T

o =  (5.29a)

 t x t y t z t t t t( ) [ ( ) ( ) ( ) ( ) ( ) ( ) ]o o o o o o
T

oηη = ϕ θ ψ  (5.29b)

Let the perturbation from the reference trajectory vo(t) and ηo(t) be described by 
the differentials:

 ∆v(t) = v(t) − vo(t) (5.30a)

 ∆η(t) = η(t) − ηo(t)  (5.30b)

 ∆τA(t) = τA(t) − τAo(t) (5.30c)

Introducing the following vector notation:

 Fc(t) = C(v)v (5.31a)

 Fd(t) = Dv (5.31b)

This implies that the ROV nonlinear equation can be linearized according to,

 
ηη

ηη
ηη ττ∆ + ∆ + ∆ + ∆ = ∆
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� d

d

d

d
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M v
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Perturbating the kinematic equations yield:

 J v v( )[ ]o o o
� �ηη ηη ηη ηη+ ∆ = + ∆ + ∆  (5.33)

Substituting J v( )o oo
�ηη ηη=  into this expression implies that:

 J v J J v( ) [ ( ) ( )]o o

J

o o

*

�
� ����� �����ηη ηη ηη ηη ηη ηη∆ = + ∆ ∆ + + ∆ −  (5.34)

Linear theory implies that second-order terms can be neglected. Hence,

 J v J v( ) ( , )o o o
*�ηη ηη ηη ηη∆ = ∆ + ∆  (5.35)

Defining x1 = ∆v and x2 = ∆η, yields the following linear time-varying model:

 ττ+ + + =� t t tMx C x D x G x( ) ( ) ( )1 1 1 2 A  (5.36a)

 = +� t tx J x J x( ) ( )2 1 2
*  (5.36b)

where
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 J(t) = J(ηo(t))

 J*(t) = J*(vo(t),ηo(t)) (5.37)

Now, the linear state-space model of the ROV can be formulated. Defining 

x x x ,T T
1 2= 



  we obtain the following state-space model:
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 (5.38)

This can be written in abbreviated form as:

 ττ= +tx A( )x B A�  (5.39)
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In many ROV applications, it is reasonable to assume that the neutrally buoyant 
(W = B) ROV is moving in the vertical plane. In this condition, the steady-state linear 
and angular components are assumed as: vo = po = qo = ro = 0 and that the equilib-
rium point is defined by the zero roll and pitch angles, that is φo = θo = 0. Hence, the 
time-varying matrices for the vertical plane motion (defined by certain uo, wo) with a 
fixed heading angle ψo is simplified to the following constant matrices:

 

�

�

�

�

�

�

m X

m Y

m Z

I K I I

I I M I

I I I N

M

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0

0 0 0

0 0 0

u

v

w

xx p xy xz

xy yy q yz

xz yz zz r

=

−
−

−
− − −

− − −
− − −



























 (5.40)

 

X

Y

Z

K

M

N

D

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

u

v

w

p

q

r

= −



























 (5.41)

 

�

� �

�

�

� �

�

m Z w

m Z w m X u

m X u

m Z w

m Z w m X u

m X u

C

0 0 0
0 0 0
0 0 0
0 ( ) 0

( ) 0 ( )

0 ( ) 0

0 ( ) 0

( ) 0 ( )

0 ( ) 0

0 0 0
0 0 0

w o

w o u o

u o

w o

w o u o

u o

= −
− − −

− −













−
− − −

− −












 (5.42)

 z B

z B

G

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0

0 0 0 0 0

0 0 0 0 0 0

B

B

= −
−

























 (5.43)



214 Computer-Aided Control Systems Design

If we assume that ψo is constant and φo = θo = 0, the kinematic transformation 
matrix J takes the form:

 J

cos( ) sin( ) 0 0 0 0

sin( ) cos( ) 0 0 0 0

0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

o o

o o

=

ψ − ψ
ψ ψ

























 (5.44)

whereas J* = 0. Consequently, the linear time-invariant model for both velocity 
x1 and position x2 can be written as:

 x Ax B Aττ= +�  (5.45)

or
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where A and B are constant matrices.
On the other hand, the time-varying matrices for the horizontal plane motion can 

be obtained by using the following constant C matrix (and the remaining matrices 
are identical to the case of the vertical plane motion):
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5.3 NONLINEAR ROV CONTROL SYSTEMS DESIGN

In this section, various control systems designs are used to control the positions and/or 
velocities of the RRC ROV. We show the basic of the control systems  algorithms and 
how they can be modeled and simulated using MATLAB/Simulink software. The 
disturbance due to the parametric uncertainties and external disturbances such as 
underwater currents are not considered. However, in the control systems design like 
the sliding mode and state-feedback linearization method or even the proportional– 
integral–derivative (PID) and fuzzy-logic control, the disturbances are assumed to 
be known and included as nonlinear terms that are eventually canceled or attenuated 
during the design stage. Throughout the simulation, the ROV was commanded to 
move diagonally in the X-Y plane, that is xd = yd = 5m.

5.3.1 MultiVariable pid control deSign

The Proportional–Integral–Derivative (PID) controller is the most widely used con-
troller structure in industrial applications. Its structural simplicity and sufficient 
ability for solving many practical control problems have greatly contributed to this 
wide acceptance. Over the past decades, many PID design techniques [77] have been 
proposed for industrial use or even on the ROV. Most of these design techniques are 
based on simple characterizations of process dynamics, such as the characteriza-
tion by a first-order model with time delay. In spite of this, for plants having higher 
order such as a ROV, there are very few generally accepted design methods existing. 
Robust performance design is one of fundamental problems in control. The  problem 
of robust performance design is to synthesize a controller for which the closed-
loop system is internally stabilized and the desired performance specifications are 
 satisfied despite plant uncertainty.

Most existing ROV systems use a series of single-input, single-output (SISO) 
 controllers of the PID type where each controller is designed for one DOF. In this 
case, the RRC ROV has six DOFs and hence it should have six PID controllers. This 
implies that the controller gains matrices: Kp, Kd, Ki in the PID-control law, which 
becomes:

 ∫= + + τ τ












+ t t du T K e K e K e( ) ( ) ( )

t

p d i

0

 (5.48)

where e(t) is the position error vector and T+ is the Moore–Penrose pseudo-inverse 
matrix. The pseudo-inverse is used for ROV where the thruster configuration matrix 
T is nonsquare, that is, there are equal or more control inputs than controllable DOFs. 
It represents an optimal distribution of control energy for each DOF. The simplified 
result is computed using TT(TTT)−1.

In Simulink, the PID controller can be modeled as shown in Figure 5.3. As the roll 
and pitch are self-stabilizable, we are not controlling these DOFs. The PID  controller 
block diagram uses the controller as shown in (5.48). In Figure 5.3, it should be noted 
that the form of the PID control law used by Simulink is not the typical form that 
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most control engineers use. The PID controller can be found by right-clicking the 
icon and Select>Look under Mask to reveal the actual controller representation in 
Figure 5.4. Here, the P, I and D refer to the respective positive controller gains in the 
PID-control law.

Below is a short note on the selection of the solver prior to the ROV  simulation. The 
ROV differential equations can be solved by ODE Solvers such as ODE23, ODE45, 
ODE23s, ODE113, or ODE15s. However, the routine can potentially cause problems 
because many optimization routines depend on computing the gradient, the change 
of the function value when it is perturbed. When the function value is determined 
by the numerical solution of an ODE, the function value may not depend smoothly 
on the perturbation. If you move the perturbation up a little bit, the  function moves 
one way; if you move it up a little bit more, the function may move the opposite way. 
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FIGURE 5.3 PID controller for four DOFs.
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FIGURE 5.4 Details of PID controller under mask.
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This nonsmoothness is caused by the variable step size used by the ODE solvers. 
It is possible, however, to eliminate the error checking done by the ODE Solver by 
forcing the solver to take fixed steps. This eliminates the need for error checking 
to choose a step size, but may cause accuracy problems. For a fixed-step simulation 
with the ODE Suite, you can use ODESET to turn up both the RelTol and the AbsTol 
to large values (e.g., 1), and set the MaxStep and the InitialStep to some fixed-step 
value. For this book, the solver options used are fixed as follows: variable-step type, 
ODE45 (Dormand–Prince solver and relative tolerance of 0.001). The configuration 
parameters settings can be seen in Figure 5.5. It shows a simulation time of 60 s, 
which can be changed depending on the system requirements.

As shown in Figure  5.6, the PID controller is modeled using Simulink. The 
 saturation block diagram is used to limit the thrust outputs from the  thrusters. 
The four inputs on the left-hand side are the desired position inputs. In this  simulation, 
the ROV was commanded to move diagonally in X-Y plane, that is xd = yd = 5m. The 
PID controllers receive the error signals and provide the control action to the ROV. 
The respective PID controller gains used for the four DOFs are as follows:

 Surge direction: Kp,1 = 2, Kd,1 = 0.5, Ki,1 = 0.5;

 Sway direction: Kp,1 = 3, Kd,1 = 0.5, Ki,1 = 0.5;

 Heave direction: Kp,1 = 3, Kd,1 = 0.5, Ki,1 = 0.5;

 Yaw direction: Kp,1 = 2, Kd,1 = 0.5, Ki,1 = 0.5.

The position and velocity time responses of the ROV can be seen in Figures 5.7 
and 5.8. The ROV is able to position itself to the desired inputs. The velocities do not 

FIGURE 5.5 Configuration parameters setting for simulation.
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exceed 0.2 m/s during the maneuvering. The velocities of the ROV decrease to zero 
after it has reached the target positions at around 50 s. As seen in the figures, the roll 
and pitch DOFs are stable without any control action.

We will demonstrate how to improve designs by estimating and tuning the 
PID Simulink model parameters using numerical optimization. Simulink Design 
Optimization toolbox offers a comprehensive interface for setting up and running the 
optimization problems in Simulink. Using Simulink Design Optimization enables 
you to reduce the time to calibrate a model and tune a compensator such as a PID 
controller, and helps you ensure a better system design of the ROV as compared to a 
trial and error method that is time consuming and inefficient. The initial PID gains 
are required for the optimization toolbox to run. In this case, the controller gains 
were set equal to the previous PID value. The desired output response, in particu-
lar, the surge and sway position responses were bounded as shown in Figures 5.9 
and 5.10, respectively. The optimization began by selecting the Optimization/
Start command in Figure  5.10. After a few runs, the optimized PID gains are 
obtained as shown (Figure 5.11).

 Surge direction: Kp,1 = 2.1107, Kd,1 = 0.5029, Ki,1 = 0.0315;

 Sway direction: Kp,1 = 3.000, Kd,1 = 0.5000, Ki,1 = 0.5022;

 Heave direction: Kp,1 = 3.000, Kd,1 = 0.5001, Ki,1 = 0.5001;

 Yaw direction: Kp,1 = 2.0135, Kd,1 = 0.4886, Ki,1 = 0.5805.
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FIGURE 5.9 PID gains optimization process in Simulink Design Optimization Toolbox.
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By simulating the PID control system using the optimized gains, the position time 
responses can be seen in Figure 5.12. The position and velocity time responses (see 
Figure 5.13) have improved with less oscillation. The settling time for the surge position 
has significantly decreased and it is shown to reach its steady-state values in a shorter 
time period. As seen in both position and velocity plots, the roll and pitch DOFs are 
stable without any control action. Further improvement on the time responses can be 
made by tightening the desired bound in the responses to achieve better time responses.

However, most ROV systems for offshore applications use only simple P, PD, and 
PI controllers for automatic heading and depth control since it is difficult to measure 
the velocity vector. A standard PID controller in (5.48) can be improved by using the 
vehicle kinematics together with gravity compensation. Now, let the control law be 
chosen as just a simple PD-control law (instead of the PID controller) where the term 
Gf(η) is included to compensate for gravity and buoyancy, that is:

 ηη ηη ηη ηη= − ++u T [J ( K e J ( K J( G () ) ) )]T
p

T
d f  (5.49)

where e = ηd−η is the tracking error and the PD gains should be positive or diagonal 
(if the matrices are used).

FIGURE 5.10 Desired signal bound input (for surge direction).

FIGURE 5.11 Desired signal bound input (for sway direction).
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FIGURE 5.13 Simulated velocity time responses.
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This control law is motivated from time differentiation of a Lyapunov function 
candidate:

 = +V v, e v Mv e K e( )
1
2

( )T T
p  (5.50)

which yields

 ηη= −V v [Mv J ( K e) )T T
p

� �  (5.51)

Here we have used the fact that ηη ηη= − = −e J v( )� � . Substituting the vehicle  dynamics 

into this expression for V� , yields:

 ηη ηη= − − −�V v [Tu D v v G J K e( ) ( ) ( ) ]T
f

T
p  (5.52)

Notice that vTC(v)v = 0 for all ∈ℜv 6. From this it is seen that the proposed 
PD-control law with appropriate choices of = >K K 0p p

T  and >J K J 0T
d  ensures 

that:

 ηη ηη= − + ≤V v [D v J K J v( ) ( ) ( )] 0T T
d

�  (5.53)

This means that the power is dissipated passively by the damping matrix D and 
actively by virtual damping matrix JT(η)KdJ(η). We now only have to check that 
the system cannot get stuck at V equal to zero, whenever e ≠ 0. From the preceding 
equation, we see that =V 0�  implies that v = 0. Hence, substituting the control law 
into the vehicle dynamics yields:

 ηη= −v M J K e( )1 T
p�  (5.54)

Consequently v� will be nonzero if e ≠ 0 and =V 0�  only if e = 0. Therefore, the 
system cannot get stuck and the system-state vector η will always converge to ηd in 
view of V→0.

As shown in the above equations, Euler’s transformation matrix requires  transpose 
and inverse operations. Hence, the transpose of Euler’s transformation matrix is 
given by:

 J
J

J
( )

( ) 0

0 ( )
2

1
T

2

2
T

2

T ηη
ηη

ηη
=













 (5.55)

where

  c(.) = cos, s(.) = sin, t(.) = tan.
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The inverse of Euler’s transformation matrix yields:
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The derivative of Euler’s transformation matrix yields:

 �
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and the following parameters in (5.60) are given by:

 = − ψ ψ θ − ψ θ θJ s c c s( ) ( ) ( ) ( )11 � �;
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 = − ψ ψ ϕ + ψ ϕ ϕ − ψ ψ θ ϕ + ψ θ θ ϕ + ψ θ ϕ ϕJ c c s s s s s c c s c s c( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )12 � � � � � ;
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 = ψ ψ θ + ψ θ θJ c c s s( ) ( ) ( ) ( )21 � � ;
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� � ;
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 = ϕ ϕ θ + ϕ + θ θ = − ϕ ϕ θ + ϕ + θ θJ c t s t J s t c t( ) ( ) ( )[1 ( )] ; ( ) ( ) ( )[1 ( )]45
2

46
2� � � � ;

 = − ϕ ϕ = − ϕ ϕJ s J c( ) ; ( )55 56� � ;

 = ϕ ϕ
θ

+ ϕ θ θ
θ

= ϕ ϕ
θ

+ ϕ ϕ θ
θ

J
c

c

s s

c
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s

c

c s

c

( )
( )

( ) ( )
( )

;
( )
( )

( ) ( )
( )

65 2 66 2

� � � �
.

The block diagram of the PD controller using the vehicle kinematics and the  gravity 
compensation is shown in Figure 5.14. The block diagram is quite  similar to the one 
using the PID except the PD controller with the vehicle  kinematics  represented by 
the transpose of Euler’s transformation matrix is used. The  controller block diagram 
uses the controller as shown in (5.49). The controller gains for each DOF are given 
as: Kp = 1, Kd = 0.8. The details of the transpose of Euler’s  transformation matrix 
for the translational motion (i.e., J1 matrix) can be seen in Figure  5.15a through 
Figure 5.15e. A similar method can be applied for the J2 matrix as well.

As Simulink works on column/row vector manipulation, Euler’s transformation 
consists of two submatrices: J1 and J2 representing the columns 1 to 3 and 4 to 6, 
respectively. Each matrix has three rows of parameters as shown in Figure 5.15b. The 
values of rows 1 to 3 can be shown in Figure 5.15c through Figure 5.15e,  respectively. 
This is not the only method for modeling a matrix in Simulink; however, it is an 
intuitive method for simulation and trouble shooting purposes.

In this simulation, the ROV was commanded to move diagonally in the X-Y plane, 
that is, xd = yd = 5m. By simulating the PD controller that uses the vehicle  kinematics 
and gravity compensation type, the position and velocity time responses can be 
 plotted in Figures  5.16 and 5.17. The position and velocity time responses have 
improved with less oscillation. But the steady-state error has increased by around 
2 m and the heave position has a steady-state error of 4 m. The error may be due to 
the  numerical error resulting from the transpose of Euler’s transformation matrix. 
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As seen in the figures, the roll and pitch DOF are stable without any control action. 
Further improvement can be made by tuning the PD controller gains.

5.3.2 Sliding-Mode control

In this section, the sliding-mode controller [78] is used. In this control scheme, we 
need to define a sliding surface in terms of error. Any states reaching the sliding 
surface imply that the states have converged to the desired value. Let this error be 
denoted by ηη ηη ηη= − d� . The sliding surfaces are then given by ηη ηη= + λs �� �  where 
bandwidth λ > 0. The Lyapunov function candidate can be written as such:

 =V ts s Ms( ( ))
1
2

T   (5.61)

The time derivative yields:

 =V ts s Ms( ( )) T� �  (5.62)

Here ηη ηη= + λMs M( )� �� �  since ηη ηη= =0, 0d d�� �  and ηη ηη ηη= +J( v J( v) )�� � � , it can be writ-
ten as:

 

� � � �

� �

V t

t

s s M J v J( v

s M J( M [ C v v D v v G f v

s M J( M TF u J( v

( ( )) [ ( ) ) ]

{ ) ( ) ( ) ( , )]

[ ) ) ]}

T

T 1
f

T
T

1

ηη ηη ηη

ηη ηη

ηη ηη ηη

( )

= + + λ

= − − − +

+ + + λ

−

−

 (5.63)

where f(v, t) is the perturbation on the damping and added mass terms.
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The control law can be defined as:

 ηη( )= + + − − − −− + t K K Ku F T C v v D v v G f v s s v[ ( ) ( ) ˆ( , ) sgn( ) ]T s sd svf
1

controller� ����� �����
 (5.64)

where k, kd, kv are the controller gains and sgn(s) is given by:

 
for

for
s

s

s
sgn( )

1, 0

1 0
=

+ ≥
− <






 (5.65)

Substituting the control law into V�  yields:

 ηη ηη= − − − + ∆ + + λV t K K K ts s M s s v f v J v( ( )) [ sgn( ) ( , ) ( ) ]s sd sv
T� � �  (5.66)

where

  ∆ = −t t tf v f v f v( , ) ( , ) ˆ( , ). For =t tf v f v( , ) ˆ( , ), V�  becomes:

 ηη ηη= − − − + + λV t K K Ks s M s s v J v J v( ( )) [ sgn( ) ( ) ( ) ]s sd sv
T� �  (5.67)

Choose Ks, Ksd, Ksv large enough, ηη ηη≥ + λK I J J( ) ( )sv 6
�  and λ is small such 

that ≤V ts( ( )) 0� . Notice that ηηJ( )�  and ηηJ( )  do not exceed 1 and v(t) is small, 
≤ ⇒ ≤V V t0 ( ) 0�  and therefore s is bounded. This implies that V��  must be uniformly 

continuous. Application of Barbalat’s lemma shows that s→0 and thus ηη → 0�  as t→∞.
This technique can yield perfect tracking with price “excessive discontinuous 

switching” across s(.) = 0 or chattering. In order to avoid chattering, a boundary 
layer around the s(.) = 0 surface with thickness ΦΦ ΦΦ∈ℜ >( (.) 0)6  is adopted. While 
the vehicle dynamics remain “inside” this boundary layer, no switching is made but 
interpolation takes place. If the region outside the layer is reached then switching is 
carried out according to

 sat
for

for
s /

s / s /

s / s /
( )

sgn( ), 1

1
ΦΦ

ΦΦ ΦΦ

ΦΦ ΦΦ
=

≥

<






 (5.68)

In the above expression, we avoid s(.), Φ(.) notation, for the sake of simplicity and 
the absolute function |.| and the division operations are to be evaluated element-wise. 
The control law becomes:

 ηη ΦΦ( )= + + − − − −− + t K sat K Ku F T C v v D v v G f v s / s v[ ( ) ( ) ˆ( , ) ( ) ]T s sd svf
1  (5.69)

The Simulink block diagram for the sliding-mode control can be seen  in 
Figure  5.18. It consists of a subsystem to compute the sliding surface, s (see 
Figure  5.19) and a subsystem to compensate for the nonlinear function f(.) 
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in  Figure  5.20. The  controller in Figure  5.21 is used to control the ROV to the 
desired position (xd = yd = ≈5m), and it has the following parameters: Ks = 26; Ksv = 42; 
Ksd = 37. The sliding-mode control works as follows: the tracking error is negative 
(positive), indicating that the position is too small, the control input is increased 
(decreased) in order to increase the output. The “energy” of the system diminishes 
slowly as it reaches the sliding surface (near to zero tracking error).

In order to avoid chattering, a boundary layer around the sliding surface with 
thickness Φ is adopted. In this simulation, the ROV was commanded to move 
diagonally in the X-Y plane, that is, xd = yd = 5m. By simulating the sliding-mode 
controller, the position and velocity time responses can be seen in Figures 5.22 
and  5.23. As compared to the previous control systems design, the simulation 
time was extended to 600 s for clarity. As shown in the switching method used, it 
yields good tracking but with excessive discontinuous switching or chattering as 
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seen in the velocity plots. With the use of the boundary layer around the sliding 
surface, the chattering has disappeared and results in less oscillatory responses 
in the velocity as observed in Figure 5.23. As seen in Figure 5.22, the responses 
have improved with less overshoot but the settling times have increased. As seen 
in the figures, the roll and pitch DOFs are stable without any control action. 
Further improvement can be made by tuning the sliding-mode controller gains.

5.3.3 Velocity State-FeedbacK linearization

The basic idea with feedback linearization [79] is to transform the nonlinear systems 
dynamics into a linear system. Conventional control techniques like pole placement 
and linear quadratic optimal control theory can then be applied to a linear system. 
In robotics, this technique is commonly referred to as computed torque control. 
Adaptive computed torque control has been applied to robot manipulators and to 
underwater vehicles by Fossen [60]. In this book, the feedback linearization is eas-
ily applicable to underwater vehicles. We will discuss application to the body-fixed 
reference frame only.

The control objective is to transform the vehicle dynamics into a linear system =v av�  
where av can be interpreted as a commanded acceleration vector. The body-fixed vec-
tor representation should be used to control the vehicle’s linear and angular velocities. 
Consider the nonlinear ROV dynamics (4.14) that can be  compactly expressed as:

 ηη ττ+ =Mv N v( , ) A�  (5.70a)
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where the nonlinear function:

 N(v, η) = C(v)v + D(v)v + Gf(η) (5.70b)

The nonlinearities can be canceled out by simply selecting the control law as:

 τA = Mav + N(v, η) (5.71)

where the commanded acceleration vector av can be chosen by pole placement or 
linear quadratic optimal control theory, vd is the desired linear and angular velocity 
vector and = −v v vd�  is the velocity tracking error. Then, the commanded accelera-
tion vector:

 = − λa v vv d� �  (5.72)

obtains the first-order error dynamics:

 − = − + λ − = + λM v a M[v v (v v M(v v( ) )] )v d d� � � �� �  (5.73)

The reference model is simply chosen as a first-order model with time constants 
and τv as the commanded input vector. Note that in steady state:

 ττ=
→∞

tvlim ( )
t

d v   (5.74)

The Simulink block diagram for the state feedback controller can be seen in 
Figure  5.24. It consists of a subsystem to compute the commanded acceleration 
vector (see Figure 5.25) and a subsystem to compensate for the nonlinear function 
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in Figure  5.26. The state feedback linearization controls the ROV to the desired 
velocity (ud = vd = 5m/s), with the first-order error dynamic (characterized by time 
 constant = 2 s and gain λ = 100).

By simulating the velocity state-feedback linearization controller, the position 
and velocity time responses can be seen in Figures 5.27 and 5.28, respectively. As 
compared to the previous control systems design, the simulation time was reduced 
to 15 s for clarity. As observed in the velocity plots, the surge and sway velocity 
reaches 5 m/s in 2 s. It exhibits a good response for a first-order system. On the 
other hand, the positions show a divergent response as the velocities were main-
tained at 5 m/s. As observed in the figures, the roll and pitch DOFs are stable with-
out any control action. Further improvement on the time responses can be made 
by tuning the time constant and gain terms. Besides controlling the velocity, the 
position of the ROV can be made to follow a desired error dynamic. The position 
state-feedback  linearization controller (not shown here) can be used to control the 
position as well.
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5.3.4 Fuzzy logic control

There have been various efforts to develop the controller for the URV, which include 
both the (conventional) linear and the (modern) intelligent control schemes. Intelligent 
control methods, which include neural networks (NN), sliding mode (SLC), and 
fuzzy logic controllers (FLC) are more robust and are able to adopt the hydrody-
namic uncertainties. In addition, they exhibit excellent immunity to disturbances. 
Although intelligent control is very promising for URV application, it requires 
 substantial computational power, due to the complex decision-making processes. 
For example, an FLC has to deal with fuzzification, rule-based storage,  inference 
mechanism and defuzzification operations. Despite these issues, it is known that an 
FLC has a simple control structure and offers a higher degree of freedom in tuning 
its control  parameters compared to other nonlinear controllers [80].

The system under control is described in terms of some linguistic variables. The 
control tasks are performed by using some rules set forth in a rule base. The infer-
ence rule used is a fuzzy inference scheme. As seen in Figure 5.29, it takes three 
steps to design a fuzzy controller: fuzzyfication, inference rules, and defuzzyfica-
tion. In the first step, the values obtained through a sensor are transformed into 
values of the corresponding linguistic variable ranging from 0 to 1. The second step 
performs the fuzzy inference giving the linguistic values of the control variables. 
In the third step, these linguistic values are transformed to the numerical value of 
the control variable in order to perform the required task. After executing the three 
steps, the controller is fine-tuned in an iterative way.

First, the FLC has two linguistic input variables, sometimes called controlled 
inputs, namely error (e) and the change of error (e�). The error and change of error 
fuzzy sets each have seven membership functions as shown in Figure  5.30 (top). 
The triangular and trapezoidal membership functions for inputs have seven lin-
guistic variables defined as: Negative Big (NB), Negative Medium (NM), Negative 
Small (NS), Zero (Z), Positive Small (PS), Positive Medium (PM), and Positive Big 
(PB). As observed, all linguistic variables have the same widths. PL and NL are the 
 saturation limits imposed on the FLC.

On the other hand, the linguistic output variable is the voltage applied to the 
thrusters. The output membership functions have seven singleton functions as shown 
in Figure 5.30 (bottom). It has the same linguistic variables like NB, NM, NS, Z, PS, 
PM, and PB. The singleton is represented by an individual point in the output space. 

Fuzzi�er
(inputs and outputs

membership functions)

Inference rules
(rules table) DeFuzzi�er

Analog
inputs

Analog
outputs

Outputs MIN-MAX Weighted Average

FIGURE 5.29 Fuzzy logic controller design flow.
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Truncation of singletons results in reduction of the input. For example, for PM equal 
to 0.5, the singleton value can be 0.5 instead of 1 as shown in Figure 5.30 (bottom).

The fuzzy inference operation or process is implemented by using 49 rules 
(or  If-Then statements). The min-max (or implication-aggregation) compositional 
rule of inference and the weighted average method have been used in the defuzzifier 
process based on the Sugeno inference process. For example:

• If e(t) is NL AND e t( )� is NS Then u is 0.75.
• If e(t) is NL AND e t( )� is NM Then u is 0.75.
• If e(t) is NL AND e t( )� is NL Then u is 0.75.
• …………………………………………………

and go on for all inputs.
Here the AND method truncates the output fuzzy set (that is, the minimum of the 

linguistic variables). Conversely, if the OR operator is used, it selects the maximum 
of the two variables. Similarly, the fuzzy inference process can be captured by the 
fuzzy interference diagram as shown in Figure 5.31.

For reference, the rule table for the Sugeno type is shown in Table  5.1. The 
49  rules are created on a two-dimensional space of the phase-plane ( �e e, ). As 
observed in the table, the rule table has the same output membership in a diagonal 
direction, which is known as the Toeplitz structure.

Now, how to model and simulate the fuzzy logic as mentioned above? We will 
be building it using the graphical user interface (GUI) tools provided by the Fuzzy 
Logic Toolbox. Although it is possible to use the Fuzzy Logic Toolbox by work-
ing strictly from the command line, in general it is much easier to build a system 

–0.99 0.99–0.66 0.66–0.33 0.330

–0.75 0.75–0.5 0.5–0.25 0.250

NL PLNM PMNS PSZ

NL PLNM PMNS PSZ

FIGURE 5.30 Input (top) and output (bottom) membership functions for a Sugeno type.
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graphically. There are five primary GUI tools for building, editing, and observing 
fuzzy inference systems in the Fuzzy Logic Toolbox: the Fuzzy Inference System 
(FIS) Editor, the Membership Function Editor, the Rule Editor, the Rule Viewer, and 
the Surface Viewer. These GUIs are dynamically linked, in that changes you make 
to the FIS using one of them, can affect what you see on any of the other open GUIs. 
You can have any or all of them open for any given system.

First, type the following after the MATLAB command prompt.

>> fuzzy

The FIS Editor will pop up as shown in Figure 5.32. Note that the Sugeno FIS 
was chosen.

The next step is to create the inputs membership functions for e and e�. This is 
followed by creating the output membership function for the control voltage to the 
thruster. The completed membership functions can be seen in the Membership 
Function Editor in Figure 5.33.
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FIGURE 5.31 Fuzzy interference diagram.

TABLE 5.1
Rule Table with Toeplitz Structure for Sugeno

  ė
e

PL PM PS Z NS NM NL

NL 0 0.25 0.5 0.75 0.75 0.75 0.75

NM 0.25 0 0.25 0.5 0.75 0.75 0.75

NS 0.5 0.25 0 0.25 0.5 0.75 0.75

Z 0.25 0.5 0.25 0 0.25 0.5 0.75

PS 0.75 0.25 0.5 0.25 0 0.25 0.5

PM 0.75 0.75 0.25 0.5 0.25 0 0.25

PL 0.75 0.75 0.75 0.25 0.5 0.25 0
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The FIS is not completed until the rules in Table 5.1 are implemented in the Rule 
Editor as seen in Figure 5.34.

As shown in Figure  5.34, there are 49 rules or IF-Then statements. To display 
the rules graphically, the Rule Viewer in Figure 5.35 is used. It displays a roadmap 
of the  whole fuzzy inference process. It is based on the fuzzy inference diagram 
described in the previous section. You see a single figure window with 49 small plots 

FIGURE 5.32 FIS Editor.

FIGURE 5.33 Membership Function Editor.
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FIGURE 5.34 Rule Editor.

FIGURE 5.35 Rule Viewer.
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nested in it. Each rule is a row of plots, and each column is a variable. The first two 
columns of plots show the membership functions referenced by the antecedent, or 
the If part of each rule. The third column of plots shows the membership functions 
referenced by the consequent, or the Then part of each rule.

The control surface in three-dimensional view can be plotted using the Surface 
Viewer as shown in Figure 5.36. For each input e and �e, the corresponding output 
can be plotted. The FIS is commonly known as a two-input, one-output fuzzy-logic 
system. As seen in Figure 5.36, the Sugeno control surface can closely approximate 
a linear surface.

Besides plotting the surface using the GUI or the Surface Viewer, the user can 
select to export to workspace or file so that the data can be used later for plotting 
in the MATLAB command prompt. To do this, select File/Export/To Workspace in 
Figure 5.36. Then name the workspace as: rov_fuzzy_Sugeno and click OK as 
seen in Figure 5.37.

Now, in the MATLAB command prompt, type the following to generate the 
 surface plot without the gray background in Figure 5.38.

>> a=readfis('rov_fuzzy_Sugeno')
>> gensurf(a)

And other useful commands such as showing the inputs and output membership 
functions and displaying the rules in MATLAB command prompts can be seen as 
follows.

>> getfis(a,'output',1)
>> plotmf(a,'input',1)
>> plotmf(a,'input',2)
>> showrule(a)

FIGURE 5.36 Surface Viewer.
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FIGURE 5.37 Exporting data to workspace using the FIS Editor.
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FIGURE 5.38 Surface plot using the MATLAB command prompt.
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Besides using the GUI of the Fuzzy Logic System and MATLAB commands, 
the Fuzzy Logic Toolbox in Simulink can also be used to simulate FLC. In another 
words, it can be integrated into simulations with Simulink. Prior to that, the FLC 
designed through the FIS Editor is transferred to the MATLAB Workspace by the 
same command Export to Workspace. Then, the Simulink environment pro-
vides a direct access to the FLC through the Simulink Library as shown in Figure 5.39. 
Figure 5.40 shows the Simulink diagram of the Fuzzy Logic controller (FLC).

In the simulation, the FLC system controls the ROV to the desired velocity (xd = 
yd = 5m). It consists of a subsystem to compute the commanded voltage vector (see 
Figure 5.41) for the thrusters and a subsystem that contains the fuzzy logic controller 
as shown in Figure 5.42. The remaining block diagrams belong to the ROV models. 
As noticed in Figure 5.42, there are six ports for each linguistic variable and each 
has a fuzzy logic controller attached in series with it. The remaining block diagrams 
in Figure 5.40 for the open-loop ROV are similar.

By simulating the fuzzy-logic control system, the position and velocity time 
responses can be seen in Figures 5.43 and 5.44, respectively. As observed in the 
position plots, the surge position reaches 5 m in a shorter time period as compared 
to the sway position. It exhibits less oscillation during maneuvering. The surge 
and sway velocity reduce to zero as the positions reach the desired values. As 
observed in the figures, the roll and pitch DOFs are stable without any control 
action. Further improvement on the time responses can be made by adjusting the 
rules table values.

FIGURE 5.39 Fuzzy Logic Controller function from Simulink library.
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FIGURE 5.41 Simulink block diagram for FLC.
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FIGURE 5.43 Position time responses of FLC—Sugeno type.
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FIGURE 5.44 Velocity time responses of FLC—Sugeno type.
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5.3.5 caScaded SySteM control on tHe reduced roV Model

Due to the nature of pipeline inspection that involves position tracking and hovering 
at points on the pipeline (to locate the actual location of a pipe’s leakage or crack), a 
control system structure that is able to perform both tracking and stabilization at the 
same time is needed. To address this, the cascaded control system to perform simul-
taneous stabilization (using the inner loop) and position tracking (using the outer 
loop) is proposed as seen in Figure 5.45. The control system design for a full six-
DOF operation becomes more involved as the ROV dynamics are nonlinear, highly 
coupled in motion, underactuated, and susceptible to hydrodynamic uncertainties. In 
particular, performance can suffer significantly when the vehicle executes nonlinear 
and modes-couplings maneuvers.

To begin, the cascaded structure for the RRC ROV systems needs to be estab-
lished. In the cascaded structure, there is an inner loop for stabilization and a cas-
caded loop for position tracking.

The inner loop equation represents the dynamics during the station-keeping oper-
ation whereby the ROV’s body-fixed velocity is regulated about the desired velocity. 
The velocity error states, = u v w p q rx [ ]e e e e e e2e

T in the inner loop equation can be 
defined as:

 x2e = x2d − x2 (5.75)

where = u v w p q rx [ ]d d d d d d2d
T  is the desired velocity states vector and 

= u v w p q rx [ ]2
T  is the actual velocity state vector x2. The inner loop equations 

for the full-order ROV system can be written as:

 = +t tx f x g u x( , ) ( , , )2e 2e 2e I 2e2e�  (5.76)

where ∈ℜ4uI  is the inner-loop control law with roll and pitch velocity uncontrolled.
The outer loop equation, on the other hand, represents the ROV dynamics during 

its pipeline tracking maneuver that requires the ROV to move in either a horizontal 
or vertical plane.

Outer
controllers

Desired
position input

+
–

+
–

Disturbance

Velocity

Position

Inner
controllers

ROV
System

FIGURE 5.45 Cascaded system control.
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In ROV tracking control, it is convenient to compute the tracking error in the 
body-fixed frame as shown in Figure 5.46 as:

 x1e = J−1(x1)(x1d−x1) (5.77)

where = φ θ ψx y zx [ ]d d d d d d1d
T  is the desired position states, = φ θ ψx y zx [ ]1

T  
is the estimate of position state x1 and (x1d −x1) is the position tracking error in 
the earth-fixed frame. The J−1(x1) is the inverse of Euler’s transformation (and its 
dependence of x1 is not shown in (5.77) for clarity). The tracking error dynamic, x1e�
becomes:

 
= − − + −

= − + −

−1 −1 −1

−1 −1

x J J J x x J x x

J Jx J x x

[ ( )] ( )

( )

1e 1d 1 1d 1

1e 1d 1

�� � � �

� � �
 (5.78)

where =x J x x( )1d 1 2d� , and =x J x x( )1 1 2� . Note that the components of the vector x1e 

correspond to the error in the ROV longitudinal direction, the cross-track error, the 
altitude error, roll, pitch, and heading error. On the other hand, the outer loop equa-
tions for the full-order system can be written as:

 � tx f x x u( , , , )1e 1e 1e 2e o=  (5.79)
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FIGURE 5.46 Tracking error in body-fixed frame.
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or alternatively, as = +t tx f x g x u( , ) ( , , )1e 1e 2e 1e 1e o�  where the ∈ℜ4uo  refers to the 
control law. Note that the former equation as it involved one less variable term, 

tg x u( , , )1e 1e o needs to be used. Since the roll and pitch rate is not controlled, its 
angles are not controlled as well.

We will work on the four DOFs model where the velocity state vector becomes: 
= ψx y zx [ ]s1

T and position state vector becomes: = u v w rx [ ]s2
T. The corre-

sponding error state vectors are reduced to four, which are denoted by a  subscript s.
The inner control law uI  has the following form as shown below. The inner loop 

controller makes the state velocity error go to zero and keeps it small until the ROV 
reaches the desired position in space. In order for the cascaded system to work, the 
inner loop must be able to react faster than the outer loop. With that in mind, a simple 
proportional control is used for the inner loop.
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The outer control law uo  has the following form as shown below.
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 (5.81)

where the constants in Equation (5.81) are the proportional and integral controller 
gains.

The block diagram of the PI-P cascaded controller is shown in Figure 5.47. The 
block diagram is quite similar to the one using the PID except the PI and P controller 
are used instead. As observed in the cascaded control system, there is an inner-loop 
and outer-loop control. For the inner loop, the velocity states are used as inputs to the 
P controller. As for the outer loop, the position states are used for the PI controller. 
The PI controller gains for outer loop are given as: Kpx = 2; Kpy = 2; Kpz = 3; Kpψ = 2 
and Kix = Kiy = Kiz = Kiψ = 0.5. The P controller gains for the inner loop are as follows: 
Kpu = 2; Kpv = 3; Kpw = 3; Kpr = 2. The tuning of the PI/P gains can be performed using 
the numerical optimization tool such as the Simulink Design Optimization Toolbox 
as mentioned earlier.
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The position and velocity time responses of the ROV can be seen in Figures 5.48 
and 5.49. The ROV is able to position itself to the desired inputs. However, it can be 
observed that the position and velocity are quite oscillatory during the transient stage 
and there are some overshoots in the surge and sway position responses. The veloci-
ties do not exceed 0.7 m/s during the maneuvering. The sway velocity of the ROV 

0

2

4

6

8

10

12

x 
(m

)

1

0

2

3

4

5

6

7
Position Response

y (
m

)

–0.2
–0.3

–0.1

0

0.1

0.2

0.3

0.4

0.5

z (
m

)

0 50 100 150 200 250 300
–0.35

–0.3

–0.25

–0.2

–0.15

–0.1

–0.05

0

0.05

Time (sec)
0 50 100 150 200 250 300

Time (sec)
0 50 100 150 200 250 300

Time (sec)

0 50 100 150 200 250 300
Time (sec)

0 50 100 150 200 250 300
Time (sec)

0 50 100 150 200 250 300
Time (sec)

φ 
(r

ad
)

–0.5 –0.5

–0.4

–0.3

–0.2

–0.1

0

0.1

0.2

0.3

θ 
(r

ad
)

0

0.5

1

η 
(r

ad
)

FIGURE 5.48 Position time responses of cascaded controller (xd = yd = 5m).
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FIGURE 5.49 Velocity time responses of cascaded controller.
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decreases to zero after it has reached the target positions at around 100 s while the 
surge velocity remains quite oscillatory until 300 s. As seen in the figures, the roll 
and pitch DOFs are stable without any control action.

5.4 LINEAR ROV CONTROL SYSTEMS DESIGN

During the station keeping, the controller has to keep the vehicle at about the equi-
librium position or orientation. Under this situation, the vehicle dynamics can be 
linearized about this equilibrium position as shown in Section 5.2 As the results of 
the linearization about the equilibrium point: uo = 0.5m/s, wo = 0.5m/s, ψo = 0.75rad, 
the linear time invariant model (of twelve orders) for both velocity x1 and position x2 

can be written in the state-space model as shown in (5.45).
For velocity control, the sixth-orders state-space model is used instead. By 

 controlling the velocity of the ROV, the position of the ROV can be controlled  indirectly. 
The state-space equation for the position states can be obtained by performing Euler’s 
transformation on the velocity states. Equation (5.45) can be reduced as follows.

 ττ= +x A x B A11 1�   (5.82)

where A and B are constant matrices defined by = − +−A M C D( )11
1  and 

B M
0

1

1

=












−
,

respectively. Here,

 

A

0.2042 0.0000 0.0875 0.0000 0.1183 0.0000
0.0000 0.5934 0.0000 0.2065 0.0000 0.7597
0.0883 0.0001 3.5971 0.0000 2.0790 0.0000
0.0002 2.8467 0.0007 0.8451 0.0000 0.5951
3.4252 0.0028 14.6789 0.0000 0.0692 0.0001
0.0006 14.4847 0.0027 0.0802 0.0000 0.2384

11 =

− − −
− − −

− − −
− − − −
− − − −

− − −

























 

B

0.0107 0.0107 0.0000 0.0000
0.0009 0.0009 0.0156 0.0156
0.0001 0.0001 0.0314 0.0314
0.0089 0.0089 0.1313 0.1313

0.0065 0.0065 0.0017 0.0017
0.0972 0.0971 0.0068 0.0068

1 =

− − − −
− −

− −
− −

− −
− −

























As seen in the nonlinear control of the ROV, we did not consider the thruster 
dynamics due to the following reasons. In Chapter 4, the thruster’s time constant 
is about 0.5 second and is relatively shorter than the ROV response time (due to 
large  inertia). The thruster dynamic can be ignored as it is not as dominant as 
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 compared to the ROV dynamic. Besides, in order not to lose the insight of the ROV’s 
nonlinear behavior, the thrusters’ dynamics are not considered. Unfortunately, this 
will not be true in a real system. The thrust response is affected by the dynamics 
of the actuators and the drive system. There will also be a loss of thrust efficiency 
due to disturbances in the water inflow to the thruster blades, caused by thrust-to-
thrust and thrust-to-ROV surface interactions, and ROV velocities. In this section, 
the dynamics model of the actuator will be considered in the linear controller design.

All thruster model parameters were measured experimentally using the test rig 
as shown in Figure 4.52. By using a simple first-order thruster model dynamic of the 
thrust over the voltage input, the response can be approximated as:

 =
+

∆fF
0.97

0.02s 1
I TT 4  (5.83)

where I4 is a 4 × 4 identity matrix and

 

f

1.00 for input 40volt

0.82 for input 30volt

0.60 for input 20volt

0.33 for input 10volt

T∆ =

=
=
=
=











The value of ΔgT between each voltage interval is assumed to vary linearly, that is, 
ΔgT = 0.91 for 35 volts. Two different models for forward and reverse thrust are used. 
As shown in Figure 4.54, only the forward thrust in response to 20, 30, and 40 volts 
are shown. The model steady-state responses are almost in good agreement with those 
observed in the experiments. The approximated transient response, however, does not 
match very well during the transient stage. However, it is observed that most oscillations 
diminish within 0.5 s that is, relatively shorter than the ROV dynamics response time 
and hence the steady-state value is relatively important than the transient responses. 
The open-loop system for the ROV can be seen in Figure  5.50. As observed, there 
are four inputs and the dynamics of the ROV are defined by the state-space matrices 
{A11,B1,C1,D1} where C1 is an identity matrix and D1 is a null matrix. Note that the posi-
tion responses are obtained through the linear Euler’s transformation matrix in (5.44).

5.4.1 inHerent propertieS oF linear roV SySteM

Before designing a controller for the RRC ROV, inherent properties such as open-loop 
stability, right-half plane (RHP) zero, and system interactions have to be  examined. 
Since the RRC ROV is unlikely to travel more than uo = 0.5m/s, wo = 0.5m/s, ψo = 
1.57rad(=90°), the following conditions are used. The open-loop RRC ROV system 
is evaluated at the equilibrium condition: uo = 0.5m/s, wo = 0.5m/s, ψo = 0.75rad.

Open-Loop Stability Test. First, by examining eigenvalues of the linear 
 system model, it is found that the system is completely stable, since there are no 
 eigenvalues with positive real parts (for all velocities range: uo ≤ 0.5m/s, wo ≤ 0.5m/s, 
ψo  ≤  0.75rad). Besides, wide disparity in the eigenvalues indicates that the ROV 
 system consists of a very fast (i.e., thruster dynamic) and slow modes (i.e., ROV 
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dynamic): –1.8233 ± 5.2698i, – 0.5005 ± 3.3995i, –0.2239, –0.6759, –50, –50, –50, –50. 
This phenomenon can also be observed in the open-loop time response in Figure 5.51 
where all outputs settled to their steady-state values as time increased. The responses 
match the nonlinear system quite well except for the heave velocity. The error is 
around 0.01 m/s or 2% of the maximum velocity of the vehicle. The sway, roll, pitch, 
and yaw rate are quite small in magnitude and the errors are negligible.
The MATLAB commands used are as follows:

 % State-space matrices
AA=[-inv(M)*(C+D)]  % 6x6
BB=[inv(M)*T]  % 6x4
CC=eye(6)  % 6x6
DD=zeros(6,4)  % 6x4

 % System matrix for ROV
sys_rov=ss(AA,BB,CC,DD);
[Ass,Bss,Css,Dss]=ssdata(sys_rov);

 % Transfer function matrix of 1st order Thruster model
GT=tf([0.97],[0.02 1])
G44=[GT 0 0 0; 0 GT 0 0; 0 0 GT 0; 0 0 0 GT];
invT=pinv(T);
G44_thruster=G44*invT;
sys_thruster=canon(G44_thruster,'modal')
[AT2,BT2,CT2,DT2]=ssdata(sys_thruster);

 % Eigenvalues
eig_AA_rov=eig(Ass)
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LHP/RHP Zeros Test. Since RHP zeros, in particular, are undesirable due to 
their effect on the system behavior such as nonminimum phase phenomena and 
high gain instability in the system time responses, a knowledge of their presence 
is essential. By examining the open-loop RRC ROV system model, no zeros were 
detected.

%transmission zero
trans_zeros_rov=tzero(sys_rov)

Roll and Pitch Stabilizable. Vehicle roll and pitch motions are self-regulating 
as they correspond to the two directions for which the vehicle has some degree of 
self-restoring capabilities provided by the buoyancy and gravitational force vec-
tors forming a restoring couple in roll and pitch directions. As long as the roll and 
pitch motions are not excessive and when the thrusts from all the thrusters reduce 
to zero, the gravitational and buoyancy moments will eventually restore the ROV 
to rest state in these two directions. On the other hand, the surges, sway, heave, and 
yaw motions are not self-regulating and hence left to be control (see Section 5.4.2). 
For the reader’s information, the roll and pitch response are plotted as shown in 
Figure 5.51.

Interaction Test. Due to the highly coupled nature of the RRC ROV, dynam-
ics system interaction analysis on the linear model was performed. An interac-
tion test using Rosenbrock’s row diagonal dominance [81] with Gershgorin discs 
superimposed on the diagonal elements of the system frequency response was 
performed. These plots shown in Figure 5.52 indicates that the system is highly 
interactive over all frequencies (1–100 rad/s), as observed from the increasing 
size of the discs in diagonal elements in all rows. The increasing size of the disc 
implies that the off-diagonal terms are more dominant than its diagonal terms. 
Note that in order to achieve diagonal dominance, either row or column domi-
nance is sufficient.

Minimization of Interaction. To minimize the control effort required for a 
highly coupled system, preconditioning (i.e., to obtain a more diagonal domi-
nance) on the ROV system is favorable to subsequently facilitate controller design. 
By using the Direct Nyquist Array with the Gershgorin discs superimposed, the 
higher the interaction, the larger is the diameter of the Gershgorin disc at each 
frequency.

Edmunds Scaling. Various design scaling methods such as Edmunds scaling 
[82], one-norm [37] and Perron–Frobenius (PF) scaling [30] are compared at a scal-
ing frequency, w = 0.1 rad/s. Similarly, the row dominance ratio of each scaling is 
compared and found that the Edmunds scaling is smaller compared to the two  scaling 
methods. Therefore, the Edmunds scaling is chosen. This is reflected in less concen-
tration of Gershgorin discs at the origin of the plot, as shown in Figure 5.53. This 
Edmunds scaling algorithm gives the same scaling independently of the  ordering of 
the inputs and outputs with pre- (Pree) and post- (Poste) compensators that provide 
both scaling and I/O pairings as indicated by the resulting nonunity permutation 
matrices in (5.84) and (5.85).
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 % Evaluate system matrix at w1
w1=0.1;
Gw1=evalfr(sys_tot,w1);
 % One-norm scaling
[pre1,post1,Gs1]=scale(Gw1,2);
 % Edmund scaling (gs=post*g*pre)
[pre1e,post1e,gs1e,blocks1e,block1e]=normalise(Gw1);
 % Perron-Frobenius scaling
[pfval1p,pre1p,post1p,gs1p]=speron(Gw1);
 % Check whether open loop system is decoupled?
sys_tot_1=post1*sys_tot*pre1;
sys_tot_e=post1e*sys_tot*pre1e;
sys_tot_p=post1p*sys_tot*pre1p;
 % Gershogrin disk
figure 1)
G_tot=post1e*G_tot*pre1e;
run gerdisk_66
 % Step response
figure 2)
step(sys_tot_e)
 % Block diagonal dominance (a/f Edmund scaling)
run block_diag
figure 3);
semilogx(s,ratio_sv,'r');
title('Block Diagonal Dominance Measure of the System');
xlabel('Frequency (rad/s)');
ylabel('Gain');
drawnow

Post

0 30.7505 0 0 0 0
0 0 0 0 0 3.0016
0 0 0 0.4472 0 0
0 0 27.7808 0 0 0

6.4536 0 0 0 0 0
0 0 0 0 10.6608 0

e =

























 (5.84)

Pre

0 0 0 0 1.9543 0
0 5.9556 0 0 0 0
0 0 0 0 0 3.4537
0 0 14.3728 0 0 0
0 0 0 106.5182 0 0

1.282 0 0 0 0 0

e =

























 (5.85)

As shown in the step responses in Figure 5.54, the input-output reordering using 
the Edmunds scaling resulted in two diagonal blocks of larger amplitude, composed 



263Control of a Remotely Operated Vehicle

of the linear and angular velocities (reordered as: sway, surge, heave, yaw rate, roll 
rate, and pitch rate) without interference with each other.

Note that the row refers to the output and the column refers to the commanded 
optimal distribution of control input. For example, the first step response diagram in 
position (1,1) of Figure 5.54 indicates the result of the first input on the first output 
response in surge.

Block Diagonal Dominance. In Figure 5.54, it can be seen that the ROV system 
can somehow be grouped into two blocks of 3 × 3 in size. To obtain a good row diag-
onal dominance may be difficult and therefore, a block diagonal dominance concept 
can be adopted.

Instead of examining each individual element in each row (column) for row (col-
umn) diagonal dominance, a group of elements of different sizes known as a block 
can be tested for diagonal dominance. This is known as the block diagonal domi-
nance measure of the system. Suppose that the TFM of the RRC ROV is partitioned 
into several interconnected subsystems ×G s( )ij

k k :

 G G

G G

ii
3 3

ij
3 3

ji
3 3

jj
3 3















× ×

× ×
 (5.86)

where superscript 3 × 3 and subscript i, j refer to the size of the partitioned block 
and elements in the block, respectively. The matrix G(s) is considered to be block 
diagonal dominant if the gain of the diagonal blocks dominates the gain [48] of 
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the off-diagonal blocks. To test this block diagonal dominance of G(s), the gains of 
the subblocks of G(s) are determined as follows. For diagonal block Gii :-

 
σ =

=

≠
G

G x
x

G

( ) min

smallest singular value of

x
ii

ii

ii

0  (5.87)

To verify that the RRC ROV system is now block-diagonal dominant, Figure 5.55 
shows the block dominance measure of the system before and after the Edmunds 
scaling using σ G( ). Figure 5.55 indicates that the system becomes more block diago-
nal dominant, as the value decreases from 1.9 × 10−2 to 2.5 × 10−5. Hence, the first 
3 × 3 blocks containing the linear velocities are decoupled from the remaining blocks 
of angular velocities.

5.4.2 lQg/ltr controller deSign

The LQG design, which uses an optimal state estimator, destroys the robustness mar-
gin that is achieved in the LQR case. However, with the use of LTR [35]  technique, the 
robustness properties can be recovered. When the plant is a minimum phase system 
and the cost function weights are chosen so that R = I and = qQ B B1 1

T2 , it has been 
shown that for the open-loop transfer function for the LQG problem approaches, that 
the LQR problem as q→∞. This suggests a method in control system design, which 
is known as the LQG with LTR. The following steps are adopted for the LQG/LTR 
design.
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Solve the algebraic Riccati equation (ARE) for Pf using:

 + + − =−A P P A Q P B R B P 011
T

f f 11 f 1
1

1
T

f  (5.88)

Determine the optimal state-feedback gain, F (using lqr.m) using:

 = −F R B P1
1
T

f  (5.89)

Solve the filter algebraic Riccati equation (FARE) for Pe using:

 ΓΓ+ + − =−A P P A P C V C P 0T
e e 11

T
e 1

T
1 e1

1
11  (5.90)

where the V1 = E[v(t)vT(t)] represents the measurement noise matrix and the E is a 
statistical expectation operator.

Determine the optimal state estimator gain, Fe

 = −F P C Ve e 1
T

1
1  (5.91)

Weight Selection: The Q matrix is typically selected as CTC, which reflects 
weighting of the states on the outputs. The matrix Qe was selected to be a diagonal 
scalar matrix of different weights on each state. For the R and Re matrices, these were 
selected to be diagonal matrices of different weights on each control input. The weight-
ing matrices used for the diagonal terms can be seen in the MATLAB function below.

 % LQR
[Aall,Ball,Call,Dall]=ssdata(post1e*sys_tot*pre1e);
[len,width]=size(Ball);
[len2,width2]=size(Call');
Q=Call'*Call*4; Q(7:10,7:10)=diag([1,1,1,1 ]*1)
r=diag([0.0002, 0.02,0.01, 0.3,0.1,0.8])*0.001
f=lqr(Aall,Ball,Q,r)

[Acont,Bcont,Ccont,Dcont]=reg(Aall,Ball,Call,Dall,f,zeros(len,
width));
sys_lqr=ss(Acont,Bcont,Ccont,Dcont);

 % LQG
Qe=1*eye(len)
re=1*eye(width2)
fe=lqr(Aall',Call',Qe,re)
fe=fe'
[Acont,Bcont,Ccont,Dcont]=reg(Aall,Ball,Call,Dall,f,fe);
sys_lqg=ss(Acont,Bcont,Ccont,Dcont);

 % LQG/LTR
Qe1=diag([0.2,0.2,0.3, 0.4, 0.5, 0.1 0.2 0.3 0.3 0.5])*10;
Qe=Qe1+(0.01*Ball*Ball');
re=diag([0.0002, 0.002,0.001, 0.3,0.1,0.8])*1;

fe=lqr(Aall',Call',Qe,re);
fe=fe'

 % Form KLQG/LTR
[Acont,Bcont,Ccont,Dcont]=reg(Aall,Ball,Call,Dall,f,fe);
sys_lqgltr=ss(Acont,Bcont,Ccont,Dcont);
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In the last part of the MATLAB commands, the reg.m helps to determine the LQG/
LTR controller matrix such that it can be used in series with the ROV state-space 
equation. The Simulink block diagram for RRC ROV can be shown in Figure 5.56.

As mentioned, the pre- and postcompensators are used to reduce the interac-
tion of the ROV system. A step response has been simulated for reference input, 

0.5 0 0.5 0 0.75 T[ ]  as shown in Figures 5.57 and 5.58. It can be observed 
that the responses are able to regulate about the desired set points as shown. 
Note that the velocities are rearranged due to the I/O pairing resulting from 
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FIGURE 5.57 Velocity time response of LQG/LTR controller.
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the Edmunds scaling algorithm. The position of the ROV was plotted using Euler’s 
transformation on the vehicle’s velocity data. As observed in the velocity and posi-
tion plots, to move the ROV in both the surge and heave simultaneously results in 
some pitching.

5.4.3 H-inFinity controller deSign

After the dynamic modeling and decoupling are performed on the ROV, the next 
task is to select a control structure to be used for the H-Infinity (H∞) [35,43,45] 
control. Typically, the control structure used is single loop in nature. However, 
it is not efficient if the DOF is of the twelfth order in the case of ROV RRC. 
Furthermore, due to the ROV operation requirement, both the velocity and 
 position must be controlled separately during the station keeping (or localized 
inspection). This inevitably leads to a cascade control structure consisting of an 
inner loop used for velocity control and outer loop for position control. While the 
ROV is performing the station keeping, the outer loop is trying to maintain its 
current position.

As shown in Figure 5.59, in the control structure, the pre- and postcompensators 
from the Edmunds scaling and reordering routine are included. This results in a 
decentralized control with only u v w r T[ ] , respectively. Note that the pitch 
and roll velocity are not included in the feedback due to the self-stabilizing in the roll 
and pitch angles provided by the buoyancy and gravitational force vectors that form 
a restoring couple in these directions. Hence, the outputs selected are the position 
coordinates and the yaw angle, which are not self-stabilizable. These are variables 
that have no natural equilibrium and hence cannot be left unattended for a long 
period of time without control.
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The H∞ controller design used in the inner-loop control (as shown in Figure 5.59) 
of the vehicle’s velocity is shown only. Due to the simplicity in the PD controller for 
outer-loop control, it is not shown in this section.

The H∞ controller must be able to perform in the presence of disturbance and 
parametric uncertainty. In signal terms, the objective is to minimize the maximum 
value of exogenous output (labeled as) z due to exogenous input signal w. It is desired 
to find a controller that minimizes the maximum norm or singular value ( ∞. ) of 
closed-loop transfer function, H subjected to a parametric uncertainty bound of 
∆ ≤∞ 1. The Δ is a diagonal additive uncertainty that is used to represent the error 

due to the linearization and ROV modeling:
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The procedure for designing a H∞ controller for the RRC ROV is shown as follows.
Consider a feedback system with diagonal additive uncertainty. The WΔ(= W3) is 

a normalization weight for the uncertainty, Wd(= W4) is a weight for the disturbance 
and W1 to W2 are performance weight. The generalized plant has inputs and outputs 
derived as:
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By writing down the equations or simply inspecting Figure 5.59:
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The generalized plant P from w to z have the form:
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Note that the transfer function from uΔ to yΔ (upper left element in P) is zero 
because uΔ has no direct effect on yΔ (except through K). With that, to derive closed-
loop transfer function, H known as Linear Fractional Transformation (LFT), first 
partition the P to be compatible with K, that is:
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and then find H = F1(P,K) using P11 + P12K(I−P22K)−1P21:
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where the sensitivity S = (I + GK)−1 and complementary sensitivity T = GK(I + GK)−1.
The upper left block, H11 shown in Figure  5.60 is the transfer function from 

uΔ to yΔ. This is the transfer function, for evaluating robust stability due to  parametric 
uncertainty:

 H11 = WΔK(I+GK)−1 (5.98)

The block diagram for the H∞ controller can be seen in Figure 5.61. The respec-
tive inverse-weighting functions or the desired upper bound on the magnitude of the 
sensitivity functions can be seen in Figure 5.62. The H∞ controller is designed to 
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minimize the error due to the presence of disturbance and parametric uncertainty. 
The MATLAB commands for building the weighting function (only W4 is shown) 
and H∞ controller design can be seen below.

% W4
n41=0.001*1;d41=1;
n42=0.000090*1;d42=1;
n43=0.0010*1;d43=1;
n44=0.000040*1;d44=1;
n45=0.000010*1;d45=1;
n46=0.00020*1;d46=1;
[aw41,bw41,cw41,dw41]=tf2ss(n41,d41);
[aw42,bw42,cw42,dw42]=tf2ss(n42,d42);
[aw43,bw43,cw43,dw43]=tf2ss(n43,d43);
[aw44,bw44,cw44,dw44]=tf2ss(n44,d44);
[aw45,bw45,cw45,dw45]=tf2ss(n45,d45);
[aw46,bw46,cw46,dw46]=tf2ss(n46,d46);
aw4=daug(aw41,aw42,aw43,aw44,aw45,aw46);
bw4=daug(bw41,bw42,bw43,bw44,bw45,bw46);
cw4=daug(cw41,cw42,cw43,cw44,cw45,cw46);
dw4=daug(dw41,dw42,dw43,dw44,dw45,dw46);
WW1=ss(aw1,bw1,cw1,dw1);WW2=ss(aw2,bw2,cw2,dw2);
WW3=ss(aw3,bw3,cw3,dw3);WW4=ss(aw4,bw4,cw4,dw4);
 % plot inverse weighting function
ww=logspace(-3,3,100);

figure (1);
Wt1=tf(n11,d11)
Wt2=tf(n21,d21)
Wt3=tf(n31,d31)
Wt4=tf(n41,d41)
[mw_1,phw_1,ww]=bode(inv(Wt1));
[mw_2,phw_2,ww]=bode(inv(Wt2));
[mw_3,phw_3,ww]=bode(inv(Wt3));
[mw_4,phw_4,ww]=bode(inv(Wt4));
for i =1 : length(ww)
  mw1(i)=mw_1(:,:,i); phw1(i)=phw_1(:,:,i);
  mw2(i)=mw_2(:,:,i); phw2(i)=phw_2(:,:,i);
  mw3(i)=mw_3(:,:,i); phw3(i)=phw_3(:,:,i);
  mw4(i)=mw_4(:,:,i); phw4(i)=phw_4(:,:,i);
end
subplot(4,1,1); semilogx(ww,mw1(1:length(ww))); ylabel('1 / 
W1'); title(' Inverse weighting function')
subplot(4,1,2); semilogx(ww,mw2(1:length(ww))); ylabel('1 / 
W2');
subplot(4,1,3); semilogx(ww,mw3(1:length(ww))); ylabel('1 / 
W3');
subplot(4,1,4); semilogx(ww,mw4(1:length(ww))); ylabel('1 / 
W4'); xlabel('Time')
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 %form Generalized Plant-P
GGG=[zeros(6) zeros(6) WW3;
 zeros(6) zeros(6) WW2;
 WW1 WW1*WW4 WW1*G_tot2;
 -eye(6) -WW4 -G_tot2];

 %Separate the input w and reference input r from 
 control input u
[AA,BB,CC,DD]=ssdata(GGG);
BB1=BB(:,1:6);
BB2=BB(:,7:12);
CC1=CC(1:18,:);
CC2=CC(19:24,:);
DD11=DD(1:18,1:6);
DD12=DD(1:18,7:12);
DD21=DD(19:24,1:6);
DD22=DD(19:24,7:12);
 %form state space realization of Generalized Plant
pp=pck(AA,[BB1 BB2],[CC1;CC2],[DD11 DD12;DD21 DD22]);
PH22 = rct2lti(mksys(AA,BB1,BB2,CC1,CC2,DD11,DD12,DD21,DD22, 
'tss'));
 % Hinf-control
[ss_hinf,ss_cl]=hinf(PH22);
[Acont,Bcont,Ccont,Dcont]=ssdata(ss_hinf);

The weighting function is used to shape the sensitivity of the closed-loop system, 
H to the desired level. A typical type of performance function used is the low-pass 
filter, high-pass filter and a constant weight. The tuning of the weighting function, 
irrespective of the type used, is performed iteratively. The sequence is to tune the 
first entry of the weighting function so that the nominal performance is still enforced. 
Retain this value for the first entry and repeat the procedure for the second entry, 
and so on.

W1. From the frequency response of the disturbance, the disturbance is dominant 
up to 1 rad/s. To reduce the disturbance up to this frequency, W1 is selected to be a 
high-pass filter at the frequency range. Different gains for each entry were selected, 
sequentially.
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W2. A low-pass filter was selected to shape the input sensitivity of the closed-loop 
system. A similar first-order, low-pass filter was used in each channel with a corner 
frequency of around 0.3 rad/s, in order to limit the input magnitudes at high frequen-
cies and thereby limit the closed-loop bandwidth.
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W3Δ. Again a low-pass filter was designed for shaping the additive uncertainty to 
the ROV and hence shaping the input sensitivity of the closed-loop system. It limits 
the size of the input to the ROV. Here, ∆ is an identity matrix.
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W4Δ. The weight here was chosen to be sufficiently small in order to prevent 
the appearance of some badly damped modes in the closed-loop system due to 
disturbance.

One of the difficulties in advanced control techniques, based on optimization, is 
the high order of the optimal controller. It is usually necessary to reduce the order 
of the controller so that it can be easily implemented; for example, using a Hankel 
singular value or a Schur balanced truncation to measure the state controllability and 
observability at different controller’s order.

 W diag 0.001 0.00009 0.001 0.00004 0.00001 0.00024 { }=  (5.102)

In the S = (1 + GK)−1 plots in Figure 5.63 (left), the weighting function used has 
shaped the sensitivity of the system below the 0-dB margin. Since the singular value 
of the sensitivity function is low, it shows that the closed-loop system with a distur-
bance signal has less influence on the system output. Conversely, a large value of S 
means the system has a poor stability margin.

The MATLAB commands used to plot the sensitivity curves can be shown below.

% W1W4S
figure (1)
I_GK=inv(eye(6)+G_tot*ss_hinf)*WW1*WW4;
[sv_I_GK]=sigma(I_GK,ww);
loglog(ww,sv_I_GK,'b−');
title('W1W4S ');
xlabel('Frequency (rad/s)');
ylabel('Gain');

% W2W4KS
figure (2)
KI_GK=ss_hinf*inv(eye(6)+G_tot*ss_hinf)*WW2*WW4;
[sv_I_GK]=sigma(KI_GK,ww);
loglog(ww,sv_I_GK,'b−');
title('W2W4KS ');
xlabel('Frequency (rad/s)');
ylabel('Gain');

From the input sensitivity, KS = K(1 + GK)−1 plot in Figure 5.63 (right), it can be 
seen the effect of the input disturbances is quite negligible on the ROV output. The 
KS after applying the shaping function is well below the margin of 0 dB. The robust 
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stability due to parametric uncertainty as indicated is below the margin of 0 dB and 
hence is robust against parametric uncertainty.

As observed in Figures 5.64 and 5.65, the response is regulated about the desired 
position set points and its velocity components are small. This represents the station-
keeping condition whereby the velocity is kept at zero while the position is allowed 
to vary. Note that the velocities and its corresponding positions are rearranged as the 
result of the Edmund’s scaling and reordering routine.

Lastly, comparisons of the controllers (for both the linear and nonlinear ROV 
model) can be performed. They can be compared against criteria such as: the sum of 
squared error on the position and velocity outputs and the time-domain performance 
such as settling time and overshoot in %. Due to some constraint, this will be done 
in the next edition of the book.
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Besides, the graphical user interface (GUI) of the ROV control system tool can 
be designed to keep all the input ports as well as the final output graphs within 
one interactive interface screen to make it user friendly. The user can visualize the 
ROV dynamics in the virtual reality environment, to provide a better understand-
ing of the dynamic positioning performance of each controller. The illustrations 
(Figure 5.66) show the final GUI of the 3D virtual reality visualization of the ROV’s 
positioning.
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1.1 STATE-SPACE MATRICES AT 0% OPERATING CONDITION

Matrix A

Col 1 Col 2 Col 3 Col 4 Col 5 Col 6 Col 7 Col 8 Col 9

Row 1 −5.49E+01 5.35E−03 −1.98E+03 0 0 0 0 0 0

Row 2 2.21E+03 −2.18E−01 8.04E+04 2.78E+00 5.61E+00 5.61E+00 5.61E+00 5.61E+00 1.44E+00

Row 3 −1.61E−05 −8.70E−15 −1.11E−04 7.66E−06 1.55E−05 1.55E−05 1.55E−05 1.55E−05 3.97E−06

Row 4 0 0 0 −7.41E−05 0 0 0 0 0

Row 5 −9.37E−07 −5.08E−16 1.12E−07 5.80E−05 −1.33E−04 1.71E−05 1.71E−05 1.71E−05 1.71E−05

Row 6 −9.77E−07 −5.29E−16 1.17E−07 8.83E−06 1.18E−04 −1.32E−04 1.78E−05 1.78E−05 1.78E−05

Row 7 −9.64E−07 −5.22E−16 1.15E−07 8.71E−06 1.76E−05 1.18E−04 −1.32E−04 1.76E−05 1.76E−05

Row 8 −6.83E−07 −3.70E−16 5.64E−08 6.10E−06 1.23E−05 1.23E−05 1.12E−04 −1.37E−04 1.23E−05

Row 9 −7.25E−06 −3.93E−15 −1.81E−05 3.23E−06 6.53E−06 6.53E−06 6.53E−06 1.07E−04 −1.67E−04

Row 10 −1.53E−05 −8.28E−15 −3.86E−05 2.38E−06 4.81E−06 4.81E−06 4.81E−06 4.81E−06 1.05E−04

Row 11 −2.15E−06 −1.17E−15 −3.89E−06 2.62E−06 5.30E−06 5.30E−06 5.30E−06 5.30E−06 5.30E−06

Row 12 0 0 0 5.00E−01 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Row 13 −7.05E−07 −3.82E−16 −2.34E−06 0 0 0 0 0 0

Row 14 −9.21E−07 −4.99E−16 −2.03E−06 0 0 0 0 0 0

Row 15 −6.86E−07 −3.71E−16 −8.90E−07 0 0 0 0 0 0

Row 16 −9.44E−08 −5.11E−17 −1.71E−07 0 0 0 0 0 0

Row 17 0 0 0 0 0 0 0 0 0

Row 18 0 0 0 0 0 0 0 0 0

Row 19 0 0 0 0 0 0 0 0 0

Row 20 −2.75E−06 −1.49E−15 −4.98E−06 0 0 0 0 0 0

Row 21 −3.27E−08 −1.77E−17 −5.91E−08 0 0 0 0 0 0

Row 22 0 0 0 0 0 0 0 0 0

Row 23 0 0 0 0 0 0 0 0 0

Row 24 −6.98E−07 −3.78E−16 −8.99E−07 0 0 0 0 0 0

Row 25 0 0 0 0 0 0 0 0 0
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Col 10 Col 11 Col 12 Col 13 Col 14 Col 15 Col 16 Col 17 Col 18

Row 1 0 0 −4.40E+03 −1.50E+06 5.38E+06 −3.22E+06 5.91E+06 9.17E+06 1.18E+07

Row 2 −2.73E+02 −1.11E+03 1.79E+05 5.90E+07 −2.18E+08 1.27E+08 −2.40E+08 −3.71E+08 −4.76E+08

Row 3 −7.54E−04 −3.05E−03 −1.65E−05 −1.78E+00 1.62E−01 −2.71E+00 2.01E−01 1.16E+00 1.93E+00

Row 4 0 0 0 0 0 0 0 0 0

Row 5 1.71E−05 8.94E−06 −1.11E−05 1.58E−02 1.18E−01 −1.06E−01 1.02E−01 1.58E−01 2.03E−01

Row 6 1.78E−05 9.32E−06 −7.76E−06 1.65E−02 1.23E−01 −1.10E−01 1.06E−01 1.65E−01 2.11E−01

Row 7 1.76E−05 9.20E−06 −4.91E−06 1.63E−02 1.22E−01 −1.09E−01 1.05E−01 1.62E−01 2.08E−01

Row 8 1.23E−05 6.43E−06 2.17E−07 9.89E−03 8.46E−02 −7.79E−02 7.32E−02 1.14E−01 1.46E−01

Row 9 6.53E−06 3.41E−06 −2.72E−05 −1.09E+00 −1.94E−01 −1.35E+00 −1.30E−01 3.04E−01 6.52E−01

Row 10 −1.72E−03 2.51E−06 −5.78E−05 −2.39E+00 −4.84E−01 −2.89E+00 −3.38E−01 5.75E−01 1.31E+00

Row 11 1.05E−04 −6.30E−03 −8.45E−06 −2.97E−01 −2.95E−02 −3.93E−01 −1.73E−02 1.10E−01 2.11E−01

Row 12 1.00E+00 5.27E−01 −1.00E+00 0 0 0 0 0 0

Row 13 0 0 −7.16E−06 −2.37E−01 −1.09E−01 −1.57E−01 −9.22E−02 −4.88E−02 −1.38E−02

Row 14 0 0 −6.21E−06 −1.77E−01 −9.36E−02 −2.08E−01 −4.82E−02 7.77E−03 5.30E−02

Row 15 0 0 −2.72E−06 −7.41E−02 −1.51E−03 −1.58E−01 7.47E−03 4.88E−02 8.21E−02

Row 16 0 0 −5.22E−07 −1.51E−02 −3.39E−03 −1.79E−02 −2.58E−02 3.35E−03 7.96E−03

Row 17 0 0 0 0 0 0 0 −2.34E−02 0

Row 18 0 0 0 0 0 0 0 0 −2.34E−02

Row 19 0 0 0 0 0 0 0 0 0

Row 20 0 0 −1.52E−05 −4.38E−01 −9.89E−02 −5.20E−01 −6.90E−02 9.76E−02 2.32E−01

Row 21 0 0 −1.81E−07 −5.21E−03 −1.17E−03 −6.18E−03 −8.19E−04 1.16E−03 2.76E−03

Row 22 0 0 0 0 0 0 0 0 0

Row 23 0 0 0 0 0 0 0 0 0

Row 24 0 0 −2.74E−06 −8.12E−02 1.19E−02 −9.87E−02 7.61E−03 4.97E−02 8.36E−02

Row 25 0 0 0 0 0 0 0 0 0
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Col 19 Col 20 Col 21 Col 22 Col 23 Col 24 Col 25

Row 1 1.49E+07 −1.55E+06 −6.80E+06 −8.31E+06 −1.83E+06 2.45E+06 −2.41E+06

Row 2 −6.02E+08 6.05E+07 2.72E+08 3.33E+08 7.17E+07 −1.02E+08 9.49E+07

Row 3 2.85E+00 −1.98E+00 −3.52E+00 −3.95E+00 −2.06E+00 −1.35E+00 −2.23E+00

Row 4 0 0 0 0 0 0 0

Row 5 2.56E−01 −2.54E−02 −1.15E−01 −1.41E−01 −3.02E−02 −7.14E−02 −4.00E−02

Row 6 2.67E−01 −2.65E−02 −1.20E−01 −1.47E−01 −3.15E−02 −7.45E−02 −4.17E−02

Row 7 2.63E−01 −2.61E−02 −1.18E−01 −1.45E−01 −3.10E−02 −7.35E−02 −4.11E−02

Row 8 1.85E−01 −1.98E−02 −8.51E−02 −1.04E−01 −2.32E−02 −5.22E−02 −3.04E−02

Row 9 1.07E+00 −1.11E+00 −1.81E+00 −2.00E+00 −1.15E+00 −6.27E−01 −1.23E+00

Row 10 2.18E+00 −2.41E+00 −3.87E+00 −4.29E+00 −2.49E+00 −1.33E+00 −2.65E+00

Row 11 3.33E−01 −3.11E−01 −5.18E−01 −5.79E−01 −3.22E−01 −1.88E−01 −3.45E−01

Row 12 0 0 0 0 0 0 0

Row 13 2.78E−02 −1.87E−01 −2.53E−01 −2.70E−01 −1.90E−01 −9.84E−02 −1.97E−01

Row 14 1.07E−01 −1.72E−01 −2.60E−01 −2.83E−01 −1.77E−01 −5.24E−02 −1.86E−01

Row 15 1.22E−01 −8.54E−02 −1.51E−01 −1.68E−01 −8.88E−02 −2.76E−02 −9.59E−02

Row 16 1.34E−02 −1.51E−02 −2.41E−02 −2.65E−02 −1.56E−02 −8.27E−03 −1.66E−02

Row 17 0 0 0 0 0 0 0

Row 18 0 0 0 0 0 0 0

Row 19 −2.34E−02 0 0 0 0 0 0

Row 20 3.92E−01 −4.64E−01 −7.01E−01 −7.71E−01 −4.54E−01 −2.41E−01 −4.82E−01

Row 21 4.65E−03 −5.23E−03 −3.17E−02 −9.16E−03 −5.39E−03 −2.86E−03 −5.73E−03

Row 22 0 0 0 −2.34E−02 0 0 0

Row 23 0 0 0 0 −2.34E−02 0 0

Row 24 1.24E−01 −8.69E−02 −1.53E−01 −1.72E−01 −9.04E−02 −1.13E−01 −9.76E−02

Row 25 0 0 0 0 0 0 −2.34E−02



285
A

p
p

en
d

ix A
1: State

-Sp
ace M

atrices fo
r A

LSTO
M

 G
asifi

er System
 (Lin

ear)

Matrix B

Col 1 Col 2 Col 3 Col 4 Col 5 Col 6

Row 1 7.13E+03 9.57E+03 1.26E+03 −8.26E+02 −1.59E+03 3.80E−01

Row 2 −4.64E+05 −1.85E+04 3.92E+03 0 −6.85E+04 6.29E+00

Row 3 −4.85E−01 −8.78E−02 6.34E−01 0 −2.06E−03 1.73E−05

Row 4 0 0 0 0 0 0

Row 5 −1.14E−01 −1.84E−02 1.63E−01 0 1.13E−01 0

Row 6 −1.95E−01 −1.92E−02 1.70E−01 0 1.17E−01 1.25E−17

Row 7 −2.48E−01 −1.90E−02 1.68E−01 0 1.16E−01 6.77E−13

Row 8 −2.48E−01 −1.33E−02 1.17E−01 0 8.09E−02 1.41E−08

Row 9 −1.80E−01 −7.03E−03 6.22E−02 0 4.29E−02 1.03E−05

Row 10 −1.13E−02 −5.18E−03 4.59E−02 0 3.16E−02 2.25E−05

Row 11 −2.69E−04 −5.71E−03 5.05E−02 0 3.48E−02 2.80E−06

Row 12 0 0 0 0 0 0

Row 13 9.17E−05 2.57E−04 2.78E−05 0 3.42E−04 1.91E−06

Row 14 1.20E−04 −6.28E−12 1.03E−02 0 0 1.68E−06

Row 15 8.92E−05 7.07E−03 7.64E−04 0 9.42E−03 7.59E−07

Row 16 1.23E−05 −6.49E−13 2.09E−03 0 0 1.43E−07

Row 17 0 0 0 0 0 0

Row 18 0 0 0 0 0 0

Row 19 0 0 0 0 0 0

Row 20 3.58E−04 2.68E−02 3.00E−04 0 0 4.16E−06

Row 21 4.25E−06 3.19E−04 2.33E−06 0 0 4.94E−08

Row 22 0 0 0 0 0 0

Row 23 0 0 0 0 0 0

Row 24 9.08E−05 3.47E−04 6.95E−03 5.55E−02 2.22E−03 7.73E−07

Row 25 0 0 0 0 0 0
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Matrix C

Col 1 Col 2 Col 3 Col 4 Col 5 Col 6 Col 7 Col 8 Col 9

Row 1 0 0 0 0 0 0 0 0 0

Row 2 0 0 0 0 0 0 0 0 0

Row 3 6.61E−01 3.58E−10 1.18E+00 0 0 0 0 0 0

Row 4 6.55E−04 3.55E−13 −1.71E−13 0 0 0 0 0 0

Col 10 Col 11 Col 12 Col 13 Col 14 Col 15 Col 16 Col 17 Col 18

Row 1 0 0 0 5.03E+05 7.74E+05 −6.91E+05 2.42E+06 4.28E+06 6.11E+06

Row 2 0 0 1.00E+00 0 0 0 0 0 0

Row 3 0 0 3.60E+00 1.07E+05 2.39E+04 1.27E+05 1.74E+04 −2.19E+04 −5.35E+04

Row 4 0 0 0 1.76E+01 −6.46E+01 3.79E+01 −7.10E+01 −1.10E+02 −1.41E+02

Col 19 Col 20 Col 21 Col 22 Col 23 Col 24 Col 25

Row 1 7.94E+06 −4.40E+05 −6.27E+05 −1.01E+06 −4.71E+05 −2.83E+05 −5.02E+05

Row 2 0 0 0 0 0 0 0

Row 3 −9.11E+04 1.07E+05 1.71E+05 1.89E+05 1.11E+05 5.88E+04 1.18E+05

Row 4 −1.78E+02 1.81E+01 8.07E+01 9.88E+01 2.14E+01 −2.99E+01 2.83E+01

Matrix D

Col 1 Col 2 Col 3 Col 4 Col 5 Col 6

Row 1 0 0 0 0 0 0

Row 2 0 0 0 0 0 0

Row 3 −8.59E+01 4.54E−06 0 0 0 0

Row 4 −8.51E−02 4.44E−09 0 0 0 0
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1.2 STATE-SPACE MATRICES AT 50% OPERATING CONDITION

Matrix A

Col 1 Col 2 Col 3 Col 4 Col 5 Col 6 Col 7 Col 8 Col 9

Row 1 −4.17E+01 3.99E−03 −1.63E+03 0 0 0 0 0 0

Row 2 2.26E+03 −2.19E−01 8.95E+04 1.24E+01 2.51E+01 2.51E+01 2.50E+01 1.44E+01 −3.35E+02

Row 3 −1.95E−05 −8.06E−15 −2.78E−04 3.15E−05 6.37E−05 6.37E−05 6.35E−05 3.65E−05 −8.49E−04

Row 4 0 0 0 −1.68E−04 0 0 0 0 0

Row 5 −9.81E−07 −4.05E−16 1.31E−07 1.46E−04 −2.94E−04 4.49E−05 4.49E−05 4.49E−05 4.49E−05

Row 6 −1.02E−06 −4.23E−16 1.33E−07 2.32E−05 2.97E−04 −2.92E−04 4.68E−05 4.68E−05 4.68E−05

Row 7 −1.11E−06 −4.59E−16 −3.10E−07 2.28E−05 4.61E−05 2.96E−04 −2.93E−04 4.61E−05 4.61E−05

Row 8 −7.50E−06 −3.10E−15 −3.01E−05 1.60E−05 3.23E−05 3.23E−05 2.82E−04 −3.60E−04 3.23E−05

Row 9 −1.87E−05 −7.70E−15 −8.21E−05 8.46E−06 1.71E−05 1.71E−05 1.71E−05 2.67E−04 −2.11E−03

Row 10 −3.17E−06 −1.31E−15 −1.16E−05 6.24E−06 1.26E−05 1.26E−05 1.26E−05 1.26E−05 2.63E−04

Row 11 −1.28E−06 −5.30E−16 −2.49E−06 6.87E−06 1.39E−05 1.39E−05 1.39E−05 1.39E−05 1.39E−05

Row 12 0 0 0 5.00E−01 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Row 13 −2.40E−07 −9.92E−17 −1.71E−06 0 0 0 0 0 0

Row 14 −5.25E−07 −2.17E−16 −1.45E−06 0 0 0 0 0 0

Row 15 −5.42E−07 −2.24E−16 −6.59E−07 0 0 0 0 0 0

Row 16 −6.53E−08 −2.69E−17 −1.29E−07 0 0 0 0 0 0

Row 17 0 0 0 0 0 0 0 0 0

Row 18 0 0 0 0 0 0 0 0 0

Row 19 0 0 0 0 0 0 0 0 0

Row 20 −1.90E−06 −7.85E−16 −3.76E−06 0 0 0 0 0 0

Row 21 −2.26E−08 −9.32E−18 −4.47E−08 0 0 0 0 0 0

Row 22 0 0 0 0 0 0 0 0 0

Row 23 0 0 0 0 0 0 0 0 0

Row 24 −5.95E−07 −2.46E−16 −7.70E−07 0 0 0 0 0 0

Row 25 0 0 0 0 0 0 0 0 0
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Col 10 Col 11 Col 12 Col 13 Col 14 Col 15 Col 16 Col 17 Col 18

Row 1 0 0 −3.62E+03 −9.03E+05 3.32E+06 −1.91E+06 3.79E+06 5.99E+06 7.72E+06

Row 2 −1.52E+03 −3.64E+03 1.98E+05 4.79E+07 −1.82E+08 1.01E+08 −2.07E+08 −3.27E+08 −4.21E+08

Row 3 −3.84E−03 −9.24E−03 4.73E−05 −1.84E+00 7.85E−02 −2.79E+00 2.11E−01 1.24E+00 2.06E+00

Row 4 0 0 0 0 0 0 0 0 0

Row 5 2.60E−05 2.31E−05 −3.27E−05 1.02E−02 9.91E−02 −1.15E−01 9.05E−02 1.42E−01 1.83E−01

Row 6 2.71E−05 2.41E−05 −2.54E−05 1.05E−02 1.03E−01 −1.20E−01 9.44E−02 1.48E−01 1.91E−01

Row 7 2.68E−05 2.38E−05 −1.85E−05 −2.92E−03 9.90E−02 −1.34E−01 9.14E−02 1.50E−01 1.96E−01

Row 8 1.87E−05 1.66E−05 −2.15E−05 −8.64E−01 −1.15E−01 −1.11E+00 −4.13E−02 3.56E−01 6.69E−01

Row 9 9.91E−06 8.80E−06 −1.68E−05 −2.31E+00 −4.39E−01 −2.78E+00 −2.26E−01 7.64E−01 1.55E+00

Row 10 −7.78E−03 6.49E−06 −3.08E−06 −3.67E−01 −4.77E−02 −4.71E−01 −1.76E−02 1.49E−01 2.80E−01

Row 11 1.53E−04 −1.82E−02 −4.92E−06 −1.28E−01 2.58E−03 −1.93E−01 8.97E−03 7.44E−02 1.26E−01

Row 12 5.85E−01 5.20E−01 −1.00E+00 0 0 0 0 0 0

Row 13 0 0 −5.22E−06 −1.55E−01 −7.84E−02 −3.03E−02 −6.62E−02 −5.10E−02 −3.85E−02

Row 14 0 0 −4.42E−06 −8.96E−02 −8.94E−02 −1.02E−01 −2.81E−02 1.73E−03 2.57E−02

Row 15 0 0 −2.01E−06 −3.92E−02 5.12E−03 −1.38E−01 1.32E−02 4.28E−02 6.63E−02

Row 16 0 0 −3.94E−07 −8.14E−03 −1.89E−03 −9.46E−03 −4.53E−02 2.68E−03 5.59E−03

Row 17 0 0 0 0 0 0 0 −4.44E−02 0

Row 18 0 0 0 0 0 0 0 0 −4.44E−02

Row 19 0 0 0 0 0 0 0 0 0

Row 20 0 0 −1.15E−05 −2.37E−01 −5.52E−02 −2.76E−01 −2.77E−02 7.82E−02 1.63E−01

Row 21 0 0 −1.36E−07 −2.82E−03 −6.56E−04 −3.27E−03 −3.29E−04 9.29E−04 1.93E−03

Row 22 0 0 0 0 0 0 0 0 0

Row 23 0 0 0 0 0 0 0 0 0

Row 24 0 0 −2.35E−06 −5.00E−02 1.25E−02 −6.00E−02 1.18E−02 4.43E−02 7.03E−02

Row 25 0 0 0 0 0 0 0 0 0
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Col 19 Col 20 Col 21 Col 22 Col 23 Col 24 Col 25

Row 1 9.75E+06 −9.49E+05 −4.21E+06 −5.08E+06 −1.13E+06 1.51E+06 −1.44E+06

Row 2 −5.31E+08 5.01E+07 2.27E+08 2.75E+08 6.00E+07 −8.45E+07 7.66E+07

Row 3 3.01E+00 −2.01E+00 −3.53E+00 −3.93E+00 −2.09E+00 −1.47E+00 −2.23E+00

Row 4 0 0 0 0 0 0 0

Row 5 2.31E−01 −2.10E−02 −9.78E−02 −1.18E−01 −2.53E−02 −9.21E−02 −3.25E−02

Row 6 2.41E−01 −2.20E−02 −1.02E−01 −1.24E−01 −2.65E−02 −9.61E−02 −3.40E−02

Row 7 2.50E−01 −3.51E−02 −1.22E−01 −1.45E−01 −4.00E−02 −1.02E−01 −4.81E−02

Row 8 1.04E+00 −8.93E−01 −1.48E+00 −1.63E+00 −9.26E−01 −5.42E−01 −9.80E−01

Row 9 2.46E+00 −2.34E+00 −3.80E+00 −4.17E+00 −2.42E+00 −1.29E+00 −2.56E+00

Row 10 4.34E−01 −3.79E−01 −6.27E−01 −6.94E−01 −3.93E−01 −2.26E−01 −4.16E−01

Row 11 1.86E−01 −1.39E−01 −2.41E−01 −2.72E−01 −1.45E−01 −1.01E−01 −1.55E−01

Row 12 0 0 0 0 0 0 0

Row 13 −2.43E−02 −9.14E−02 −1.08E−01 −1.09E−01 −9.21E−02 −3.34E−02 −9.35E−02

Row 14 5.35E−02 −8.59E−02 −1.25E−01 −1.32E−01 −8.79E−02 7.31E−04 −9.14E−02

Row 15 9.38E−02 −4.75E−02 −8.90E−02 −9.85E−02 −4.97E−02 −1.03E−02 −5.36E−02

Row 16 8.98E−03 −8.21E−03 −1.31E−02 −1.42E−02 −8.46E−03 −4.47E−03 −8.91E−03

Row 17 0 0 0 0 0 0 0

Row 18 0 0 0 0 0 0 0

Row 19 −4.44E−02 0 0 0 0 0 0

Row 20 2.61E−01 −2.83E−01 −3.83E−01 −4.13E−01 −2.47E−01 −1.30E−01 −2.60E−01

Row 21 3.11E−03 −2.84E−03 −4.89E−02 −4.90E−03 −2.93E−03 −1.55E−03 −3.08E−03

Row 22 0 0 0 −4.44E−02 0 0 0

Row 23 0 0 0 0 −4.44E−02 0 0

Row 24 1.01E−01 −5.49E−02 −1.00E−01 −1.11E−01 −5.73E−02 −1.22E−01 −6.15E−02

Row 25 0 0 0 0 0 0 −4.44E−02
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Matrix B

Col 1 Col 2 Col 3 Col 4 Col 5 Col 6

Row 1 −3.60E+03 7.14E+03 8.90E+02 −9.37E+02 −1.30E+03 1.60E−01

Row 2 −6.17E+03 −2.12E+04 4.10E+03 0 −7.71E+04 6.61E+00

Row 3 −5.13E−01 −8.94E−02 6.33E−01 0 −4.10E−03 1.68E−05

Row 4 0 0 0 0 0 0

Row 5 −1.32E−01 −1.88E−02 1.63E−01 0 1.12E−01 7.40E−13

Row 6 −2.36E−01 −1.96E−02 1.70E−01 0 1.17E−01 8.34E−10

Row 7 −3.10E−01 −1.93E−02 1.68E−01 0 1.15E−01 1.19E−07

Row 8 −2.80E−01 −1.35E−02 1.17E−01 0 8.06E−02 7.74E−06

Row 9 −4.26E−02 −7.15E−03 6.22E−02 0 4.27E−02 2.06E−05

Row 10 −1.97E−03 −5.27E−03 4.59E−02 0 3.15E−02 3.25E−06

Row 11 −5.16E−04 −5.81E−03 5.05E−02 0 3.47E−02 1.13E−06

Row 12 0 0 0 0 0 0

Row 13 −2.07E−05 5.12E−04 5.53E−05 0 6.82E−04 9.59E−07

Row 14 −4.53E−05 −6.50E−13 1.03E−02 0 0 8.31E−07

Row 15 −4.68E−05 6.94E−03 7.50E−04 0 9.25E−03 3.99E−07

Row 16 −5.63E−06 −8.12E−14 2.09E−03 0 0 7.57E−08

Row 17 0 0 0 0 0 0

Row 18 0 0 0 0 0 0

Row 19 0 0 0 0 0 0

Row 20 −1.64E−04 2.68E−02 3.00E−04 0 0 2.21E−06

Row 21 −1.95E−06 3.19E−04 2.33E−06 0 0 2.62E−08

Row 22 0 0 0 0 0 0

Row 23 0 0 0 0 0 0

Row 24 −5.14E−05 3.47E−04 6.95E−03 5.55E−02 2.22E−03 4.68E−07

Row 25 0 0 0 0 0 0
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Matrix C

Col 1 Col 2 Col 3 Col 4 Col 5 Col 6 Col 7 Col 8 Col 9

Row 1 0 0 0 0 0 0 0 0 0

Row 2 0 0 0 0 0 0 0 0 0

Row 3 8.62E−01 3.56E−10 1.63E+00 0 0 0 0 0 0

Row 4 6.56E−04 2.71E−13 5.68E−14 0 0 0 0 0 0

Col 10 Col 11 Col 12 Col 13 Col 14 Col 15 Col 16 Col 17

Row 1 0 0 0 3.99E+05 5.92E+05 −5.03E+05 1.86E+06 3.29E+06

Row 2 0 0 1.00E+00 0 0 0 0 0

Row 3 0 0 4.97E+00 1.13E+05 2.54E+04 1.33E+05 1.56E+04 −2.98E+04

Row 4 0 0 0 1.40E+01 −5.24E+01 2.96E+01 −5.99E+01 −9.44E+01

Col 18 Col 19 Col 20 Col 21 Col 22 Col 23 Col 24 Col 25

Row 1 4.69E+06 6.09E+06 −3.20E+05 −4.56E+05 −7.32E+05 −3.43E+05 −2.06E+05 −3.66E+05

Row 2 0 0 0 0 0 0 0 0

Row 3 −6.56E+04 −1.08E+05 1.14E+05 1.81E+05 1.99E+05 1.17E+05 6.24E+04 1.24E+05

Row 4 −1.22E+02 −1.54E+02 1.47E+01 6.60E+01 7.97E+01 1.76E+01 −2.43E+01 2.24E+01

Matrix D

Col 1 Col 2 Col 3 Col 4 Col 5 Col 6

Row 1 0 0 0 0 0 0

Row 2 0 0 0 0 0 0

Row 3 7.44E+01 1.07E−06 0 0 0 0

Row 4 5.66E−02 7.31E−10 0 0 0 0
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1.3 STATE-SPACE MATRICES AT 100% OPERATING CONDITION

Matrix A

Col 1 Col 2 Col 3 Col 4 Col 5 Col 6 Col 7 Col 8 Col 9

Row 1 −3.29E+01 3.10E−03 −1.34E+03 0 0 0 0 0 0

Row 2 2.26E+03 −2.16E−01 9.35E+04 2.81E+01 5.68E+01 5.66E+01 5.22E+01 −6.76E+01 −1.40E+03

Row 3 −2.55E−05 −7.62E−15 −4.69E−04 6.76E−05 1.37E−04 1.36E−04 1.26E−04 −1.63E−04 −3.38E−03

Row 4 0 0 0 −2.43E−04 0 0 0 0 0

Row 5 −1.05E−06 −3.14E−16 1.50E−07 2.35E−04 −4.16E−04 7.37E−05 7.37E−05 7.37E−05 7.37E−05

Row 6 −1.17E−06 −3.51E−16 −3.02E−07 3.80E−05 4.77E−04 −4.14E−04 7.68E−05 7.68E−05 7.68E−05

Row 7 −3.56E−06 −1.06E−15 −1.44E−05 3.75E−05 7.58E−05 4.76E−04 −4.35E−04 7.58E−05 7.58E−05

Row 8 −2.31E−05 −6.89E−15 −1.33E−04 2.62E−05 5.30E−05 5.30E−05 4.53E−04 −1.01E−03 5.30E−05

Row 9 −1.20E−05 −3.59E−15 −6.80E−05 1.39E−05 2.81E−05 2.81E−05 2.81E−05 4.28E−04 −7.17E−03

Row 10 −2.06E−06 −6.15E−16 −8.75E−06 1.02E−05 2.07E−05 2.07E−05 2.07E−05 2.07E−05 4.21E−04

Row 11 −1.25E−06 −3.73E−16 −2.64E−06 1.13E−05 2.28E−05 2.28E−05 2.28E−05 2.28E−05 2.28E−05

Row 12 0 0 0 5.00E−01 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Row 13 −1.36E−07 −4.06E−17 −1.73E−06 0 0 0 0 0 0

Row 14 −4.60E−07 −1.37E−16 −1.45E−06 0 0 0 0 0 0

Row 15 −5.46E−07 −1.63E−16 −6.80E−07 0 0 0 0 0 0

Row 16 −6.27E−08 −1.87E−17 −1.34E−07 0 0 0 0 0 0

Row 17 0 0 0 0 0 0 0 0 0

Row 18 0 0 0 0 0 0 0 0 0

Row 19 0 0 0 0 0 0 0 0 0

Row 20 −1.83E−06 −5.45E−16 −3.90E−06 0 0 0 0 0 0

Row 21 −2.17E−08 −6.48E−18 −4.63E−08 0 0 0 0 0 0

Row 22 0 0 0 0 0 0 0 0 0

Row 23 0 0 0 0 0 0 0 0 0

Row 24 −6.16E−07 −1.84E−16 −8.52E−07 0 0 0 0 0 0

Row 25 0 0 0 0 0 0 0 0 0
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Col 10 Col 11 Col 12 Col 13 Col 14 Col 15 Col 16 Col 17 Col 18

Row 1 0 0 −2.98E+03 −6.00E+05 2.18E+06 −1.25E+06 2.57E+06 4.08E+06 5.26E+06

Row 2 −3.28E+03 −6.52E+03 2.07E+05 4.00E+07 −1.51E+08 8.34E+07 −1.78E+08 −2.82E+08 −3.63E+08

Row 3 −7.90E−03 −1.57E−02 1.07E−04 −2.17E+00 −5.59E−02 −3.17E+00 1.70E−01 1.34E+00 2.26E+00

Row 4 0 0 0 0 0 0 0 0 0

Row 5 3.99E−05 3.79E−05 −5.97E−05 7.77E−03 8.85E−02 −1.18E−01 8.37E−02 1.32E−01 1.70E−01

Row 6 4.16E−05 3.96E−05 −5.13E−05 −6.29E−04 9.02E−02 −1.33E−01 8.62E−02 1.40E−01 1.82E−01

Row 7 4.10E−05 3.90E−05 −4.44E−05 −2.64E−01 2.91E−02 −4.41E−01 5.40E−02 2.18E−01 3.45E−01

Row 8 2.87E−05 2.73E−05 −1.26E−05 −2.40E+00 −4.63E−01 −2.92E+00 −1.94E−01 8.71E−01 1.70E+00

Row 9 1.52E−05 1.45E−05 2.65E−05 −1.23E+00 −2.24E−01 −1.50E+00 −8.34E−02 4.71E−01 9.04E−01

Row 10 −1.55E−02 1.07E−05 −2.11E−06 −1.89E−01 −1.46E−02 −2.60E−01 3.97E−03 9.74E−02 1.70E−01

Row 11 2.29E−04 −3.01E−02 −4.95E−06 −1.05E−01 3.96E−03 −1.65E−01 1.07E−02 6.53E−02 1.07E−01

Row 12 5.46E−01 5.20E−01 −1.00E+00 0 0 0 0 0 0

Row 13 0 0 −5.27E−06 −1.41E−01 −6.86E−02 2.71E−03 −5.75E−02 −4.82E−02 −4.02E−02

Row 14 0 0 −4.42E−06 −6.82E−02 −9.47E−02 −7.64E−02 −2.22E−02 1.71E−03 2.09E−02

Row 15 0 0 −2.08E−06 −3.12E−02 5.55E−03 −1.41E−01 1.41E−02 4.06E−02 6.15E−02

Row 16 0 0 −4.09E−07 −6.43E−03 −1.60E−03 −7.34E−03 −5.74E−02 2.56E−03 5.06E−03

Row 17 0 0 0 0 0 0 0 −5.68E−02 0

Row 18 0 0 0 0 0 0 0 0 −5.68E−02

Row 19 0 0 0 0 0 0 0 0 0

Row 20 0 0 −1.19E−05 −1.87E−01 −4.65E−02 −2.14E−01 −1.70E−02 7.44E−02 1.47E−01

Row 21 0 0 −1.42E−07 −2.22E−03 −5.53E−04 −2.54E−03 −2.02E−04 8.84E−04 1.75E−03

Row 22 0 0 0 0 0 0 0 0 0

Row 23 0 0 0 0 0 0 0 0 0

Row 24 0 0 −2.60E−06 −4.21E−02 1.05E−02 −4.96E−02 1.21E−02 4.21E−02 6.59E−02

Row 25 0 0 0 0 0 0 0 0 0
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Col 19 Col 20 Col 21 Col 22 Col 23 Col 24 Col 25

Row 1 6.64E+06 −6.23E+05 −2.76E+06 −3.33E+06 −7.38E+05 1.01E+06 −9.64E+05

Row 2 −4.58E+08 4.13E+07 1.88E+08 2.27E+08 4.93E+07 −7.23E+07 6.48E+07

Row 3 3.33E+00 −2.31E+00 −3.97E+00 −4.41E+00 −2.40E+00 −1.67E+00 −2.58E+00

Row 4 0 0 0 0 0 0 0

Row 5 2.14E−01 −1.84E−02 −8.67E−02 −1.05E−01 −2.21E−02 −1.01E−01 −2.93E−02

Row 6 2.32E−01 −2.79E−02 −1.04E−01 −1.25E−01 −3.21E−02 −1.10E−01 −4.01E−02

Row 7 4.95E−01 −2.92E−01 −5.24E−01 −5.86E−01 −3.05E−01 −2.53E−01 −3.29E−01

Row 8 2.67E+00 −2.43E+00 −3.93E+00 −4.32E+00 −2.51E+00 −1.37E+00 −2.67E+00

Row 9 1.41E+00 −1.25E+00 −2.03E+00 −2.23E+00 −1.29E+00 −6.99E−01 −1.37E+00

Row 10 2.55E−01 −1.98E−01 −3.33E−01 −3.71E−01 −2.05E−01 −1.31E−01 −2.19E−01

Row 11 1.57E−01 −1.13E−01 −1.97E−01 −2.23E−01 −1.18E−01 −9.03E−02 −1.27E−01

Row 12 0 0 0 0 0 0 0

Row 13 −3.13E−02 −6.81E−02 −7.43E−02 −7.13E−02 −6.81E−02 −1.45E−02 −6.86E−02

Row 14 4.29E−02 −6.46E−02 −9.23E−02 −9.56E−02 −6.59E−02 1.51E−02 −6.86E−02

Row 15 8.58E−02 −3.78E−02 −7.22E−02 −7.93E−02 −3.95E−02 −6.59E−03 −4.31E−02

Row 16 7.95E−03 −6.46E−03 −1.03E−02 −1.10E−02 −6.65E−03 −3.49E−03 −7.04E−03

Row 17 0 0 0 0 0 0 0

Row 18 0 0 0 0 0 0 0

Row 19 −5.68E−02 0 0 0 0 0 0

Row 20 2.31E−01 −2.45E−01 −3.01E−01 −3.19E−01 −1.94E−01 −1.02E−01 −2.05E−01

Row 21 2.75E−03 −2.24E−03 −6.03E−02 −3.79E−03 −2.30E−03 −1.21E−03 −2.44E−03

Row 22 0 0 0 −5.68E−02 0 0 0

Row 23 0 0 0 0 −5.68E−02 0 0

Row 24 9.34E−02 −4.63E−02 −8.50E−02 −9.26E−02 −4.82E−02 −1.32E−01 −5.22E−02

Row 25 0 0 0 0 0 0 −5.68E−02
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Matrix B

Col 1 Col 2 Col 3 Col 4 Col 5 Col 6

Row 1 2.02E+03 5.66E+03 6.75E+02 −9.32E+02 −1.13E+03 1.03E−01

Row 2 −3.57E+05 −2.33E+04 4.19E+03 0 −8.30E+04 7.83E+00

Row 3 −5.22E−01 −9.12E−02 6.33E−01 0 −6.56E−03 1.89E−05

Row 4 0 0 0 0 0 0

Row 5 −1.50E−01 −1.92E−02 1.63E−01 0 1.12E−01 4.97E−10

Row 6 −2.79E−01 −2.00E−02 1.70E−01 0 1.16E−01 7.50E−08

Row 7 −3.67E−01 −1.97E−02 1.68E−01 0 1.15E−01 2.32E−06

Row 8 −1.87E−01 −1.38E−02 1.17E−01 0 8.02E−02 2.06E−05

Row 9 −1.36E−02 −7.30E−03 6.22E−02 0 4.25E−02 1.05E−05

Row 10 −7.97E−04 −5.38E−03 4.59E−02 0 3.13E−02 1.60E−06

Row 11 −3.19E−04 −5.93E−03 5.05E−02 0 3.45E−02 8.64E−07

Row 12 0 0 0 0 0 0

Row 13 8.37E−06 8.19E−04 8.86E−05 0 1.09E−03 7.27E−07

Row 14 2.83E−05 −1.51E−13 1.03E−02 0 0 6.27E−07

Row 15 3.36E−05 6.79E−03 7.34E−04 0 9.05E−03 3.14E−07

Row 16 3.86E−06 −1.79E−14 2.09E−03 0 0 5.94E−08

Row 17 0 0 0 0 0 0

Row 18 0 0 0 0 0 0

Row 19 0 0 0 0 0 0

Row 20 1.12E−04 2.68E−02 3.00E−04 0 0 1.73E−06

Row 21 1.33E−06 3.19E−04 2.33E−06 0 0 2.05E−08

Row 22 0 0 0 0 0 0

Row 23 0 0 0 0 0 0

Row 24 3.79E−05 3.47E−04 6.95E−03 5.55E−02 2.22E−03 3.93E−07

Row 25 0 0 0 0 0 0
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Matrix D

Col 1 Col 2 Col 3 Col 4 Col 5 Col 6
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Row 3 −6.49E+01 3.34E−07 0 0 0 0

Row 4 −3.97E−02 1.96E−10 0 0 0 0
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Appendix A2: LQR Simulation 
Model and Results
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2.1.2 100% Load Condition (SinuSoidaL preSSure diSturbanCe)
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2.1.4 50% Load Condition (SinuSoidaL preSSure diSturbanCe)
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2.1.6 0% Load Condition (SinuSoidaL preSSure diSturbanCe)
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Inputs rate
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2.2 LQR

2.2.1 100% Load Condition (Step preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR −4.7700 × 10−4 1.5119 × 10−6 7.6498 × 10−5 -

WCOL 8.5458 8.55 0 -

WAIR 17.4175 17.42 0 -

WSTM 2.6985 2.7 1.3656 × 10-5 -

MASS 10000 10000.8212 - -

TGAS 1223.1898 1228.9918 - -

CVGAS 4351.2286 4360 - 472.3469

PGAS 2000 2003.8156 - 224.8128
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2.2.2 100% Load Condition (SinuSoidaL preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR −4.7700 × 10−4 −1.7396 × 10−5 7.6497 × 10−5 -

WCOL 8.5429 8.55 0 -

WAIR 17.4157 17.42 0 -

WSTM 2.6981 2.70 6.9101 × 10−6 -

MASS 9998.6541 10000.0313 - -

TGAS 1223.2 1248.1685 - -

CVGAS 4351.9592 4360 - 1363.3051

PGAS 2000 2005.0432 - 766.5956

2.2.3 50% Load Condition (Step preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR −4.7700 × 10−4 −3.63 × 10−5 7.65 × 10−5 -

WCOL 8.5408 8.55 0 -

WAIR 17.4161 17.4201 9.9864 × 10−6 -

WSTM 2.6949 2.7 1.2282 × 10−5 -

MASS 9999.2083 10000 - -

TGAS 1181.1 1198.5348 - -

CVGAS 4487.9694 4490.2063 - 70.5674

PGAS 1550 1551.501 - 75.0549

2.2.4 50% Load Condition (SinuSoidaL preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR −4.7700 × 10−4 −3.9317 × 10−5 7.6497 × 10−5 -

WCOL 8.5366 8.55 0 -

WAIR 17.4133 17.42 1.1154 × 10−5 -

WSTM 2.6944 2.7 6.8866 × 10−6 -

MASS 9998.9062 10000 - -

TGAS 1181.1 1201.3161 - -

CVGAS 4488.0709 4490.7516 - 165.6168

PGAS 1550 1551.5657 - 166.1125
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2.2.5 0% Load Condition (Step preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR −7.4766 × 10−4 −3.8566 × 10−4 7.6493 × 10−5 -

WCOL 8.5412 8.6575 0.000869 -

WAIR 17.42 17.5655 0.0007213 -

WSTM 2.6124 2.7 1.0909 × 10−5 -

MASS 9974.1313 10000 - -

TGAS 1115.1 1335.7561 - -

CVGAS 4709.9085 4777.688 - 1835.8117

PGAS 1120 1123.3136 - 136.6727

2.2.6 0% Load Condition (SinuSoidaL preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR −8.6478 × 10−4 −3.7995 × 10−4 7.6492 × 10−5 -

WCOL 8.54 8.6443 0.0007906 -

WAIR 17.42 17.5613 0.0006831 -

WSTM 2.6054 2.7 6.8642 × 10−6 -

MASS 9970.8712 10000 - -

TGAS 1115.1 1363.7049 - -

CVGAS 4709.9134 4786.5249 - 6092.4963

PGAS 1120 1123.7313 - 423.2837
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Appendix A3: 
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3.1.1 100% Load Condition (Step preSSure diSturbanCe)
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3.1.3 50% Load Condition (Step preSSure diSturbanCe)
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3.1.5 0% Load Condition (Step preSSure diSturbanCe)
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3.2 LQG

3.2.1 100% Load Condition (Step preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.7566 1.176 0.0020161 -

WCOL 8.55 9.3007 0.003937 -

WAIR 17.42 18.0682 0.0074074 -

WSTM 2.7 3.1248 0.0019685 -

MASS 10000 10002.113 - -

TGAS 1205.122 1223.201 - -

CVGAS 4356.9623 4360 - 87.1286

PGAS 1998.9762 2000.3477 - 34.0927

3.2.2 100% Load Condition (SinuSoidaL preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.51196 0.7589 0.00079787 -

WCOL 8.55 8.9277 0.0041322 -

WAIR 17.42 17.7464 0.0017517 -

WSTM 2.7 2.916 0.0011483 -

MASS 10000 10000.1244 - -

TGAS 1222.3527 1223.2092 - -

CVGAS 4359.6311 4360 - 60.9311

PGAS 1999.5315 2000.3264 - 82.4273

3.2.3 50% Load Condition (Step preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.56766 0.7469 0 -

WCOL 5.34 5.7535 0.0020833 -

WAIR 10.89 11.2473 0.0040323 -

WSTM 1.69 1.926 0.0011287 -

MASS 10000 10000.2847 - -

TGAS 1178.7137 1181.101 - -

CVGAS 4489.4251 4490 - 18.0448

PGAS 1549.9764 1550.0754 - 4.0316
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 3.2.4 50% Load Condition (SinuSoidaL preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.47463 0.7469 0 -

WCOL 5.34 5.7003 0.0020661 -

WAIR 10.89 11.2014 0.004065 -

WSTM 1.69 1.8962 0.0011287 -

MASS 9999.987 10000.0103 - -

TGAS 1180.9972 1181.4307 - -

CVGAS 4489.9215 4490.0168 - 12.4874

PGAS 1549.9128 1550.0778 - 17.4643

3.2.5 0% Load Condition (Step preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.35641 0.77665 0.0016446 -

WCOL 2.136 2.8904 0.002747 -

WAIR 4.34 4.9915 0.0023718 -

WSTM 0.672 1.0993 0.0015545 -

MASS 10000 10002.0612 - -

TGAS 1097.6528 1115.101 - -

CVGAS 4704.1268 4710 - 182.0897

PGAS 1119.7919 1120.0021 - 9.2571

3.2.6 0% Load Condition (SinuSoidaL preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.1458 0.41819 0.0080681 -

WCOL 2.136 2.4724 0.0020161 -

WAIR 4.34 4.6128 0.0020325 -

WSTM 0.40033 0.672 0 -

MASS 9999.9764 10000.4428 - -

TGAS 1110.8944 1115.7418 - -

CVGAS 4709.286 4710.5219 - 99.7212

PGAS 1119.5581 1120 - 63.9433



321

Appendix A4: LQG/LTR 
Simulation Model and Results
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4.1.1 100% Load Condition (Step preSSure diSturbanCe)
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4.1.3 50% Load Condition (Step preSSure diSturbanCe)
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4.1.5 0% Load Condition (Step preSSure diSturbanCe)
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4.2 LQG/LTR

4.2.1 100% Load Condition (Step preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.7566 1.1642 0.0019411 -

WCOL 8.4384 9.6856 0.012571 -

WAIR 17.2967 18.3568 0.010571 -

WSTM 2.6046 2.8707 0.004725 -

MASS 10000 10002.0697 - -

TGAS 1205.666 1223.201 - -

CVGAS 4356.9089 4360.0069 - 92.1937

PGAS 1999.1871 2000.3769 - 30.3756

4.2.2 100% Load Condition (SinuSoidaL preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.50958 0.75895 0.00079027 -

WCOL 8.4364 8.7462 0.011932 -

WAIR 17.2955 17.557 0.010357 -

WSTM 2.4973 2.7 0.0041309 -

MASS 10000 10000.1171 - -

TGAS 1222.1601 1223.2092 - -

CVGAS 4359.8462 4360.0129 - 32.6429

PGAS 1999.6219 2000.4166 - 82.4584

4.2.3 50% Load Condition (Step preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.56758 0.7469 0 -

WCOL 5.2252 5.5959 0.010624 -

WAIR 10.7654 11.0739 0.0087843 -

WSTM 1.533 1.69 0.0038518 -

MASS 10000 10000.2864 - -

TGAS 1178.5693 1181.101 - -

CVGAS 4489.5212 4490 - 14.8512

PGAS 1550.0007 1550.0862 - 5.3209



332 Appendix A4: LQG/LTR Simulation Model and Results

 4.2.4 50% Load Condition (SinuSoidaL preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.47639 0.7469 0 -

WCOL 5.225 5.5121 0.010582 -

WAIR 10.7654 11.0051 0.0088516 -

WSTM 1.4749 1.69 0.003744 -

MASS 9999.993 10000.0111 - -

TGAS 1180.9829 1181.2024 - -

CVGAS 4489.9655 4490.0692 - 7.5863

PGAS 1549.9288 1550.1149 - 18.2621

4.2.5 0% Load Condition (Step preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.35645 0.61826 0.0010679 -

WCOL 2.0221 2.9787 0.011858 -

WAIR 4.2173 5.0158 0.0099027 -

WSTM 0.57046 0.75339 0.0043931 -

MASS 10000 10001.5496 - -

TGAS 1102.0184 1115.101 - -

CVGAS 4705.5685 4710 - 147.0668

PGAS 1119.851 1120.0021 - 7.1202

4.2.6 0% Load Condition (SinuSoidaL preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.031332 0.36337 0.001255 -

WCOL 2.0215 2.3134 0.012207 -

WAIR 4.2167 4.4587 0.010136 -

WSTM 0.42924 0.672 0.0045974 -

MASS 9999.7969 10000.1093 - -

TGAS 1114.1138 1116.8896 - -

CVGAS 4709.8036 4710.4975 - 65.3319

PGAS 1119.9405  1120.066 - 7.5825
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Appendix A5: H2 Simulation 
Model and Results

5.1 H2 OPTIMIZATION DESIGN
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5.1.1 100% Load Condition (Step preSSure diSturbanCe)
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5.1.3 50% Load Condition (Step preSSure diSturbanCe)
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5.2 H2 OPTIMIZATION DESIGN

5.2.1 100% Load Condition (Step preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.1749 1.1469 0.003737 -

WCOL 0 0.002355 0.001663 -

WAIR 0 0.004181 0.002971 -

WSTM −0.00183 0 0 -

MASS 10001 10002.9502 - -

TGAS 1205.8293 1223.988 - -

CVGAS 4359.205 4364 - 1304.5798

PGAS 1999.6353 2000.2179 - 552.0836

5.2.2 100% Load Condition (SinuSoidaL preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.1749 0.4831 0.002657 -

WCOL 0 0.002085 0.001663 -

WAIR 0 0.003725 0.002971 -

WSTM −0.00158 0 4.3788 × 10−7 -

MASS 10000.876 10001.0757 - -

TGAS 1221.6882 1225.3818 - -

CVGAS 4360.3532 4364 - 1409.3729

PGAS 1999.8456 2000.2542 - 362.1591

5.2.3 50% Load Condition (Step preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.1749 0.5947 0.0015 -

WCOL 0 0.002137 0.001663 -

WAIR 0 0.003815 0.002971 -

WSTM −0.00164 0 7.3242 × 10−6 -

MASS 10001 10001.2818 - -

TGAS 1178.5523 1181.888 - -

CVGAS 4490.1487 4494 - 885.696

PGAS 1550.0358 1550.0797 - 174.329
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5.2.4 50% Load Condition (SinuSoidaL preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.1749 0.5010 0.001302 -

WCOL 0 0.002083 0.001663 -

WAIR 0 0.003720 0.002971 -

WSTM −0.00159 0 4.8828 × 10−6 -

MASS 10000.9815 10001.0097 - -

TGAS 1180.9782 1181.888 - -

CVGAS 4490.3579 4494 - 1374.4187

PGAS 1550.0005 1550.0813 - 124.2167

5.2.5 0% Load Condition (Step preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.1749 1.4583 0.005729 -

WCOL 0 0.003138 0.001663 -

WAIR 0 0.005567 0.002971 -

WSTM −0.0025 0 0 -

MASS 10001 10004.0946 - -

TGAS 1087.8245 1115.888 - -

CVGAS 4706.0004 4714 - 5827.3806

PGAS 1119.8549 1120.0403 - 216.1661

5.2.6 0% Load Condition (SinuSoidaL preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.1749 0.4984 0.002992 -

WCOL 0 0.002099 0.001663 -

WAIR 0 0.003749 0.002971 -

WSTM −0.0016 0 8.138 × 10−6 -

MASS 10000.914 10001.0929 - -

TGAS 1113.4416 1116.9121 - -

CVGAS 4710.2581 4714 - 1337.1389

PGAS 1120.0141 1120.0635 - 120.2022
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6.1 H∞ OPTIMIZATION DESIGN
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6.1.1 100% Load Condition (Step preSSure diSturbanCe)
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6.1.3 50% Load Condition (Step preSSure diSturbanCe)

Outputs

0

0.2

0.4

0.6

0.8

M
as

s (
kg

)

Mass Fluctuation +/–500 kg

–6

–4

–2

0

2

T
G

A
S 

(K
)

Temperature Fluctuation +/–273 K

–1

–0.8

–0.6

–0.4

–0.2

0

C
V

G
A

S 
(k

J/
kg

)

CV Fluctuation +/–10 kJ/kg 

–0.05

0

0.05

0.1

0.15

PG
A

S 
(k

N
/m

2 )
Pressure Fluctuation +/–10 kN/m2

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

Inputs

0.6

0.65

0.7

0.75

0.8

W
C

H
R 

(k
g/

s)

Char Flow Fluctuation [0,3.5] kg/s

5.3399

5.34

5.3401

W
C

O
L 

(k
g/

s)

Coal Flow Fluctuation [0,10] kg/s

10.89

10.89

10.8901

10.8901

10.8902

W
A

IR
 (k

g/
s)

Air Mass Flow Fluctuation [0,20] kg/s

1.6899

1.6899

1.69

1.69

1.6901

W
ST

M
 (k

g/
s)

Steam Mass Flow Fluctuation [0,6] kg/s

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)



350 Appendix A6: H∞ Simulation Model and Results

Inputs Rate

–10

–5

0

5
×10–4  Char Flow Rate +/–0.2 kg/s2

dW
C

H
R/

dt
 (k

g/
s2 )

–3

–2

–1

0

1
×10–3  Coal Flow Rate +/–0.2 kg/s2

dW
C

O
L/

dt
 (k

g/
s2 )

–1

0

1

2

3
×10–3  Air Mass Flow Rate +/–1 kg/s2

dW
A

IR
/d

t (
kg

/s
2 )

–3

–2

–1

0

1
×10–3  Steam Mass Flow Rate +/–1 kg/s2

dW
ST

M
/d

t (
kg

/s
2 )

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

6.1.4 50% Load Condition (SinuSoidaL preSSure diSturbanCe)

Outputs

–0.01

0

0.01

0.02

0.03

M
as

s (
kg

)

Mass Fluctuation +/–500 kg

–0.3

–0.2

–0.1

0

0.1

T
G

A
S 

(K
)

Temperature Fluctuation +/–273 K

–0.08

–0.06

–0.04

–0.02

0

0.02

C
V

G
A

S 
(k

J/
kg

)

CV Fluctuation +/–10 kJ/kg 

–0.15

–0.1

–0.05

0

0.05

0.1

PG
A

S 
(k

N
/m

2 )

Pressure Fluctuation +/–10 kN/m2

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)



351Appendix A6: H∞ Simulation Model and Results

Inputs

0.4

0.5

0.6

0.7

0.8
W

C
H

R 
(k

g/
s)

Char Flow Fluctuation [0,3.5] kg/s

5.3399

5.34

5.3401

W
C

O
L 

(k
g/

s)

Coal Flow Fluctuation [0,10] kg/s

10.89

10.89

10.8901

10.8901

10.8902

W
A

IR
 (k

g/
s)

Air Mass Flow Fluctuation [0,20] kg/s

1.6899

1.6899

1.69

1.69

1.6901
W

ST
M

 (k
g/

s)

Steam Mass Flow Fluctuation [0,6] kg/s

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

Inputs Rate

–1

–0.8

–0.6

–0.4

–0.2

0
×10–3  Char Flow Rate +/–0.2 kg/s2

dW
C

H
R/

dt
 (k

g/
s2 )

–3

–2

–1

0

1
×10–3  Coal Flow Rate +/–0.2 kg/s2

dW
C

O
L/

dt
 (k

g/
s2 )

–1

0

1

2

3
×10–3  Air Mass Flow Rate +/–1 kg/s2

dW
A

IR
/d

t (
kg

/s
2 )

–3

–2

–1

0

1
×10–3  Steam Mass Flow Rate +/–1 kg/s2

dW
ST

M
/d

t (
kg

/s
2 )

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)



352 Appendix A6: H∞ Simulation Model and Results

6.1.5 0% Load Condition (Step preSSure diSturbanCe)

Outputs

0

5

10

15

M
as

s (
kg

)

Mass Fluctuation +/–500 kg

–150

–100

–50

0

50

T
G

A
S 

(k
)

 Temperature Fluctuation +/–273 K

–40

–30

–20

–10

0

C
V

G
A

S 
(k

J/
kg

)

CV Fluctuation +/–10 kJ/kg 

–6

–4

–2

0

2

PG
A

S 
(k

N
/m

2 )
Pressure Fluctuation +/–10 kN/m2

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

Inputs

0

1

2

3

4

W
C

H
R 

(k
g/

s)

Char Flow Fluctuation [0,3.5] kg/s

2.1354

2.1356

2.1358

2.136

2.1362

W
C

O
L 

(k
g/

s)

Coal Flow Fluctuation [0,10] kg/s

4.3399

4.34

4.3401

4.3402

W
A

IR
 (k

g/
s)

Air Mass Flow Fluctuation [0,20] kg/s

0.672

0.6725

W
ST

M
 (k

g/
s)

Steam Mass Flow Fluctuation [0,6] kg/s

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)



353Appendix A6: H∞ Simulation Model and Results

Inputs Rate

–0.01

0

0.01

0.02

0.03

0.04
dW

C
H

R/
dt

 (k
g/

s2 )
Char Flow Rate +/–0.2 kg/s2

–3

–2

–1

0

1

2
×10–3  Coal Flow Rate +/–0.2 kg/s2

dW
C

O
L/

dt
 (k

g/
s2 )

–1

0

1

2

3
×10–3  Air Mass Flow Rate +/–1 kg/s2

dW
A

IR
/d

t (
kg

/s
2 )

–3

–2

–1

0

1
×10–3  Steam Mass Flow Rate +/–1 kg/s2

dW
ST

M
/d

t (
kg

/s
2 )

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

6.1.6 0% Load Condition (SinuSoidaL preSSure diSturbanCe)

Outputs

0

0.2

0.4

0.6

0.8

1

M
as

s (
kg

)

Mass Fluctuation +/–500 kg

–8

–6

–4

–2

0

2

T
G

A
S 

(K
)

Temperature Fluctuation +/–273 K

–3

–2

–1

0

1

C
V

G
A

S 
(k

J/
kg

)

CV Fluctuation +/–10 kJ/kg 

–0.4

–0.3

–0.2

–0.1

0

0.1

PG
A

S 
(k

N
/m

2 )

Pressure Fluctuation +/–10 kN/m2

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)



354 Appendix A6: H∞ Simulation Model and Results

Inputs

0.25

0.3

0.35

0.4

0.45

W
C

H
R 

(k
g/

s)
Char Flow Fluctuation [0,3.5] kg/s

2.1359

2.1359

2.136

2.136

2.1361

W
C

O
L 

(k
g/

s)

Coal Flow Fluctuation [0,10] kg/s

4.34

4.3401

4.3402

W
A

IR
 (k

g/
s)

Air Mass Flow Fluctuation [0,20] kg/s

0.6719

0.6719

0.672

0.672

0.6721
W

ST
M

 (k
g/

s)

Steam Mass Flow Fluctuation [0,6] kg/s

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

Inputs Rate

–2

–1

0

1

2
×10–3  Char Flow Rate +/–0.2 kg/s2

dW
C

H
R/

dt
 (k

g/
s2 )

–3

–2

–1

0

1
×10–3  Coal Flow Rate +/–0.2 kg/s2

dW
C

O
L/

dt
 (k

g/
s2 )

–1

0

1

2

3
×10–3  Air Mass Flow Rate +/–1 kg/s2

dW
A

IR
/d

t (
kg

/s
2 )

–3

–2

–1

0

1
×10–3  Steam Mass Flow Rate +/–1 kg/s2

dW
ST

M
/d

t (
kg

/s
2 )

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)

0 100 200 300
Time (s)



355Appendix A6: H∞ Simulation Model and Results

6.2 H∞ OPTIMIZATION DESIGN

6.2.1 100% Load Condition (Step preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.75591 1.5089 0.005398 -

WCOL 8.5499 8.55 0.0005236 -

WAIR 17.42 17.4201 0.002917 -

WSTM 2.6999 2.7 0.0006149 -

MASS 10000 10003.598 - -

TGAS 1190.4203 1223.201 - -

CVGAS 4355.9209 4360 - 89.7984

PGAS 1996.0166 2000.3969 - 84.0701

6.2.2 100% Load Condition (SinuSoidaL preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.5337 0.7569 0.0001159 -

WCOL 8.5499 8.55 0.0005176 -

WAIR 17.42 17.4201 0.0029304 -

WSTM 2.6999 2.7 0.0006226 -

MASS 10000 10000.1696 - -

TGAS 1221.6775 1223.201 - -

CVGAS 4359.8156 4360 - 27.5372

PGAS 1999.3739 2000.3542 - 81.9694

6.2.3 50% Load Condition (Step preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.61957 0.7469 2.8021 × 10−5 -

WCOL 5.3399 5.34 0.0004928 -

WAIR 10.89 10.8901 0.0029008 -

WSTM 1.6899 1.69 0.0006027 -

MASS 10000 10000.5122 - -

TGAS 1176.2317 1181.101 - -

CVGAS 4489.0588 4490 - 21.1846

PGAS 1549.9758 1550.1306 - 7.873
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6.2.4 50% Load Condition (SinuSoidaL preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.48467 0.7469 0 -

WCOL 5.3399 5.34 0.0005172 -

WAIR 10.89 10.8901 0.002930 -

WSTM 1.6899 1.69 0.0006219 -

MASS 10000 10000.0275 - -

TGAS 1180.822 1181.101 - -

CVGAS 4489.9369 4490.0075 - 8.6733

PGAS 1549.8927 1550.0853 - 19.3906

6.2.5 0% Load Condition (Step preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.3531 3.6088 0.03549 -

WCOL 2.1355 2.136 0.001016 -

WAIR 4.3399 4.3401 0.002901 -

WSTM 0.67187 0.67245 0.0006209 -

MASS 10000 10014.4802 - -

TGAS 988.3508 1115.101 - -

CVGAS 4672.7681 4710 - 559.1913

PGAS 1114.8435 1120.0029 - 83.8559

6.2.6 0% Load Condition (SinuSoidaL preSSure diSturbanCe)

Min Value Max Value Peak Rate IAE

WCHR 0.25978 0.3569 0.001855 -

WCOL 2.1359 2.136 0.0005154 -

WAIR 4.34 4.3401 0.002931 -

WSTM 0.67188 0.67204 0.0006264 -

MASS 10000 10000.8688 - -

TGAS 1107.5482 1115.101 - -

CVGAS 4707.7114 4710 - 175.0044

PGAS 1119.6877 1120.0264 - 25.435
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LQG, 85, 309
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ROV control system, 130
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29–44
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velocity state-feedback linearization, 236f

Block Parameters, 34, 36
Bode diagrams, 80
Bode plot, 48
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mapping to earth-fixed frame, 128–129, 
135–136

restoring force vector, 180
ROV dynamic equation, 131, 134
state-feedback linearization, 234

Buoyancy, 135, 171, 175, 178–183
block diagram, 181
PID controller design optimization, 221
simplifying assumptions, 180–181

C
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250–255
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Center of gravity (CG), 135, 139, 175, 

180–181, 206
Chattering, 230, 232
Closed-loop systems, 4, 7

control system examples, 8–10
Simulink control system design, 45–49

Closed-loop transfer function
generalized plant, 98, 108
H∞ optimization routine, 91

Column vectors, 14
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Complementary sensitivity, 91
Computational fluid dynamics (CFD) 

tools, 11, 129, 154, 156, 167, 173, 
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comparing experimental and simulation 
results, 175–178
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Computer-aided applied control engineering 
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Computer-aided control system design (CACSD), 

2–4, 10–12, See also Control systems 
design; MATLAB

Condition number, ALSTOM gasifier system, 
55, 58–59

controller comparison, 120
design scaling methods, 70–71
Osborne preconditioning, 59–60
RGA number, 62

Controllable inputs, 4
Controlled inputs, fuzzy logic control, 239
Controller order (CO), controller design 

comparison, 120
Controllers, 201, See also Control 

systems design
comparison

linear and nonlinear ROV, 274
sensitivity, 116–117

comparison for gasifier system, 116–124, 
See also ALSTOM gasifier system, 
controller comparison

fuzzy logic, See Fuzzy logic control
GUI, 275
H∞, See H-infinity control
H2, See H2 control
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ROV design, 129, See also Remotely 
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state-feedback linearization, 215, 234–238
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Control structure design, gasifier system, 61–63, 
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control system design
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examples

ship, 8
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fundamentals, 4–5
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20–22
ODE Solvers, 216–217
Simulink block diagrams, 29–31
Simulink output to workspace, 42–43
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