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FOREWORD

These proceedings contain the papers of the IADIS International Conference on Interfaces
and Human Computer Interaction 2011, which was organised by the International
Association for Development of the Information Society in Rome, Italy, 24 — 26 July, 2011.
This conference is part of the Multi Conference on Computer Science and Information
Systems 2011, 20 - 26 July 2011, which had a total of 1402 submissions.

The IADIS Interfaces and Human Computer Interaction (IHCI) 2011 conference aims to
address the main issues of concern within Interface Culture and Design with a particular
emphasis on the affective aspects of design, development and implementation of interfaces
and the generational implications for design of human and technology interaction. This
conference aims to explore and discuss innovative studies of technology and its application
in interfaces and welcomes research in progress, case studies, practical demonstrations and
workshops in addition to the traditional submission categories.

Submissions were accepted under the following topics:

- Affective User-Centred Analysis, Design and Evaluation

- The Value of Affective Interfaces / Systems / Application / Interaction

- Generational differences and technology design

- Measurement of success of emotional technology / interfaces

- Supporting user populations from specific Generations

- Supporting user populations with Physical Disabilities

- Supporting user populations with Intellectual Disabilities

- Creativity Support Systems

- Emotional Design issues / methods / experiences for novel interfaces including tangible,
Mobile and Ubiquitous computing, mixed reality interfaces and multi-modal interfaces
- Usability

- User studies and fieldwork

- Methodological implications of Emotional User Studies

- Participatory design and Cooperative design techniques

- Ethical issues in emotional design

- HCI and Design education

- Eliciting User Requirements

The IADIS Interfaces and Human Computer Interaction 2011 conference received 155
submissions from more than 27 countries. Each submission has been anonymously
reviewed by an average of five independent reviewers, to ensure that accepted submissions
were of a high standard. Consequently only 37 full papers were approved which means an
acceptance rate below 24 %. A few more papers were accepted as short papers, reflection
papers, posters and doctoral consortia. An extended version of the best papers will be
published in the IADIS International Journal on Computer Science and Information
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Systems (ISSN: 1646-3692) and/or in the 1ADIS International Journal on WWW/Internet
(ISSN: 1645-7641) and also in other selected journals including journals from Inderscience.

Besides the presentation of full papers, short papers, reflection papers, posters and doctoral
consortia, the conference also included two keynote presentations from internationally
distinguished researchers. We would therefore like to express our gratitude to Professor
Andreas Holzinger, Head of Research Unit Human-Computer Interaction, Institute of
Medical Informatics, Medical University Graz, Austria and Professor Harold Thimbleby,
Professor of Computer Science at Swansea University, Wales, United Kingdom, for
accepting our invitation as keynote speakers.

This volume has taken shape as a result of the contributions from a number of individuals.
We are grateful to all authors who have submitted their papers to enrich the conference
proceedings. We wish to thank all members of the organizing committee, delegates,
invitees and guests whose contribution and involvement are crucial for the success of the
conference.

Last but not the least, we hope that everybody will have a good time in Rome, and we
invite all participants for the next year edition of the IADIS International Conference on
Interfaces and Human Computer Interaction 2012, that will be held in Lisbon, Portugal.

Katherine Blashki,

University of Sydney,

Australia

Interfaces and Human Computer Interaction 2011 Conference Program Chair

Piet Kommers, University of Twente, The Netherlands
Pedro Isaias, Universidade Aberta (Portuguese Open University), Portugal
MCCSIS 2011 General Conference Co-Chairs

Rome, Italy
July 2011
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KEYNOTE LECTURES

INTERACTING WITH INFORMATION:
CHALLENGES IN HUMAN - COMPUTER INTERACTION AND
INFORMATION RETRIEVAL

Professor Andreas Holzinger
Head of Research Unit Human-Computer Interaction
Institute of Medical Informatics, Medical University Graz, Austria

ABSTRACT

Today, we are confronted with a flood of information. Research in Human-Computer Interaction
(HCI) and Information Retrieval (IR) has both long been working to develop methods that help
people to identify, extract and understand useful information from data. The two fields, however,
take very different perspectives in tackling the problem; and historically, they have had little
collaboration. Let us for example look into the area of health: Medical professionals are faced with
an increasing quantity of highly detailed, complex and non-standardized data at the press of a
button, however, the time available to make decisions is the same as before the advent of such
technological advances. According to (Gigerenzer, 2008) a typical medical doctor has
approximately five minutes to make a decision. When everything turns out well no one complains;
however, when something goes wrong, solicitors have nearly indefinite time to figure out whether
and why a wrong decision has been made. The goal is to support medical professionals to
interactively analyse information properties and visualize the most relevant parts without getting
overwhelmed. The challenge is to bring HCI & IR to work together and hence reap the benefits, so
that we can benefit medicine and health care even more.
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INTERACTIVE NUMBERS - A GRAND CHALLENGE

Professor Harold Thimbleby
Professor of Computer Science at Swansea University, Wales, United Kingdom

ABSTRACT

Numbers are used everywhere, but today numbers are mostly created and used interactively; they
are not just passive written objects. People interact with numbers in almost every area of life.
However, different styles of interactive number have different design trade-offs, particularly when
human error is considered. To date, human error in interactive numbers has hardly been explored,
resulting in most computer support for interactive numbers (from calculators to medical devices)
being mediocre. Interactive number systems should be usable (effective, efficient, etc), free of
idiosyncrasies and be demonstrably free from unacceptable levels of risk, particularly in
environments where there are several different interactive number entry systems. We argue that
defining “good” interactive number systems is indeed a serious challenge, but that substantial
progress is being and can continue to be made, perhaps eventually resulting in an international
standard for interactive numbers with solid empirical evidence of its value.
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INTERACTING WITH INFORMATION
CHALLENGES IN HUMAN-COMPUTER INTERACTION
AND INFORMATION RETRIEVAL
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ABSTRACT

Today, we are confronted with a flood of information. Research in Human-Computer Interaction (HCI) and Information
Retrieval (IR) has both long been working to develop methods that help people to identify, extract and understand useful
information from data. The two fields, however, take very different perspectives in tackling the problem; and historically,
they have had little collaboration. Let us for example look into the area of health: Medical professionals are faced with an
increasing quantity of highly detailed, complex and non-standardized data at the press of a button, however, the time
available to make decisions is the same as before the advent of such technological advances. According to (Gigerenzer,
2008) a typical medical doctor has approximately five minutes to make a decision. When everything turns out well no
one complains; however, when something goes wrong, solicitors have nearly indefinite time to figure out whether and
why a wrong decision has been made. The goal is to support medical professionals to interactively analyse information
properties and visualize the most relevant parts without getting overwhelmed. The challenge is to bring HCI & IR to
work together and hence reap the benefits, so that we can benefit medicine and health care even more.

KEYWORDS
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1. INTRODUCTION AND MOTIVATION

Since the beginning of human existence, humankind has sought, organized and used information as it
evolved patterns and practices of human information behaviour (Spink & Currier, 2006). Although the
accessibility of information represents an important cultural advance, it also introduces a new challenge:
retrieving only relevant information. To extract relevant information out of the vast complexity of data is the
central quest of the modern information society.

However, accessing information is not always an easy task because we are dealing with the real world —
where more data does not necessarily mean more information and more information is not always more
knowledge. The challenge is that we have to consider the situation, the context. A further challenge is that
mobile devices will be the primary tools in the future (Anderson & Rainie, 2008) and according to (Tsai et
al., 2010) in mobile information retrieval there typically exist two main parts with their typical research
fields: Context Awareness and Content Adaption.

Context Awareness deals with the fact that smart embedded devices have features to recognize the
situation the user of the device is in at the moment. That means time, location, social status (social network).

Content Adaption mainly deals with how to present a user-friendly visualization of the results of
information requests. Some examples on work for small screens can be found in (Noirhomme-Fraiture et al.,
2005), (Sweeney & Crestani, 2004), (Jones, Buchanan & Thimbleby, 2002).

A further challenge is based on the fact that only a small percentage of data is structured — most of the
data is semi-structured, weakly structured or even unstructured. A common misconception is to confuse
structure with standardization. While the closely related fields of Information Retrieval and Knowledge
Discovery have developed intelligent (semi)automatic processes and algorithms to extract useful knowledge
from rapidly growing amounts of data, these methods fail when data are weakly structured and there is the
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danger of modeling artifacts. Consequently, there are a lot of relevant research issues on the intersection of
HCI and IR to help (medical) professionals to identify and extract useful information from data.

2. HUMAN INFORMATION BEHAVIOUR

It is important to understand the four main terms that are essential when discussing human information
behaviour (Spink & Saracevic, 1998), (Spink & Currier, 2006):

Information Behaviour is the totality of human behaviour in relation to sources and channels of
information, including both active and passive information seeking, and information use. Thus, it includes
face-to-face communication with others, as well as the passive reception of information as in, for example,
watching TV advertisements, without any intention to act on the information given.

Information Seeking Behaviour is the purposive seeking for information as a consequence of a need to
satisfy some goal. In the course of seeking, the individual may interact with manual information systems
(such as a newspaper or a library), or with computer-based systems (such as the World Wide Web).

Information Searching Behaviour is the ‘micro-level’ of behaviour employed by the searcher in
interacting with information systems of all kinds. It consists of all the interactions with the system, whether at
the level of human computer interaction (for example, use of the mouse and clicks on links) or at the
intellectual level (for example, adopting a Boolean search strategy or determining the criteria for deciding
which of two books selected from adjacent places on a library shelf is most useful), which also involves
mental acts, such as judging the relevance of data or information retrieved.

Information Use Behaviour consists of the physical and mental acts involved in incorporating the
information found into the person's existing knowledge base. It may involve, therefore, physical acts such as
marking sections in a text to note their importance or significance, as well as mental acts that involve, for
example, comparison of new information with existing knowledge.

It is essential to understand the cognitive and perceptual abilities of the end users (Holzinger, Searle &
Nischelwitzer, 2007). The best way is to understand the mental models of the respective end users. Mental
models are defined as “cognitive representations of a problem [or information] situation or system”
(Marchionini & Shneiderman, 1988), (Calero-Valdez et al., 2010). Some studies examined the role of users'
mental model of an IR system in contributing towards search results and they argued that end users must
have an appropriate mental model of a system in order to be able to use it to its full potential (Ahmed,
McKnight & Oppenheim, 2004). Generally, the problem is that end users lack understanding of how the
system operates. A good example is the study of (Dimitrioff, 1992), dealing with the relationship between the
mental model of users and their search performance using a university search system. According to
Dimitrioff, an accurate mental model of an online catalogue included eight components: the content of the
database; the interactive nature of the system; the availability of more than one database; knowledge of
multiple fields within records; knowledge of multiple indexes and/or inverted files; Boolean search
capability; keyword search capability; and the use of a controlled vocabulary. The main barrier when
studying mental models is the fact that they are not directly observable but must be studied by observing
users' behaviour and is therefore hard to identify. Cognitive data such as users' knowledge, experience and
expectations and how they cope with their information problem and interact with the system and interfaces
are very important for the understanding of users' models of such systems.

3. USABILITY IN INFORMATION RETRIEVAL

The first IR systems in the early 1970s allowed searches via command interfaces. The major disadvantage of
such interfaces is the fact that the users must be familiar with the command language of the system to use it
effectively (Hawkins, 1981), giving skilled experts the advantage.

Despite all improvements in end user interfaces, recent studies reported that web-based interfaces are still
difficult to use and the need for better IR interface designs is still remaining (Ahmed, McKnight &
Oppenheim, 2009). This work also emphasizes individual differences when using search engines and
identified following main influence keys:
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Search Experience: Describes the fact that users who are used to search engines are using a broader
variety of the query language they depend on. Having search engine experience clearly has a positive impact
und the user’s search performance.

Knowledge: Knowledge about the topic enables the user to use more synonyms and combination of search
terms to fulfill the information requirements. Generally Search Experience has to be presumed before the
Knowledge factor takes effect.

Academic Background: Users with an academic background in science and engineering have a better
search performance than people from the humanties given the same level of expertise. Interestingly
experienced female searchers had better results than experienced male searchers.

Users Age: Older users with the same computer experience as younger ones had a lower success rate. On
the other hand, a certain level of language understanding has to be assumed so older elementary students had
better results than younger ones. Searchers with computational experiences overcome those with less
computational background. Obviously computer experience influences the use of search engines in a positive
way. Summarizing, all these factors influence the users in the searching strategy and experience in a positive
or negative way. So there is a need for search engines that also take account the personal context of the user,
in order to optimize their experience and success in fulfilling the information requirements. Consequently, an
ideal system should make use of the abilities of both the human and the computer in tasks to which they are
best suited, and to provide explanations of the data for enabling insights (Beale, 2007).

4. COMPLEXITY AS MAIN CHALLENGE

Complexity is our main challenge, because most of our data is weakly structured or even unstructured and
there is always the danger of modelling artefacts (which can then lead to wrong decisions). A good example
are medical documents: The broad application of enterprise hospital information systems amasses large
amounts of medical documents, which must be reviewed, observed and analyzed by human experts
(Holzinger, Geierhofer & Errath, 2007). All essential documents of the patient records contain at least a
certain portion of data which has been entered in non-standaridzed format (wrongly called free-text) and has
long been in the focus of research (Gell, Oser & Schwarz, 1976). Although text can be created simple by the
end-users, the support of automatic analysis is extremely difficult (Gregory, Mattison & Linde, 1995),
(Holzinger et al., 2000), (Lovis, Baud & Planche, 2000). It is likely that some interesting and relevant
relationships remain completely undiscovered, due to the fact that relevant data are scattered and no
investigator has linked them together manually (Smalheiser & Swanson, 1998), (Holzinger et al., 2008).

Consequently, a major research area is on how to extract knowledge from this weakly or unstructured
data. When we talk about structures, we will see some really interesting aspects of structures, in both
microcosmos and macrocosmos.

A good example of a data intensive and highly complex microscopic structure is a yeast protein network.
Yeasts are eukaryotic micro-organisms (fungi) with 1,500 currently known species, estimated to be only 1%
of all yeast species. Yeasts are unicellular, typically measuring 4 um in diameter. The first protein interaction
network was published by (Jeong et al., 2001). The problem with such structures is that they are very big and
that there are so many. A great challenge is to find unknown structures (structural homologies, see e.g.
(Jornvall et al., 1981)) amongst the enormous set of uncharacterized data. Let us illustrate this process with a
typical example from the life sciences: X-ray crystallography is a standard method to analyse the
arrangement of objects (atoms, molecules) within a crystal structure. This data contains the mean positions of
the entities within the substance, their chemical relationship, and various others and the data is stored in a
Protein Data Base (PDB). This database contains vast amounts of data. If a medical professional looks at the
data, he or she sees only lengthy tables of numbers.

However, by application of a special visualization method, such structures can be made graphically
visible and the medical professionals can understand these data more easily and most of all they can gain
knowledge — for instance, it may lead to the discovery of new, unknown structures in order to modify drugs,
and consequently to contribute to enhancing human health. The transformation of such information into
knowledge is vital for the prevention and treatment of diseases (Wiltgen & Holzinger, 2005), (Wiltgen,
Holzinger & Tilz, 2007).

To demonstrate that not only natural processes have such structures there is a nice example from (Hurst,
2007) which shows a visualization of the blogosphere (cf. also with (Leskovec et al., 2007)): The larger,
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denser part of the blogosphere is characterized by socio-political discussion — the periphery contains some
topical groupings. By showing only the links in the graph, we can get a far better look at the structure than if
we include all the nodes.

A further example is from viral marketing. The idea is to spread indirect messages, which suggests
spreading farther. If you press the like-button in Facebook — a similar process starts to an epidemic in
medicine — a illness spreading through a population.

(Aral, 2011) calls it behaviour contagion and it is of much importance to know how behaviour can
spread. We can mine masses of social network data in order to gain knowledge about the contagion of
information. This is of particular interest for the health area.

5. CONCLUSION AND FUTURE OUTLOOK

Successful information retrieval systems will be those that bring the designer's model into harmony with the
user's mental model. We can conclude that combining HCI with IR will provide benefits to our e-Society.
Most of all, we must bridge Science and Engineering to answer fundamental questions on what is
information and on (how) we can build such systems simply. Important future research aspects include:

1) research on the physics of information to contribute to fundamental research;

2) considering temporal and spatial information, in networks spatially distributed components raise
fundamental issues on information exchange since available resources must be shared, allocated and re-used
— Information is exchanged in both space AND time for decision making, therefore timeliness along with
reliability and complexity constitute main issues and are most often ignored;

3) We still lack measures and meters to define and appraise the amount of information embodied in
structure and organization — for example entropy of a structure;

4) considering information transfer: how can we assess, for example, the transfer of biological
information;

5) Information and Knowledge: In many scientific contexts we are dealing only with data — without
knowing precisely what these data represent. What is semantic information and how can we characterize it?

6) and most of all, we must gain value out of data — making data valuable.

Human-Computer Interaction and Information Retrieval (HCI & IR) is dedicated to contribute towards
these challenges in their own ways; the challenge is to get them to do it collaboratively, and hence benefit
medicine and health care even more.
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INTERACTIVE NUMBERS
A GRAND CHALLENGE
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ABSTRACT

Numbers are used everywhere, but today numbers are mostly created and used interactively; they are not just passive
written objects. People interact with numbers in almost every area of life. However, different styles of interactive number
have different design trade-offs, particularly when human error is considered. To date, human error in interactive
numbers has hardly been explored, resulting in most computer support for interactive numbers (from calculators to
medical devices) being mediocre. Interactive number systems should be usable (effective, efficient, etc), free of
idiosyncrasies and be demonstrably free from unacceptable levels of risk, particularly in environments where there are
several different interactive number entry systems. We argue that defining “good” interactive number systems is indeed a
serious challenge, but that substantial progress is being and can continue to be made, perhaps eventually resulting in an
international standard for interactive numbers with solid empirical evidence of its value.
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Interactive numbers; user interface design; safety-critical user interfaces; medical systems; spreadsheets; calculators.

6. INTRODUCTION

Written around 1800 BC, the Rhind papyrus claims that
“accurate reckoning is the entrance into the knowledge of all existing things and all obscure secrets”

Indeed, numbers are the bedrock of civilisation. Mathematics has progressed since the earliest records of
the denary number system, due to the Egyptians in 3100 BC. Notable steps to modernity include Leonardo
Fibonacci of Pisa, who introduced Arabic notation (i.e., numbers written in modern Western digits,
0123456789) to the west with his Liber Abaci (The Book of Calculation, 1202); Gottlob Frege’s Die
Grundlagen der Arithmetik (The Foundations of Arithmetic, 1884); then Kurt Gddel and Alan Turing’s
arithmetisation of facts (1937), arguably the foundational result that allows computers to “do anything.” On
the more practical side, Luca Paccioli’s Summa de arithmetica, geometria, proportioni et proportionalita
(Everything about Arithmetic, Geometry, and Proportions, 1494) introduced double-entry book keeping, an
idea that revolutionised accounting, and which lead directly to modern spreadsheets, via Dan Bricklin’s
VisiCalc (1977) to today’s familiar Microsoft Excel (introduced in 1985).

History thus records a very long gestation of numbers as written objects (numerals) through to the modern
concept of interactive numbers, a concept this paper introduces and explores. Compared to the widespread
interest in written numbers and notations, to date very little attention has been paid to interactive numbers as
such, with only a few exceptions, including the abacus, counting boards, slide rules and, in modern times,
digital calculators, cash machines and of course computers. We shall show that interactive numbers are a
surprisingly complex and rich area, and due to their ubiquity and use in high dependability applications, an
area highly deserving of serious work: interactive numbers are a significant and promising research area. We
contend that with more attention to interactive numbers, many everyday and critical systems could be even
better.

Interactive numbers are created through interaction rather than just appearing in a fixed, written form; the
new term is intended to focus attention on the non-trivial process of transferring a number from a human
(perhaps though intermediaries and perhaps involving calculation) to a system.
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With an interactive number we are explicitly concerned with how the user creates the number,
considering the process as broken down into steps and possible errors and error corrections. For example:

Using a spreadsheet, a user may key in the number 2.3. This is not something “that just happens”
but involves selecting a cell in the spreadsheet, clicking, pressing a sequence of keys on the
keyboard, then clicking elsewhere on the spreadsheet to complete the number entry. Each user
action is actively handled by a computer program — unlike the simple case of writing a number
on paper, where the paper does essentially nothing other than hold ink. Note that in a
spreadsheet, a cell may not contain any number before the user starts to enter a number.

Using a television (TV), the up/down keys and number keys can change the channel number.
Typically pressing digit n will change to channel n (which in turn is mapped by the TV into a
UHF frequency as defined during device set up). But if the user presses another digit, m,
“quickly,” the channel will be 10n+m, not m, or unless 10n+m is greater than some small number
(typically 30) the channel will be m. On some TVs, if n is pressed the TV will display “n-" but
not immediately change channel; if the user immediately keys m, the display will become “nm,”
that is, showing the Arabic numeral for the number 10n+m (assuming 10n+m<30) and the
channel will change, or the user can wait, in which case — depending on the design — either the
channel changes to n or the display “n-" simply disappears and nothing further happens. These
interaction rules are further complicated to account for the user keying up/down during number
entry. Note that in a TV, unlike a spreadsheet cell, there is always a concept of “current
number,” namely the current channel.

In a hospital, a consultant may think of an appropriate drug dose for a patient and records this in
an electronic patient record (EPR), hopefully without uncorrected errors. The pharmacy is
informed, and prepares a drug. A nurse then programs an automatic delivery system (typically an
infusion pump) to deliver the drug at the stated dose. The pharmacy may prepare the drug in
standard sizes, meaning that the nurse will have to perform a calculation. Since there is a
calculation involved, some hospitals will require two nurses to independently agree on the
calculation; other hospitals think this is not as reliable as using just one nurse who therefore
takes more care over the calculation as they are the only person responsible for the number. The
calculated number is then entered in the drug delivery system, which will run Dose Error
Reduction Software (DERS) to try to trap errors. Unfortunately, if the DERS, itself a complex
sub-system, has been set up with the wrong drug, it may give a false sense of security. The
patient may also have an active part in dosing, and be able to increase the dose on demand
(perhaps for pain control), and a nurse may from time to time adjust the dose depending on the
patient’s response to the drug. In short, then, a number (sometimes a formula) has been
transmitted in a very complex way from the consultant’s head to the patient’s infusion device,
with numerous opportunities for interaction — and error.

Auviation accidents are frequently caused by problems with interactive numbers. The Air Inter
Flight 148 in January 1992 performed a “controlled flight into terrain” killing 87 people in part
because the autopilot (flight control unit, FCU) was probably in vertical speed mode instead of
flight angle mode; the 33 the pilot entered was interpreted as 3,300 feet per minute descent not
the intended 3.3 degree angle of descent (at the plane speed, equivalent to about 800 feet per
minute). Following the crash, the FCU on A320s was modified to display vertical speed to four
digits and angle to 2 digits, to make them less confusable.

In contrast to these interactive scenarios, it is conventional to think of numbers as static. Thus a written
number, say 23.4, is viewed as a static representation of a number, and the process by which it was created or
written down is of very little interest (except to school teachers). Ergonomics (human factors) has invested
considerable research into readable numbers and good font design, notably helping develop OCR (optical
character recognition) fonts that balance machine and human readability.

In some fields, notably medicine, great care is taken to ensure that numbers are written so that they are
legible and unlikely to be misread.

Thus the Institute of Safe Medication Practices (ISMP, 2006) recommends that written numbers do not
have “naked” decimal points (as in “.5” — because this may be misread as 5) and must not have trailing
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zeros after the decimal point (as in “1.0” — because this may be misread as 10). Such rules help ensure that
drug prescriptions are more dependable. The ISMP urge that “computer software vendors [should] make
changes in electronic order entry programs” to follow their rules.

The ISMP and ISO rules are naturally considered as static rules: thus, under the ISMP rules, a written
number is valid or invalid as an ISMP number. But what happens when a user keys in an interactive number,
say 2.05? It is not obvious how and when to apply the rules: “2” is a valid ISMP number, “2.” isn’t, “2.0”
isn’t, and finally “2.05” is. Worse, the ISMP rules are designed to reduce human error, but human error is
unavoidable, and eventually users will create erroneous numbers. How should they be handled? Some
interactive number systems display “0.” when they are switched on, and the display does not change if the
user keys “.” (a decimal point); thus if the display shows “0.” the user cannot tell what pressing say “5” will
do — the display will change to 0.5 or 5., depending on the mode the device is in. This is a simple example
of the subtleties of interactive numbers.

When the user wants to enter 2.3 and that is what they do, the process may seem trivial. However,
humans make slips, and occasionally a user intending to enter 2.3 will key in 3.2, 2..3 or some other sequence
that is erroneous. What happens next is a question for interactive number entry. As it happens almost all
interactive systems ignore the user’s error even when it is an obvious syntax error, like two decimal points
(H.Thimbleby, 2010). Syntax errors are often ignored, treating the number as 0 or 2.3 as if nothing had
happened. Some systems do use “data validation” (both syntactic and range checks) and may reject an error
like 2..3 and hence prohibit the user from proceeding; nevertheless doing this is likely to increase the user’s
stress and the likelihood of their making further errors! Unfortunately many systems do no validation
(H.Thimbleby & Cairns, 2010).

To enter a number such as 2.3 the user employs an Arabic numeral keyboard, perhaps in telephone or
calculator layout (and both layouts have minor variations). Which keyboard layout is better? In an
environment that has both, is the “better” keyboard really better, or does it introduce more transfer errors? Or
does variety encourage the user to pay more attention? Simply, we do not know.

We do know that users make slips, such as transposition errors (e.g., keying 2.3 as 23.). We know that
very few interactive systems detect even obvious slips, such as two decimal points. We know that validating
input to ISMP rules, would halve the out by ten error rate (where the entered number is ten times out from the
intended number; this occurs with 2.3 entered as 23. — which happens to be a number with a naked decimal
point). It is estimated that interactive numbers — not just handwriting — using ISMP rules would halve the
fatality rate from miscalculations of drug doses (H.Thimbleby & Cairns, 2010).

Although they are fast, it is not obvious that Arabic numeral keyboards are the best way to enter
interactive numbers — for some meaning of “best.”

Arabic numerals will be “best” for some applications (e.g., time paced copy typing) but we do not know
the criteria because not enough research has been done. It may seem that Arabic numerals are obviously best
for cases when numbers are used as names (examples being security codes, telephone numbers, credit card
numbers), but the tradeoffs have not been explored. Even though we know that words are easier to remember,
why are PIN codes numbers rather than words? It has, hitherto, seemed too obvious to need empirical
research — and it would be expensive (because larger keyboards would be needed) to discover that numbers
are suboptimal. Sadly, the cost of user error is often pushed on to the user, so until more research is done
there is no incentive to improve the user interface. In high consequence, mission and safety critical areas, we
think these widespread assumptions need reviewing and basing on solid empirical foundations.

One alternative is the “up/down” key approach, where pressing a “A” (or similar) key increases the
number, and pressing a “V” key decreases the number. Like Arabic keyboards, there are many variations on
this theme: for example, holding the A key down may cause the number to increase continually, and holding
it down for longer may cause the number to increase faster. There may be several up and down keys, each
with different rates (for example, changing different digits of the displayed number). Again, we do not know
which styles are “better,” and if so for which applications.

Oladimeji at al (2011) have performed eye-tracking experiments on entering numbers. For Arabic style
keyboards, 91% fixation time is on the keyboard and 9% on the display; in contrast for up/down interactive
numbers it is 25% and 75% respectively. Users give much more attention to the display in an up/down
system. Crucially, their unnoticed and uncorrected error rate is 6 times lower.

Users of up/down interactive number systems pay attention to the number they are entering, and
moreover they have an “error correcting strategy” for normal use too: for example, to enter 95, they might
quickly enter 100 then decrement it to 95. It seems clear that for any number entry where it is important that
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the intended number is entered should be based on an up/down interface. Of course, unlike Arabic keys,
up/down keyboards do not lend themselves to copy typing (typing while looking at text to be copied), and
they may be slower. There is clearly a tradeoff, though 5 times the time to enter a number (6 seconds longer)
compared to reducing the risk of death in a hospital (or an aircraft flying into the ground) might seem a good
tradeoff to make.

Part of the time Oladimeji’s experimental participants spent with the up/down interface was
experimenting with it — making sure how it worked. In general, experimenting with an interface is a factor
that would be expected to improve the reliability of interaction and (b) reduce with experience of consistent
user interface design. Conversely, the lack of time spent experimenting with the deceptively “familiar”
Arabic style of user interface means that users will be unfamiliar with the idiosyncratic ways these systems
interact, especially how they handle errors. H.Thimbleby (2010) has shown an example where a user corrects
an error to enter “5” but the system handled the user’s error-correction in an unusual way and recorded “0.5”
The device log therefore showed the incorrect value 0.5, so obviously the user made the error, as the log
should have shown 5. We would argue that the device design (or a bug in the device implementation) led to
the user being wrongly blamed for the incident.

All up/down interfaces we have explored have complicated features, such as time dependencies and
hidden state. We have therefore designed a “rational” incremental up/down user interface, carefully
following best design practice. Interestingly, to do this raises new design questions we do not know the
answers for.

The science of human-computer interaction has ignored the devil in the details; it has assumed number
entry is trivial and not worthy of attention. We have yet to prove that our design is formally correct, certainly
an essential step towards improving dependable interactive numbers. In fact, it may be that the design is
unique (up to certain trivial variations), and thus a de facto standard for improved interactive numbers.

We have also developed a principle-driven user interface for Arabic number entry; ironically, the current
paper describing it was rejected by referees referring to it as merely “incremental” research! However, it is
again noteworthy that a rigorously defined user interface even for something as “simple” as interactive
numbers raises questions that there are no answers. More research is needed; conversely, it is increasingly
apparent that all interactive number designs so far developed fall far short of the design standards that we
should aspire to. Interactive numbers have been taken for granted.

See H.Thimbleby (2000) and W.Thimbleby & H.Thimbleby (2008) for wider discussion of number entry,
calculators and mathematical user interfaces in general (one would be wrong in thinking they would obey
mathematical laws).

W.Thimbleby’s (2010) user interface uses a touch screen, and explores interactive numbers at a lower-
level than ususual, for instance allowing “ink editing” to edit a 1 into a 4 by overwriting the stroke 2. In an
experiment comparing a conventional Arabic keyboard calculator and his interactive number interface,
W.Thimbleby (2010) had no errors, compared to about 60% for the conventional calculator.

7. SELECTED ISSUES IN INTERACTIVE NUMBERS

2.1 Bugs in Design or Problems in any design rules?

The ISMP (2006) rules should apply to interactive systems and they forbid naked decimals. Thus as the user
keys “1.2” what do the rules say should be displayed after the decimal point has been pressed but before the 2
has been pressed? If the user enters an ISMP-invalid number such as “2.0” what should be displayed? As
mentioned above, the rules assume that numbers are static and not interactive. Yet a system implementor has
to make decisions at this level — what can be done?

Time outs are an obvious solution. After a time t of inactivity, the display will comply with ISMP rules.
Unfortunately, for any time t selected, one can envisage cases where the time is too short or too long. Clearly
a system should not reset if it interferes with the user; thus t should be longer than a typical interaction. Ten
seconds? Yet a handover (e.g., one nurse replacing another) can be done in under 10 seconds, so the second
nurse will experience the partially-completed interaction of the first, when it would have been preferable to
have done the time out so the second nurse could start with a clean sheet. Many other scenarios are possible.
However easy they are to implement, time outs do not solve the interaction problems; they are a proxy for
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knowing when the user has lost track of the system mode. Proximity sensors or other techniques may be
better. Reducing the hidden state of the user interface will also help.

In short it is clear that the simple ISMP rules are not adequate as they stand for interactive numbers.
Programmers have to implement interactive numbers, and the rules (i.e., program) has to work at a finer level
of detail than ISMP envisaged.

Either there is an interesting research programme to determine the best interactive number rules, or
(possibly) no such rules exist that are completely consistent. In the meantime, developers will continue to
implement suboptimal interactive number systems — there is no choice, as we do not know how to do it!

2.2 Numbers versus Numerals

It is usual to distinguish between numerals and numbers; the numeral being a concrete representation of the
abstract number value. Confusion arises because we cannot speak about a number without representing it in
some way. Thus 27 is an Arabic numeral that represents the number value 27, the same number value as
26+1 in fact. In Roman numerals, the value 27 would be represented as XXVII. As a binary numeral, it
would be 11011, and as an English numeral “twenty seven.”

Since the user obviously creates a numeral, why do | use the terminology “interactive number” rather than
“interactive numeral”? The reason is that the user is thinking of a number (which if you asked them, they
might say in English or write down in Arabic numeral notation) and their intention is to get the number into
the system they are using. They don’t want the system to have the numeral “twenty seven” they want it to
have the value that is represented by twenty seven.

Of course many systems use Arabic notation for numerals, so the user will come to little harm if they
think of a number as its Arabic numeral. However there are occasions when the differences are subtle and in
some applications important. Thus, at first sight 027, 27 and 27.0, while different numerals, appear to
represent the same number. Computer systems may think otherwise; Mathematica makes the difference 27!-
27.0!, which you might expect to be zero, to be almost 10'*; or in Java 27/4=6 but 27.0/4=6.75. In many
programming languages, 027 (which seemingly has innocuous leading zeros) is 27 in octal, hence 23 in
decimal, 4 less than the 27 programmer may have thought.

In some applications there may be no conventional representation of the number. A light dimmer would
be an example: the user interacts with the dimmer to adjust the brightness of a light. The user perhaps does
not think of this as an interactive number, but the user’s interaction adjusts the power going to the light. An
electrician could connect a meter, and the meter would show the numerical value of the brightness. If the user
so wished, they could remember this number and set the light to the exact same brightness on another
occasion. In fact if the meter was permanently connected the user’s interaction would very obviously be
interactive numbers. Some dimmers give the user a fixed number of choices, perhaps six: the user can
interact to set the light strength anywhere from 0 (off) to 5 (full on).

2.3 Discrete versus Continuous Interaction

There is a considerable literature on number representation and processing (precision, resolution, stability,
etc) in the numerical methods literature. We do not need to repeat it here except to note that it has concerned
itself with number processing in a computer, without regard for the user. Much of the literature is relevant to
interactive numbers however.

Interactive numbers can be continuous, taking on values that can, for the user, be imperceptibly close to
each other, or discrete, taking on clearly distinct values. 1’ve defined the terms from the user’s point of view;
continuous numbers may be simulated on a digital computer by working to a high precision (e.g., fixed point,
rational or floating point numbers) and conversely, real numbers may be simulated (e.g., on a calculator) by 8
digits of discrete numbers that are all clearly distinct to the user. Sometimes continuous numbers will be
simulated by whole numbers; for example, the accelerator pedal in a car (if implemented by digital
electronics) converts the angle of the sensor into an integer, which in turn controls the throttle and hence the
RPM and speed of the car (which is what the user is concerned about); to the user, both RPM and speed will
appear to be continuous even though they are controlled by small integers.
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Sometimes continuous numbers are made to seem like discrete numbers. A car radio volume control may
be a knob with detents that give the user the impression of discrete volume levels. Presumably the detents
improve the user experience when turning the knob.

Users interact with discrete numbers by causing step changes, for instance pressing the key 7 typically
multiplies the number by 10 and adds 7 (so if the display is 2, pressing 7 changes it to 27). Users interact with
continuous numbers by turning knobs, moving sliders, holding buttons down for an interval while the number
changes.

Users tend to come to a discrete number interface with a clear goal of the number they wish to enter.
Users tend to come to a continuous number interface with a view to finding the best number by
experimenting.

The behaviour of a user interface may depend on what has happened before. If everything relevant to the
user is displayed (e.g., the number itself, perhaps plus a cursor) then the user interface is declarative.
Otherwise, a discrete interface has modes and a continuous interface has hysteresis. Of course, one can
simulate the other, and sometimes it may be clearer to partition the behaviour of a single interface into both
modes and hysteresis.

The mathematical theories generally most appropriate for analysis of discrete and continuous systems are
graph theory (including finite state systems) and control theory.

2.3 Low Uncorrected Error Rates, Low Error Rates

With interactive numbers, we are not so much interested in user errors, as in the errors that the user makes
that do not get corrected: uncorrected errors. Most uncorrected errors are unnoticed errors. Noticed errors
that are corrected will obviously slow the user down, so a design tradeoff is to balance low uncorrected error
rate (which is good) with loss of speed (which is generally bad). It is of course possible for a non-error to be
accidentally “corrected” and hence create an error, that itself may or may not be corrected; more likely is for
an attempted error correction to fail to successfully correct a noticed error. Clearly eye fixation with the
number display is likely to be essential for dependable corrections.

In some applications, correct numbers are more important than speed, whereas in some, the numbers
being “good enough” (however that is defined) faster is more important. Interestingly, a user interface that
gives the impression of having a very low error rate may encourage the user to miss errors when they do
occur: a higher error rate may make the user more vigilant, and more skilled at error correction.

It is usual to distinguish between uncorrected user error and the magnitude of the harm that results;
simply quantifying uncorrected errors is insufficient. If the numbers are monetary values, then typically any
uncorrected error is unacceptable; whereas if the numbers are drug doses, then a relative error greater than
some value (say 5%) would be unacceptable; other domains will have different criteria. A domain may
additionally have notifiable errors, such as the number being out by a factor of ten or more.

User error rates during interactive number entry tests in the laboratory may be as low as 1-2% (Oladimeji
et al, 2011), which hinders obtaining significant statistical results. If empirical tests compare different styles
of interactive number entry (e.g., independently rotating digit dials versus dials that carry) the incident rates
at the boundary cases will be even lower, perhaps 0.01% to 0.1%.

2.4 The Richness of Interactive Numbers...

Some interactive number systems are dedicated to particular domains (e.g., cash machines), and others are
fairly generic (handheld calculators). Numbers also appear in many places where they are really names (e.g.,
telephone numbers, PIN numbers), for scales (e.g., the Richter scale), in historical contexts like “2/-" (“two
shillings” or £0.1), and in contexts with “check digits,” as in International Standard Book Numbers (ISBNs),
etc. Mobile phones handle telephone numbers, and therefore have to handle emergency numbers (999, 192,
911, etc), and — an interactive number issue — decide how to allow users to dial emergency numbers when
a phone is otherwise disabled yet not dial it [often] by accident (e.g., from random knocks to buttons in a
handbag). How numbers should be written is a complex subject too, itself not without controversy. Thus
large numbers have thousands separators — unless they are page numbers or dates. And so on.

Most numbers are entered assuming that a dimensioned value is being entered. SI conventions on the use
of k, M, n multipliers are clear, though there is conflict with ISMP guidelines (e.g., because a handwritten u
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is confusable with m; and the solidus “/” may be misread as a 1; ISMP argues litres should be abbreviated L
not | which would make 5 L look like 51; etc). Although most medical infusion pumps expect numbers in mL
per hour, a nurse will have calculated the rate on a general purpose handheld calculator unaware of number
dimensions, and hence unable to detect interactive dimension errors (H.Thimbleby, 2008).

A complete and consistent coverage of design issues for all domains is clearly impossible — calculators
may be used for innovative interactive number uses beyond any reasonable design brief (e.g., many
calculators can be set up so that pressing “+” makes them count events; this is a different sort of number
entry approach than the usual 0-9 number entry envisaged by designers). Equally, a paper such as this is
unable to cover all potentially relevant design issues: interactive numbers touch on many areas, and a
complete review of issues is impossible — particularly in a short paper. However, the following topics
deserve mention: number notations (e.g., scientific, S, financial, ...); sets of preferred numbers that are
within a specified relative error (e.g., the E6 preferred numbers, 10, 15, 22, 33, 47, 68 are within 20% of each
other); and so forth.

Static number representations and fonts have been widely studied. Surprisingly, hard-to-read displays,
such as seven-segment number displays, are widely used in safety critical applications, such as aircraft
altimeters, personal radiation meters, etc (H.Thimbleby, 2011).

Although the SI/1ISO 31-0/ISO/IEC 80000 standards specify that numbers “can be made more readable by
separating them into groups, preferably groups of three, separated by a small space” few interactive systems
do this. Some systems use the comma, even though this is specifically prohibited because of confusion with
the decimal point (which is some countries is a comma). In other words, although there are standards for
number notations, they are widely and regularly flouted. In the interactive case, the grouping changes as the
user keys more digits: 1 234 becomes 12 345 when the user keys “5” — the space seems to move to the right,
and its final position cannot be displayed correctly until the user has finished (or reached the decimal point).

Numerical Notation by Chrisomalis (2010) covers the history of static number notations in more detail
than we need for this paper.

8. INTERACTIVE NUMBERS AS A GRAND CHALLENGE

Grand Challenges are big, worthwhile topics with recognized value to achieve. Typical Grand Challenges are
to manage the nitrogen cycle, provide worldwide access to clean water, reverse engineer the brain, and more
specialized but nonetheless strategic challenges like designing a verifiable programming language compiler.
Well known Grand Challenges that have been achieved are to get man on the moon, to decode the human
genome, and to eradicate smallpox. Grand Challenges unite a research community because they are
worthwhile, and with concerted effort, achievable.

Interactive numbers is a “small” topic that in principle seems might, with a research programme, be
completely specified, thoroughly evaluated, and moved into an international standard. Considerable benefits
would ensue: every interactive number system would become easier and more reliable to use, and transfer
errors would be reduced — presumably systems that looked the same would be the same. Yet as this paper
showed, interactive numbers are deceptively simple, and a rigorous, empirically justified standard is a long
way off. However, given the importance of numbers, particularly in safety- and mission-critical systems, a
standard (no doubt with many subsections for various specialized domains) remains as a very worthwhile
grand challenge.

Often Grand Challenges have spin offs. Thus the technologies that got man on the moon are much more
widely used, for instance in launching satellites and in astronomy. Interactive numbers are a special case of
HCI; they show that minute attention to detail has dividends. In researching interactive numbers, we will
discover new fundamental ideas about interaction — numbers are just one form of state, and all interactive
systems are about manipulating state.

The benefit of a Grand Challenge is focus on an achievable, worthwhile goal. Interactive numbers are
ideal: unlike almost any other area of human computer interaction, they are focused; they have clear
problems; the problems are soluble; and progress will benefit everyone. In contrast, the more “exciting” areas
of research are often exciting precisely because they are so distracting and hard to pin down!
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9. CONCLUSIONS

Since numbers are used everywhere in society, from gaming to international finance, from healthcare to
nuclear power plants, from aircraft to climate change, from alarm clocks to GPS coordinates. Numbers are
used in computer applications known to be buggy (spreadsheets, medical devices, etc), even small advances
in the science and engineering of interactive numbers can be expected to make a major impact for good. It is
time to take interactive numbers seriously. Moreover, our initial results, briefly discussed above, show that
progress is certainly possible.

There is considerable scope to improve both Arabic number entry and incremental number entry; more
software engineering research is needed; more empirical research is needed; and more application by
programmers and developers to what is, in fact, a non-trivial but focused problem. In short HCI should take
interactive numbers seriously. Amateurish ad hoc solutions — as almost all currently are, even on safety-
critical systems, should no longer be acceptable, and we should be able to rigorously explain why they are
unacceptable.

If it is to be called incremental research, then our field, HCI, indeed needs more incremental research and
not just exciting novel research; every improvement in interactive numbers will benefit everyone (even a tiny
increment multiplied up by millions is a big improvement), and benefitting people is why we pursue any
research program in human-computer interaction anyway. Our goal, indeed a Grand Challenge, is a rigorous
standard for interactive numbers, completely formally specified (with off the shelf definitive
implementations), empirically justified in its effectiveness, and with guidance on design tradeoffs (e.g., for
optimizing speed, accuracy, error rate, and manufacturing costs, etc).
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ABSTRACT

Traditional in-lab usability testing has been used as the standard evaluation method for evaluating and improving the
usability of software interfaces. However, in-lab testing, though effective, has its drawbacks, such as unavailability of
representative end-users, high testing costs, and the difficulty of reproducing a user's everyday environment. To
overcome these issues, various alternative usability evaluation methods (UEMSs) have been developed over the past two
decades. Among these, one of the most commonly used is the remote usability testing method. This paper is concerned
with a comparative study of the traditional in-lab usability testing method and the synchronous remote usability testing
method. It aims to examine how each method produces usability data, such as usability problems found, error number,
time spent and success rate. The results of this paper discuss how these data differ based on the method used. It reveals
some interesting results. Although the achieved data are similar, some measures differ significantly, such as identifying
major usability problems.
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1. INTRODUCTION

Usability is increasingly recognized as an important quality factor for interactive software systems in use
today. Several studies have reported the benefits of a strong commitment to usability throughout the
development life-cycle of a software product. Among the observable benefits of usable user interfaces, one
can mention user productivity, performance, and safety and security. Usability is important not only in
increasing the speed and accuracy of the range of tasks carried out by a range of users of a system, but also in
ensuring the safety and security of that use (Jean, 2004). In order to determine the usability level of a
software system, a number of different but related usability evaluation methods (UEMSs) have been proposed
over the last three decades. One of these evaluation methods is the traditional in-lab testing method, which
has been used as the standard evaluation method for evaluating and improving the usability of software user
interfaces. However, traditional in-lab testing, though effective, has its drawbacks such as the availability (or
otherwise) of representative end-users, the high cost of testing, and lack of a true representation of a user’s
environment (Hartson, Jas al., 1998). To counteract these issues, various alternatives and less expensive
usability evaluation methods have been developed over the past twenty years. One such UEM is the remote
usability testing method. This method addresses the above issues by relying on real users conducting a
number of real scenarios in their native environments. Remote usability testing is generally classified into
synchronous (moderated) and asynchronous (unmoderated) testing (Brush, &aiga®004). This paper

is structured as follow: it begins with exploring the current usability evaluation methods (UEMS), including
recent studies related to UEM comparisons. It then discusses the paper’s objective and the approach taken.
Data analysis and results are also discussed. It concludes with a brief discussion and conclusion.
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2. RELATED WORK AND RESEARCH OBJECTIVE

Over the last three decades, numerous research studies have been carried out in attempts to overcome
usability issues in software systems. As a result, many different types of evaluation methods have been

developed (see Figure 1) (Jean, 2004). Of these methods, the most frequently used are usability testing
methods, usability inspection methods, and model-based methods.
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Figure 1. Development of usability evaluation methods (Jean, 2004)

Remote usability testing can be defined as, “usability evaluation where the test evaluators are separated in
space and/or time from the test subjects” (Hartsongetlals, 1996). The term “remote” refers mainly to the
remote location of the test subject from the evaluator’s location (Castillo, 1997). As mentioned previously,
remote evaluation can be generally classified into two main categories, synchronous remote usability testing
(moderated), and asynchronous remote usability testing (unmoderated) (Susan and David, 2004).
Synchronous remote evaluation, sometimes referred to as ‘live’ or ‘collaborative’ remote evaluation, is a
usability evaluation method that has much in common with traditional in-lab usability evaluation (Selvaraj,
2004). It involves real users participating in the evaluation process from within their own environments using
their own computers. In this evaluation method, the evaluator’'s computer (in the usability lab) and the remote
user’s computer (in their natural environment) are connected in real time through the Internet using a web-
conferencing or screen-sharing application, and through an audio connection via the computer or a separate
phone line. These allow the evaluator to collect data on the user’s actions by recording the test as the user
performs the test tasks. The advantages of synchronous remote evaluation include the capability of collecting
data from real users in their natural environment and the elimination of any need for participants to travel,
also costs are lower making it more efficient, and more diverse users can be involved thereby including
cultural contexts (Susan and David, 2004), (Morten Sieker, Henrik Villeetaain 2007). However, limited
bandwidth and communication delays are some of the drawbacks of this method (Castillo, 1997).

The literature on remote synchronous testing method is more limited. Most of them conduct it by
simulating in-lab settings (Susan and David, 2004), (Monty, &aall, 1994). The rest adopted inspection
methods. Tullis and others conducted research in order to evaluate the effectiveness of remote and lab
usability testing methods (T. Tullis, Fleischmeatral., 2002). They reported the similar performance of these
two methods. They found that remote testing users needed more time and completed more successful tasks
than the lab group. They also received more negative feedback from those who attended lab testing (T. Tullis,
Fleischman et al., 2002). However, they did not report any statistical differences between the performances
of these two methods. Andrzejczak and Dahai conducted a study that attempted to clarify the effect of testing
location on usability test elements such as stress levels and user experience (Chris and Dahai, 2010).
Although they reported that there are no differences between the performance of remote and lab testing, their
study has a number of limitations such as users’ characteristics. All the users were students and the majority
of them had previous experiences with the targeted website (Chris and Dahai, 2010). Another limitation is
that the remote users were welcomed and briefed by the observer, which may encourage (or stress) the users
to work hard in the test (Chris and Dahai, 2010). Their study shifted the focus to a new dimension in the
comparisons of remote and lab testing; users’ experience and stress level. The literature lacks detailed
experimental methods, data analysis and empirical data, although there are a number of important attempts
such as (Brush, Morgan et al., 2004), (McFadden, Hetgalr, 2002) and (Katherine, Evelyat al., 2004).
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Although the literature usually compares two or more methods in terms of their efficiency, it should consider
more whether or not the usability data are different if they are collected from different methods; remote
synchronous usability testing and traditional in-lab usability testing. Such differences can mislead usability
engineers who are required to produce a usability report at the end of their evaluation. Therefore, this paper
examines whether or not the two methods, remote synchronous and traditional in-lab usability testing,
produces different outputs. It questions the efficiency of these two methods.

3. METHOD

Two experiments were conducted in order to achieve the research objective. Two groups of users were
involved. Each group consisted of 20 users to offer more validity to the comparison, as suggested by (Jacob
Nielsen, 2006), (Brush, Morgan et al., 2004). This number can be also examined statistically. The users’
gender, backgrounds, web experiences and ages were considered seriously in order not to influence the
results later. Therefore, the characteristics of the users in each group were almost the same in terms of
gender, age and Internet experience. These characteristics should reflect the targeted website audience, which
is a social networking website. They all also perform the same tasks; each user performed five tasks. All the
users were interested in and were familiar with the website; they participated for free. For the traditional in-
lab testing section of this study, the participants carried out the test tasks in a usability lab at the university.
Cam Studio screen capture software was also used to capture the participants’ screen actions and record their
voices on video (CamsStudio, 2010). The video footages were then superimposed for further reviewing and
analysis. The remote participants, on the other hand, were not provided with any equipment as they
performed the test in their own environments. However, these participants were required to have a computer
with Internet access, Internet Explorer 7 or higher, and a connected functional microphone. Skype Messenger
4.1 was used to connect and share the participants’ screens with the researcher so that the participants’
desktops could be observed for the duration of the test, and to communicate with the participants so that they
could share their comments and suggestions (Skype, 2010). Although most test participants had Skype on
their computers, participants who did not have Skype were advised to download it from the Internet. Before
conducting a usability test, it is necessary to define clearly what metrics will be used to measure a system’s
usability level. According to (Sauro and Kindlund, 2005), the most frequently used usability metrics are: a)
task completion rate; this concerns the percentage of tasks that are completed correctly during usability
testing. Task completion rate provides a general picture of how the system being tested supports its end-users
and the amount of improvement needed to make it work more effectively. b) Number of errors; this concerns
the number of errors that participants make while performing the tasks. ¢) Time spent; this measures the time
it takes a user to perform a single task from start to completion.

4. DATA ANALYSISAND RESULTS

According to (Jacob Nielsen, 1995), usability problems can fall into one of the following categories of
severity: not a usability problem, cosmetic, minor, major, and catastrophic. To ensure an objective
assessment of the problems discovered in this study, the researcher sent the final set of problems identified by
the two groups to a usability expert, who then classified their severity based on their frequency, impact and
persistence. This classification has been used and recommended for use in usability testing in (Chen and
Macredie, 2005). The following sections discuss how each of the two methods produces the usability data;
number of problems discovered, task completion rate, time spent and error number. There are some
similarities and differences between remote and in-lab testing. Interestingly, some of the differences were
proven statistically.

Table 1 shows that both methods were able to reveal 41 usability problems. The in-lab group was slightly
more effective than the remote group in identifying usability problems, as the in-lab group discovered (alone
and with the remote group) almost 81% of the total number of problems, whereas the remote group only
discovered (alone and with the in-lab group) almost 73% of the total number of problems. The in-lab group
were able to reveal 27% of the problems discovered alone, whereas it failed to reveal 19% of the problems
discovered only by the remote group. There were no statistical differences between the groups’ performance
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except in revealing major problems. The in-lab group performed better than the remote group in revealing
major problems. The Fisher exact test reveals the significance (p = .01). This means that there is 98.043%
chance of the in-lab group revealing more major problems than the remote group. However, remote testing
was more successful than in-lab testing in discovering minor problems. Generally, these results are in line
with the findings of (Brush, Morgan et al., 2004), which concluded that in-lab testing outperformed
synchronous remote testing in identifying usability problems, but they did not report any statistical
differences (Brush, Morgan et al., 2004). These results are also in line with the (T. Tullis, Fleischman et al.,
2002) study. They reported that lab users found more problems than remote users. In contrast, Sieker et al.
reported the opposite; their results showed that synchronous remote testing out-performed in-lab testing in
identifying unique major and catastrophic problems. Their findings were not sufficiently supported by
statistics as the Fisher exact test did report any significant difference in the number of problems found by the
two methods (p = 0.60) (Morten Sieker, Henrik Villemann et al., 2007).

Table 1. Numbers and percentages of problems discovered

The used method Cosmetic Minor Major Catastrophic Total

In-lab uniquely 2 2 5 2 11 (27%)

Remote uniquely 3 5 0 0 8 (19%)
Both 7 6 8 1 22 (54%)
Total 12 13 13 3 41 (100%)

Each participant was asked to perform five tasks on the targeted website, meaning that a total of 100 tasks
were performed by each group. At the end of each task, the researcher assessed the completion rates and
then classified them as successful (completed) or unsuccessful (not completed), as suggested by (Tom Tullis
and Albert, 2008). Table 2 illustrates the results derived from the measurement of the task completion rate for
both groups. The participants in the in-lab group successfully completed 63 tasks out of 100, whereas the
participants in the remote group were only able to complete 57. These results support the findings of a study
conducted by (Morten Sieker, Henrik Villemann et al., 2007), but are in contrast to the (T. Tullis, Fleischman
et al., 2002) study. A possible explanation for this difference is that the psychological effect of the physical
presence of the researcher and face-to-face communication with the in-lab participants; this might have given
these participants more confidence when performing their tasks. This was reported in (J Nielsen, 2005), as
users tend to work harder in the lab as they feel that they are under ‘test’ conditions, although they were
informed that the website was the target of the ‘test’, not themselves.

Table 2. Task completion rate for each group

Tasks  Successful Unsuccessful Total
In-lab 63 37 100
Remote 57 43 100

Examining these results reveals that the participants in the in-lab group worked on the test tasks more
quickly than the remote group. The in-lab group spent a total of 274 minutes and 8 seconds on the test tasks,
whereas the remote group spent a total of 299 minutes and 5 seconds on them. The maximum time spent on a
task was 5 minutes and 47 seconds, by one of the remote participants, while the minimum time spent on a
task was 45 seconds, by one of the in-lab participants. This is in line with what has been reported: users work
harder in the lab as they feel they want to do it correctly within an appropriate time (J Nielsen, 2005). This
difference may be due to the equipment used in each testing method. The in-lab participants all used the same
equipment under the same environmental conditions, whereas the remote participants used their own
computers, which led to variations in the equipment used and may have affected the time required to perform
the test tasks. These results are in agreement with the findings of (Morten Sieker, Henrik Villemann et al.,
2007), (T. Tullis, Fleischman et al., 2002)and (Chris and Dahai, 2010), which show that in-lab testing
participants complete tasks more quickly than remote testing participants. Figure 2 below compares the
average time spent by each group on each individual task.
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Figure 2. Average time spent on tasks

Table 3 shows the number of errors participants made on each task, the total number of errors on all tasks,
and the average number of errors made by each participant.

Table 3. Number of errors on each task

UEMs Task1l Task2 Task3 Task4 Task5 Total Average
In-lab 21 32 59 73 87 272 13.6
Remote 28 46 62 88 102 326 16.3

The total number of errors recorded for the remote group is larger than that recorded for the in-lab group.
The difference between the in-lab and the remote groups’ recorded errors might be due to the fact that, in the
lab workstation, the researcher could ensure that the health, safety and ergonomic requirements for computer
use were applied, whereas the researcher was unable to do the same for the remote group. Another reason
might be that the in-lab participants were more concerned with how they would be judged by the researcher,
who was located with them in the same place, hence they have tried to concentrate harder on the tasks. In
general, these results support the findings of (Katherine, Evelyn et al., 2004), which concluded that remote
testing participants make more errors than in-lab testing participants whilst performing tasks. The results in
this section all suggest that the participants in the in-lab group were slightly more successful, efficient and
accurate than the participants in the remote group, with regard to completing the test tasks.

In this research, it has been found that the users who spent more time, made more errors (in both groups),
which can be seen clearly in Figure 3 below. This has been examined statistically and it was found that there
is a strong statistical relationship between the time spent by users and the errors made by them (p = .001).
The p value is the same for each group and for the two groups together.
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5. DISCUSSION

Reliable study needs solid and clear steps. This study follows a systematic approach; one that is
recommended for use in usability studies. All the usability factors (users number, characteristics, tasks
number, the targeted website and usability measures) were taken into consideration in order to eliminate any
influences that may occur or affect the achieved results. There are some interesting results; this study found
significant differences between in-lab and remote usability testing in discovering major usability problems.
No other differences were found between the two methods in terms of discovering catastrophic, minor and
cosmetic usability problems. The results show that the two groups (i.e. methods) performed similarly, except
that the in-lab group performed better than the remote group in discovering major problems; this was proved
statistically. These results are in line with (Brush, Morgan et al., 2004), although they did not prove theirs
statistically. The achieved results conflict with the (Morten Sieker, Henrik Villemann et al., 2007) study. The
reasons behind this difference need further examination, such as investigating the most influential usability
factors (test environment, tasks, user number, observer, the targeted website, users’ characteristics and
others).

The remote usability testing group needed more time, made more errors and performed fewer successful
tasks than the in-lab group, and these results are in line with (Chris and Dahai, 2010), (Morten Sieker, Henrik
Villemann et al., 2007) and (Katherine, Evelyn et al., 2004). There may be various reasons for the remote
group’s poorer performance, possibly related to those users’ equipment such as their machines and Internet
speeds. The other possible interpretation is that users tend to work harder in the lab than in normal
circumstances (J Nielsen, 2005). If this is the case, the achieved results of the in-lab testing group may
mislead usability engineers over the usability of the website. However, these performance differences (time,
errors and success) were not proven statistically; further experiments are needed to clarify the reasons for
these differences and to justify them.

6. CONCLUSIONS

In our comparison, we found some differences between in-lab and remote synchronous usability testing. We
saw that there is a statistical difference between these two groups in terms of identifying major usability
problems. The in-lab group revealed more major usability problems than the remote synchronous group.
However, the in-lab group spent less time, made fewer errors and performed more successful tasks than the
remote synchronous group. No statistical differences were reported for these differences. This research
suggests that although the levels of efficiency for both methods are almost the same, other aspects should be
investigated, including test cost, time and ease of application. Further investigation of these aspects,
including method effectiveness, would be to the benefit of the website design sector.
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ABSTRACT

The learnability principle relates to improving the usability of software, as well as users’ performance and productivity.
The principle was formulated mainly with adult users in mind and, although children are an important user group, fewer
guidelines exist for their educational and entertainment applications. This study compares the groups, addressing the
question: ‘Does learnability of software interfaces have different meanings for children and adults?’ A literature survey
on learnability and learning processes, considered the meaning of learnability across generations. In an empirical study,
users from 9-12 and from 35-50 were observed in a usability laboratory while learning to use educational software. Eye
tracking data was also recorded. Insights emerged from the analysis, showing different tactics when children and adults
use unfamiliar software, and revealing how they approach interfaces differently. Our re-interpretation of the learnability
principle and the resulting design recommendations should help designers determine the varying needs of users of
different ages, and improve the learnability of software designs.

KEYWORDS

Learnability, Generational differences, Human-computer interaction, Child-computer interaction, Design guidelines,
Usability.

1. INTRODUCTION

The basic principles and guidelines for software design were aimed at improving work performance and
productivity — aspects relevant mainly to adult users (Pretorius, Gelderblom & Chimbo, 2010). Many of these
principles are not relevant to children’s products, since their needs, skills and expectations differ greatly
(Chiasson & Gutwin, 2005). Children are a major user group and specific guidelines should be defined for
their educational and edutainment software. Various human-computer interaction (HCI) researchers propose
guidelines aimed at design for children (e.g., Fishel, 2001; Baumgarten, 2003; Gelderblom, 2008), and the
present study attempts to augment these ventures.

Dix, Finlay, Abowd and Beale, (2004) suggest a comprehensive set of high-level directing principles to
improve the usability of systems. They are divided into categories of learnability, flexibility and robustness.
Learnability refers to the degree to which a user interface can be learnt quickly and effectively. This study
investigates the learnability principle to establish whether it should be applied differently to software for
varying age groups, with the goal of supporting software designers in meeting the needs of different
generations. The results also contribute to the reformulation of the learnability principle in a way that
distinguishes between adults and children.

The aim of our research was to compare the way in which children (aged 9 to 12) and adults (aged 35 and
older) learn to use a new application. To this end, we set out to achieve the following:

« Identify interface aspects that are complex for adults, but not for childremicendersa

« Identify patterns in the learning behaviour of adults and children, respectively.

» Compare how children and adults learn to use software, thus extending the definition of the learnability
principle.

A series of empirical studies was conducted with child and adult participants, using software aimed at
children and software aimed at adults. Data was collected through interviews, observation, video recordings
and eye tracking. This paper reports on studies that involved two software applications aimed at children. The
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study involves descriptive research, as it portrays a picture of the details of a situation, social setting or
relationship (Neuman, 2003). Rich descriptions of the behaviour of participants at the interface were the
starting point for data analysis.

2. RELATED WORK

2.1 The Learnability Principle

Learnability (Nielsen, 1994; Shneiderman, 1997; Dix et al., 2004, Senapathi, 2005) is defined as the time it
takes users to learn to use the commands for a task or the effort of a typical user in performing a set of tasks
on an interactive system. Learnability comprises specific measurable attributes and can be evaluated by
measuring these attributes in a real-life context. In the context of HCI, learnability relates to interactive
features that help novice users learn quickly and that expedite steady progression to expertise.

Dix et al.’s (2004) classic set of principles are predictability, synthesisability, familiarity, generalisability
and consistency. Predictability refers to the ease with which users determine the result of future interface
interactions, based on the past interaction history. A predictable system is easy to learn. Synthesisability is
the system’s ability to provide an observable and informative notification about its internal changes of state
(Aspinall, 2007). When a system is synthesisable, users can assess consequences of their actions. The
familiarity principle relates to the ability of an interactive system to support the mapping of prior experiences
onto a new system (Dix et al., 2004). Familiarity impacts on the novice’s initial perception and whether he
can determine the required actions from his own prior experience. Generalisability supports users in
extending their knowledge of interaction in and across other applications, to new, but similar, situations. To
support generalisability, consistency is essential, with systems offering similar functionality in comparable
situations (Dix et al., 2004, Preece et al., 2007; Nielsen, 1994).

Although the definition of the learnability principle does not explicitly distinguish between adults and
children, the literature on learning in general, provides evidence that children and adults learn differently.

2.2 Child and Adult Learning

Learning is the process of transforming experience, skills and attitudes and involves various sub-processes. It
is broader than education and can occur outside educational settings. Learning, whether deliberate or
incidental, cognitive or practical, involves a change in knowledge, skills or attitudes. It occurs by using prior
knowledge, conditions, and mental understanding to synthesize the skill or concept being acquired. Learning
is flexible, occurring via different routes and learners do not always know exactly where they will end up
(Rushton, et al., 2003; Goffree & Stroomberg, 1989; Jarvis, 2006).

Cotton (1995) distinguishes between three types of skills: psycho-motor skills that become automatic
after repeated performance, perceptual skills controlled and conducted by the senses, and cognitive skills
used in the process of acquiring knowledge. Playing on the computer is a composite skill that uses psycho-
motor, perceptual and cognitive skills.

Learning in adults and children is qualitatively different due to the maturation of the brain’s learning
capacity and to different life situations (llleris, 2006). Childhood learning is typically uncensored and
trusting. Children develop their thinking abilities by interacting with other children, adults and the physical
world. In adulthood, learning is fundamentally selective. Adults concentrate on learning things that relate to
their work, careers, families and interests. Learning is motivated by a need to become more self-directed.
Another important difference is that children have not reached the stage of complete cognitive development,
emotionally or physically.

Adults are good at developing skills when the acquisition of these skills will add value to their lives.
Children learn best when learning is initiated by their curiosity and interests, rather than imposed (Woolley,
1997). They naturally seek to make sense of experiences and to find order and patterns in their environment.
They should know which behaviour produces desirable effects and eliminate those that do not (Ramey and
Ramey, 2004).

Children are keen observers of other and tend to mimic their behaviour (Thornton, 2002). They learn by
peer-interaction, playing together, or joint problem solving. Play gives opportunities for exploration and trial-
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and-error in enjoyable, safe settings (Ramey & Ramey, 2004). When emotions are engaged, events and ideas
are remembered better. Children learn well when involved in activities conducted by adults or more
experienced children (Thornton, 2002). Certain differences between the learning of adults and children are
particularly relevant to our research, namely:

1. Children often depend on adults for material and psychological support during learning, while adults
depend upon themselves.

2. Adults are largely self-directed, in that they are responsible for deciding what, when, and how learning
will occur. This difference is relative and varies according to context (Leberman et al., 2006).

3. Children perceive learning to be one of their major roles in life, while adults perceive themselves as
doers who use learning to achieve success (Ference & Vockell, 1994). Adults learn best when they perceive
the outcomes of the learning process as valuable and as contributions to their own development and success.

4. Adults have more life experience than children, which provides a good foundation for learning.
However, it can also be a hindrance and a child’s lesser experiences can occasionally prove more beneficial.
Adults can be less willing to explore new ways of doing things.

The issue we now set out to investigate is whether and how these differences impact upon the learnability
of software interfaces.

3. RESEARCH QUESTIONS AND METHODOLOGY

In this section we set out the main research question and subquestions; we describe the participants in the
study; and explain how data was collected and analysed.

3.1 Research Questions

The research was guided by the main question as to whether the learnability of software interfaces has a
different meaning for children and adults. In the quest to solve this, the specific questions that we set out to
answer were:

1. What differences in the learning behavior of adults and children can be observed when they learn to
play an unfamiliar computer game?

2. Do these differences reflect the differences between adult and child learning that emerge from the
literature on learning?

3. Should the learnability principle be interpreted differently when designing for adults and children?

4. What insights and design guidelines can be derived from comparing adult and child learning at the
interface?

3.2 Participants in the Study and the Software Employed

There were twenty-four volunteer participants in the usability laboratory stadl@schildren from 9 to 12,

and 12 adults aged 35 to 50. The children attend primary school in Pretoria, South Africa and the adults are
all academic or administrative employees at a university in Pretoria. All had moderately-high to high levels

of computer literacy (See Table 1. In the experiments, some served as novices and others as experts. Five of
the participants served both as experts and novices, as they were familiar with one of the games but not the
other.

Table 1. Participant profile

Age range Gender Computer game experience
Children 9to 12 5M, 7F 1 Low, 1 Moderate, 4 Moderately high, 6 High
Adults 35to 50 6M, 6F 3 Low, 3 Moderate, 4 Moderately high, 2 High

The educational games used, were Timez Attack (Bigbrainz, 2005) and Storybook Weaver Deluxe 2004
(Broderbund, 2005). Timez Attack is an educational application, disguised as a captivating game to teach
multiplication tables to children aged 7+. Users navigate an avatar through dungeons in search of golden keys
to open doors. The keys take the form of multiplication sums. When a key is found, the program takes the
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user through a sequence of events that systematically builds up the answer. Timez Attack uses the third
person shooter genre of game play but, instead of weapons, answers to multiplication are used to defeat
villains or open doors.

Storybook Weaver Deluxe 2004 is a software application for creating stories. Users choose from a variety
of backgrounds to create scenes on the pages of their electronic story book and select from story characters
and objects to create illustrations. The story is typed into the text panel. Users can add background music and
sounds and, if a microphone is attached, they can record a voiceover for their story.

3.3 Data Collection and Analysis

A series of experiments was conducted in a formal usability lab, each involving a user learning a new
application. The researchers observed different combinations of pairs of users (e.g. a child expert teaching an
adult novice, a child expert teaching a child novice) as well as adult and child novices teaching themselves.

Data was collected through observation, eye tracking, and interviews. Observations were also video
recorded for later analysis, which allowed repeated observation. With each iterative viewing, the researcher
could change focus and note aspects she had not seen previously (Fetterman, 1998). Eye tracking is a
technique for recording eye movement and eye-fixation patterns, and was used when single participants were
teaching themselves how to use a software application. We also conducted informal, semi-structured
interviews with both novice and expert participants after sessions, to discuss their reactions during the
experiment. This clarified their thought processes, as they explained why they struggled at times.

We applied a five-step data analysis process proposed by Terre Blanche and Kelly (1999) that includes:

» Familiarisation with and immersioimto the material gathered, reading (and watching) it repeatedly, to
obtain thorough knowledge of the data;

« ldentification of themesawhich then formed the basis from which the descriptions of the observations
could be refined and reorganized;

 Coding to identify instances of specific themes, or relevance to specific themes;

« Elaborationto explore the newly organised material to identify similarities and differences in the data
that may lead to new insights; and

« Interpretationand checkindo ensure that there were no weak points.

The results provide insights into aspects of the learnability of software interfaces that adults and children
approach differently.

4. RESULTS

The section is structured under the insights that emerged from the elaboration process. Insights are discussed
along with evidence that justifies them, as well as with their implications for software design.

Insight 1: Children are more accepting of usability problems than adults.

This was shown, for example, by reactions to an unexpected congratulatory message in Timez Attack.
The message ‘Congratulations: Checkpoint reached’ incorrectly appears before the player has actually
achieved any milestone. Children just ignored it! They waited for the message to disappear and continued
with game play. Adults, however, were confused and questioned why they were being congratulated for
doing nothing.

Further evidence comes from StoryBook Weaver in the form of different reactions by the two groups to
the puzzling choice of selection icons. Children were undisturbed when they had to tisartienotV, to
accept the selected story object. They merely clicked on both buttons until they achieved the desired effect.
Adults, on the other hand, were frustrated when they did not get the desired outcome by clickifidnien
shows that designers should not assume that a child’s impression of usability is valid. They can be very
forgiving and may not comment on obvious problems. Products intended for children should be tested with
adults to discover potential usability problems that may be overlooked when testing with children.

Insight 2: Adults tend to have fixed patterns as a result of life experiences and can be less open-
minded during learning than children. Children, by contrast, learn in anad hoc way.

Children try out things just to see what happens. They do not expect anything to go wrong. Adults are
more cautious and tend to be more self-critical than children. Adults are rigid in what they expect of a user
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interface whereas children like to explore. In Timez Attack, snails have to be caught before the sums can be
answered. The process of locating the snails follows an unpredictable sequence of mouse moves. When child
novices played the game, they moved the mouse randomly, encountering snails and eliminating them. They
asked questions that confirmed the above insight, for example: ‘Can | go the wrong way and see what

happens?’ and ‘I want to see what happens if I do not catch one of the snails?’

While playing Timez Attack, children tried out different actions just to get ahead in the game. Eye
tracking data show that they focused on the Play button that would activate the game, while adult participants
fixated on the instructions at the bottom of the screen. Figures 4 and 5 show a child’'s and an adult’'s
respective fixation patterns on the same screen. The adult has noticeably more fixations, indicating
uncertainty.

In general, adults were more cautious in learning a new application. Cautiousness, as Salthouse (1991, p
176) points out, is ‘one of the most frequently mentioned performance-limiting factors’. Adult novices
hesitated to make moves they were unsure about, as their questions show: ‘What if | click the wrong door?’,
‘How do | make the avatar walk to the left without making a mistake?’ and ‘What if | make a mistake and
fall in a dungeon?’

Figure 4. Fixations of child novice on opening screen Figure 5. Fixations of adult novice on opening screen

Applications designed for children should show greater tolerance for incorrect operation than applications
for adults. Designers may work through a risk assessment to ensure that the applications and their
implementations do not expose children to unacceptable risks. If an application requires a very specific
sequence of actions, it should be made clear so that users do not follow a wrong trail.

Insight 3: Child novices can be faster than adult novices in mastering mouse and keyboard
navigation skills during game play.

In Timez Attack, all the adults struggled to use the mouse/keyboard combination to walk the avatar
through the dungeons. Examples of the emotional expressions of adult novices in reaction to mouse/keyboard
navigation difficulties included: ‘Oh man, what is the mouse doing?’ and ‘Good grief! What must | do with
this thing?’

Children displayed greater dexterity than adults when using the mouse to navigate. Of the seven child
novices who learnt how to play Timez Attack, only one experienced difficulty with navigation, and that only
initially.

If software is designed for all age groups, they should provide customizable user interfaces that enable
users to choose the user interface controls to match their preferences. Moreover, designers should not assume
that, because adults generally have better hand-eye coordination, they will be better than (or just as good as)
children at navigation.

Insight 4: Adults want to have a clear and holistic picture of the entire software application before
they start using it, whereas children just start using the application.

This insight is evidenced by how adult experts taught the novices. They would begin by asking the novice
if they knew anything about the application and would explain what the software was about, before giving
instructions for using it and demonstrating it practically. Child experts immediately instructed novices on
how to use the software applications and allowed the novices to participate from the start.
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Child novices rarely asked for assistance during game play. They discovered things by themselves while
adult novices asked for help as soon as they were given the chance to play the game. Adults were hesitant to
try anything independently and asked many questions.

All the adult participants began by reading the tutorials while only one child participant read the Timez
Attack tutorial. This confirms that adults want a clear and complete picture of what is coming.

Designers should provide appropriate guided tours of the application for first-time adult users. Since
children prefer to get on with it, designers should not rely on them using the tutorials. If both children and
adults will use an application, designers should provide customisable guided tours to accommodate both
types of users.

Insight 5: Children often accept what they are learning regardless of its purpose. Adults find
learning to be purposeful if it has meaning and adds value to their lives.

Children were clearly more engaged, and were not put off easily by usability issues and other problems.
The fact that adults showed signs of frustration much earlier and often struggled where children did not, can
be linked to the fact that the applications were not ones they would use voluntarily. Children and adults get
more engaged and involved if they are using software that relates to them personally. Adults connect their
learning of new software applications to life experiences that may include work-related activities, family
responsibilities, and even previous educational experiences. In Storybook Weaver, child novices produced
pictures related to their fantasy worlds, whilst adult novices produced mature pictures related to their day-to-
day work or social environment.

5. DISCUSSION

The main research question of this study relates to the possibility that learnability may have different
meanings for users of different ages. We consider this in the discussion that follows on the subprinciples of
learnability (defined in Section 2.2) relating it to the insights gained through this study (Section 4). We also
discuss what we have learnt in terms of the learning process and end with some recommendations for design
that emerged from the results.

5.1 Reinterpretation of the Subprinciples of Learnability

The literature review established that a system would be easy to learn if it was predictable. Predictability
allows users to know beforehand what will happen when they click on a menu item or press a key. Insight 1
showed, for example, that children did not consider the meanings of the two buttons in Figure 2 as critically
as the adults did. They merely tried them out until one worked, while adults showed some confusion when
the buttons did not function as they would have predicted. Elements relating to predictability were also
evident from Insight 2. Children used trial-and-error to play the game, whilst adults relied on instructions.
Eye tracking results showed that children’s fixations were longest on the Play button whilst the fixations of
adults were longest on the instructions.

A user interface that adheres to the principle of synthesisability allows the user to understand which user
actions have led to the current state, what the system did to get there, and what the user should expect next.
Insight 2 relates to synthesizability. It refers to the broader life experiences of adult novices that allow them
to develop mental models that may enable them to overcome the difficulties of learning to use a new
application. However, at other times, these mental models may be detrimental to learning. Adults’ fixed
patterns can cause them to be less open-minded than children to new learning. Children use whatever they
learn through trial-and-error to construct cognitive maps of the workings of an unfamiliar software
application.

Familiarity is the degree to which the user’'s own real-world personal experience and knowledge can be
drawn upon to derive insights into the workings of an unfamiliar system. When the system has familiar
elements, the user will relate it to similar, real-world situations or systems, thereby reducing the amount of
cognitive burden to become adept at using it. Insight 2 also relates to familiarity.

A system is generalisable if users are able to use what they have already learnt to conduct new tasks.
Insight 3 relates to generalisability, suggesting that child novices mastered mouse and keyboard navigation
skills faster than adult novices. Besides youthful dexterity, as opposed to a general slowdown of motor co-
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ordination with age, the main source of performance advantage in mouse and keyboard mastery by child
novices over adult novices was found in the generalisability of mouse and keyboard skills mastered in other
prior applications. Consistency applies when the system behaves in the same way when comparable
sequences of actions occur in similar situations. Consistent interfaces are easier to learn and use (Preece et
al., 2007). They help users gain confidence in using systems, and encourage them to try exploratory learning
strategies (Nielsen, 1994). Insights 2 and 4 support Nielsen’s assertion that consistent user interfaces
encourage exploratory learning strategies. If system feedback and responses are consistent, child novices will
have more success in their exploratory approach to learning.

The findings of this study suggest different interpretations of the learnability principle and its
subprinciples for children and adults. To summarise:

Predictability is more crucial in adult products than in those aimed at 9 to 12 year olds. Adults need to be
sure of what happens next and what they are allowed to do next, while children are more willing to just
explore. Children are less concerned about the effects of their actions than adults. Synthesizability has a
different meaning for the two user groups since their differing levels of experience will influence the way
they form mental models about the working of a system. Designers should thus be aware that children may
construct different mental models from what they (the adult designers) would expect.

A system that adheres to the principle of familiarity for adults may include elements with which children
are not familiar. On the other hand, the fact that many children are exposed to technology from an early age,
may mean that new input mechanisms, to which they have been exposed via computer games, may be
unfamiliar to older people. The consequences of generalisability and consistency on learnability may be
different for each user group, but our findings did not show that the two user groups understood the meanings
of the two principles differently.

Not all the insights could be related to the existing subprinciples of learnability. We therefore identified
the need to incorporate the concept of ‘engagement’ into the definition of learnability, since the users’ level
of engagement can determine their commitment to learn the application. This will be a topic for further
research into the re-definition of the learnability principle.

5.2 The Learning Process

Literature on the learning process alludes to differences in the way that adults and children learn. Insight 2
highlights the differences in the life experiences of adults and children as the source of observed differences
between them.

Insight 5 relates to the theory of social constructivism, which emphasizes the importance of the learner
being actively and personally involved in the learning process (de Villiers, 2005). Children are simply happy
to accept what they are learning regardless of its purpose, but adults appreciate learning if it brings added
value and meaning to their lives.

Literature on the characteristics of adult learners, states that adult learners need to know why they should
learn something before undertaking to learn it. Insight 4 relates to this characteristic when it refers to children
trying out new things just to see what happens and not being worried that something might go wrong. Adults,
on the other hand are more cautious, and tend to be more self-critical than children. Adults are rigid in what
they expect of a user interface, whereas children like to explore.

Our results thus show that the differences in how adults and children learn in general, do not always apply
when they are learning to use a new software application:

* Whereas adults usually rely on themselves in the learning process, when they learned to use the
software games in this study, they depended more on the support of instructions and outside help than
children did.

« In these games adults were not noticeably more self-directed in their learning than children.

« Adults’ broader life experience did not have a clear effect on their learning of the games. In some
instances it hindered them, rather than helped them. Children were more confident to learn through trial-and-
error, while adults preferred to read instructions.

These findings on the differences between the general learning styles of children and adults could serve as
the basis for recommendations to application designers to better satisfy their intended end users.
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5.3 Recommendations for Design

Based on the results of this study, the following recommendations summarise the implications for design:

1. Software intended for children should not rely on written instructions. Software for adults, on the other
hand, should provide detailed instructions and Help facilities.

2. If adults will use the product, tutorials that give product overviews should be provided.

3. Applications designed for children should show greater tolerance for incorrect operation.

4. When designers produce software applications intended for adults, they should make the value of using
it clearly apparent. Given the rationale for learning something, adults will be more likely to invest time in it.

5. The different user groups have their own skills and abilities, therefore design principles for one group
may not be applicable to the other group. Designers should acknowledge that they, as adults, may not
understand the needs of child users. On the other hand, when designing for children, they should test the
usability of their designs with adults, because children are more tolerant of usability problems.

6. CONCLUSION

The lack of sources in the literature that deal specifically with the learnability principle, suggests a gap in the
body of knowledge. This study was an attempt at filling that gap, but more work needs to be done to improve
the granularity in the description of the subprinciples. Specifically, better distinction between some of the
principles, for example, generalisability and consistency, could be achieved through further research. The
importance of ‘engageability’ to be incorporated into the definition of learnability has been identified as
worthy of further investigation.

A limitation of the study was that the experiments were conducted in a usability lab that isolated
participants in a controlled environment, where they could interact only with the facilitator and complete
tasks with only the tools provided for them. This may have introduced bias into the results of the study.
Users’ behaviour can be influenced by the fact that they are being observed.

External validity, or the generalisability of the study, is limited by the fact that there were only 24
participants. Although the children represented different cultural groups and home languages, they all
attended two schools situated in relatively privileged areas. The adult participants were from the same
workplace, but they did represent a range of skill levels (from a full professor to a security guard) and
cultural groups.

The study highlighted the need for software designers to distinguish actively between child and adult
users. The results lead to reformulation and re-interpretation of the learnability subprinciples to differentiate
between the needs of adults and children and served as foundation for specific recommendations for design.
We believe that our findings will help to advance HCI practice and to improve the quality of software
targeted at different age groups.
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ABSTRACT

In the present day User Interfaces (Uls) are complicated software components, which play a crucial role in the usability
of web applications. An explosion on interface design for HCI has been commenced over the last decade. But very little
attention has been paid to semiotics theories for web interface design, though designing the web sign has a widely
acceptable crucial effect on enhancing users understanding and satisfaction. For these, the objective of this paper is to
reflect user experiences in interface signs interpretation and how these could affect the usability of web applications. To
accomplish this objective, a systematic empirical case study was conducted on a web application. This study was
replicated with seven participants from five different educational institutions in Finland and followed a strict case study
methodology to ensure the validity and reliability of our research outcomes.
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Think aloud usability testing, semiotics, interface signs, web application, user experiences

1. INTRODUCTION

Over the past years, with the advent of globalization and the rise of information technology, it has become
obvious that one of the most important qualities of web application would be the ease by which the end user
can learn and interact with these applications. Thus, the activity of assessing the quality degree of the
applications is becoming an arduous task. Users’ degree of satisfaction in using as well as interacting with a
web application established the quality of this application (Triacca, 2003). The most significant measurement
unit of satisfaction is usability, as it is “the extent to which a product can be used by specified users to
achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use” (1SO
9241-11, 1998). Thus, usability of a system contributes to user happiness, satisfaction, as well as pleasure;
and conversely a lack of this contributes to user dissatisfaction and frustration, and thus eventually will result
in the total abandonment of the system. Therefore, usability is considered a key quality for a web application.

The web interface plays the main role for the interaction between human and computer in web
applications. The growing demand of the present Internet world leads us to focus on designing these web
interfaces, user perception on web interface signs, web usability as well as the crucial roles of designing web
interface signs to HCI. In fact, these design principles are semiotics by nature and semiotics is the science of
signs (Peirce, 1932-58), that is, a theory about sense production and interpretation.

Therefore, the purpose of this research was to discuss semiotics theories and to show the significance of
semiotics to design and also to evaluate the web interface signs to boost web usability. Indeed, this research
shows that semiotics is one of the important fundamental design dimensions that affect the usability of a web
application. In this research a systematic empirical case study on a web application was conducted and
revealed how user’s interpretation to interpret interface signs could affect the overall usability concerns. The
complete study report with all data sets can be found in (Islam, 2011).

This paper is structured as follows. In section 2, the previous research related to our work is described.
Semiotics theories and these relations to interface sign interpretation are discussed in section 3. These
semiotics theories were also the sources of motivation to design and articulate this paradigm. The steps of
experimental method for empirical study are discussed in section 4. An empirical case study on a web
application, the Ovi calendar of Ovi by Nokia (http://calendar.ovi.com) is discussed in section 5. In section 6,
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our research findings are presented. Finally, the conclusion concerning semiotics perspective to interface sign
design as well as ideas of future research is provided in section 7.

2. STATE OF THE ART AND RELATED WORKS

Over the last few decades, usability evaluation method has been considered as an important quality
assessment technique in website evaluations (Al-wabi & Al_khalif, 2009). Thus, different Usability
Evaluation Methods (UEM) have emerged and been developed in research and practice in the field of
usability. UEM can be divided into four classes: analytic methods, specialist reports (usability inspection),
observational methods (usability testing) and user reports (survey) (Whitefield, A. et al, 1991). Analytic
methods are mainly driven by analysis (Diaper & Stanton, 2003) of tasks that need to be done by the end
users. Usability inspections focus on feedback from experts in HCI or web application design. Heuristic
evaluation (Nielsen, 1999) (Nielsen & Mack, 1994), cognitive walkthroughs (Hertzman & Jacobsen, 2003),
feature inspections (Nielsen & Mack, 1994) are more common evaluation methods to this group. Checkilists,
usability principals or rules are used as guidelines to direct this kind of evaluations. Co-discovery (Barnum &
Dragga, 2001), think-aloud (Hertzman & Jacobsen, 2003) (Nielsen, 1993) are effective example methods of
usability testing group. In co-discovery, two or more users work together in the evaluation. For the think-
aloud, a small number of users are involved individually, users verbalize while using the system to complete
the given task to express his/her thoughts, feelings, and opinions. The final group, user report involves the
use of questionnaires and interviews for data collection (Nielsen, 1993) (Usability Net, 2010).

All the evaluation methodologies presented above are lacking the evaluation of semiotic issues of web
applications. These methods do not analyze the intrinsic values of user interface, specially the interface signs
of user interface. To allow the analysis of intrinsic values of interface signs during usability evaluation, a
semiotic engineering approach has been evolved (Souse, 2005). However, current well-structured web
usability evaluation methods and techniques consider semiotic aspects as generic criteria for evaluating the
user satisfaction, often confusing and blending them with other usability problems (i.e. problems related to
content or to layout design) (Triacca, 2003). Moreover, very few methods give the right importance of
semiotic design and evaluation to optimize the web usability.

The main reasons to skip semiotics issues in the currently available UEM of web applications as well as
for designing the interface signs are: (i) lack of knowledge on semiotics and its theories in general, (ii) lack
of theoretical background on semiotics theories to web interface sign design and its evaluation, (iii) lack of
understanding the necessities of semiotics to interface design and evaluation, (iv) lack of awareness on how
semiotically designed interface signs affect the web usability, etc. This research has mainly focused on these
issues and shows how users’ understanding of interface signs affects web usability, and thus eventually
presents the significance of semiotics theories to design and evaluate the interface signs through a systematic
empirical case study on a web application.

3. SEMIOTICS AND SIGN INTERPRETATION

Signs take the form of words, images, sounds, odors, flavors, acts or objects, but these things have no
intrinsic as well as intended meaning and these things become signs only when designers provide these with
meaning (or, sense) (Morris, 1938). Few examples of Ovi calendar interface signs are presented in figure 1.
Among the many different semiotics models two models are presented here which were more relevant to this
research work: (i) Peirce's semiotics model (Peirce, 1932-58) consists of a triadic relationship containing: the
representamen (representation or sign) - this stands to somebody for something in some respect or capacity.
It addresses somebody and creates in the mind of that person an equivalent, or perhaps more developed sign;
the object (referent) - is the actual thing the sign stands for and the interpretant (meaning) - is therefore the
sign created in the mind of the perceiver or the reaction caused by the object in the perceiver (Andersen,
1992). For these, a sign requires the concurrent presence of these three constituents. (ii) Semiotics theory by
Gottlob Frege's terms for the three vertices of the semiotic triangle were Zeichen (sign) for the symbol, Sinn
(sense) for the concept, and Bedeutung (reference) for the object (Frege, 1879). As an example of the
semiotics triangle, Frege cited the terms ‘morning star’ and ‘evening star’ and both terms refer to the planet
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Venus as their meaning, but their senses are very unlike the way in which the planet is presented (one term
refers to a star seen in the morning, and other one refers to a star seen in the evening). Therefore, there is no
one-to-one link between the object and the sign; various signs may have a single meaning in spite of several
meanings. Different signs vehicles can refer to the same object since each sign vehicle has its own flavor or
sense that leads it to the same object. Therefore, users generally guess the sign meanings through the
creation and interpretation of 'signs'.

Sign | Interpretant | Object Interpretation

Retrieve deleted item |
A

Accurate

Designer
P4

Textbox accept input data (date) in fixed

format (dd / mm / yyyy) from keyboard
or by cursor interacting with the calendar
duration | 1) [hours 58 ~ icon append with text box.
end Moderate
at [©) Textbox accept input data (date) only from
keyboard (do not get any hints about acceptable
date input format) and appended calendar icon

has no interactivity but it used only to give an
indication that this text box is for date value.

My Items 3 Designer Create / add a new category

Oviand me N Conflict

+/| New Share
P2 Create / add a new event
Designer See all deleted items |

See all stored / entered items

| Erroneous

Choose option to select whether changes
- " (of entered events with repetition) will
Desigi
Miks changes to: effect to all repeated events or only the Incapable
current one.
or

Figure 1. Examples of participants’ interpretation of interface signs and its categorization

For these, the users’ interpretations (few examples are depicted in figure 1) of interface signs were
classified into the following categories based on the accuracy level of user interpretation with respect to the
designer’s interpretation for an interface sign: a) accurate- user’s interpretation completely matches the
designer’s interpretation and this category reflects the semiotics theory, (b) moderate- user’s felt more than
one distinct object, one of which was the right one about the interface signs and probability to obtain the right
object at the first attempt may be less than the accurate interpretation (for example, if a user proceeds with a
sign to obtain a particular object but the sign does not really stands for that), (c) conflicting- user’s felt more
than one distinct object in his/her mind about the interface signs and user felt confused about choosing the
right object that will match to the designers intention, (d) erroneous- user’s interpretation referred to a
completely different object other than the designer’s interpretation, and (e) incapable- user could not able to
interpret the interface sign at all. These categorizations were also used in empirical studies in section 5.

4. EXPERIMENTAL METHOD

In this research, two user tests were conducted (i) Interface sign intuitive test and (ii) Conventional think-
aloud usability test to reach at research goal. To obtain the research outcome through these tests the six
sequential steps were followed. Briefly these are the six steps. Step 1: The problem statement and test
objectives were clearly defined to reflect the purposes of conducting the tests and appropriately derive the
remaining steps. Step 2: Tasks list were prepared and then all the interface signs were listed along with listing
(separately) the entire related interface signs (heuristically) to these tasks for the web application being
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tested. Step 3: Participants who might be the user of this studied application were recruited and scheduled.
Step 4: A user test were conducted to understand the user interpretations of these listed interface signs and
collected the data in a systematic way. This test is named here as interface sign intuitive test. Step 5: User
testing to perform the given tasks was conducted following the conventional laboratory based think-aloud
method and collected the data in a systematic way. Step 6: Finally, these tests data were analyzed and
examined to observe the user behavior focusing the users’ understanding of interface signs and how these
understandings affect users’ performance. For example, an interface sign S is related to a task T. From the
interface sign intuitive test, if it was happened that a user U does not understand properly the intended
meaning of S. Then, usability testing data were examined to observe: (a) how the user U behaves to perform
the task T while the sign is S related to this task T was not properly understandable to U. (b) how these
behaviors influence the web usability. The studies ended by discussing the important observations that
emerged from the analysis phase, and also presented the future trends of semiotics theory as applied to
interface design and evaluation.

5. AN EMPIRICAL STUDY ON WEB APPLICATION

The purpose of our empirical study following the above systematic procedure was to observe the user
experiences to deal with interface signs and how these could affect the web usability. This study was
conducted on an example web application, the Ovi calendar of Ovi by Nokia during the late 2010 at usability
testing laboratory of Abo Akademi University, Finland. This section briefly discusses how the empirical
study was conducted to reach at our research goal.

5.1 Problem Statement and Test Objective

This study mainly focuses on user understanding of interface signs of the web application from a semiotics
perspective. One basic research question is addressed: How do interface signs (semiotics) affect web
usability? This study objective was to obtain the answer of this research question. In particular, this research
wanted to observe:

- user understanding (accuracy level) in interpreting the intended meaning of interface signs.

- user behavior to perform a specific task with respect to his/her understanding (accuracy level) of the
task-related interface signs.

- And how their behavior influenced web usability.

5.2 Tasks and Interface Signs

A set of scenarios were created where each scenario contained multiple tasks. The scenarios were written in
the language of user’s tasks. The scenarios and its related tasks are briefly presented in table 1. After
finalizing the tasks list, an inspection (heuristically) was carried out very meticulously to find (i) all interface
signs, and (ii) related interface signs to each task. Then two lists of interface signs were prepared: one having
all interface signs of the Ovi calendar and another having related interface signs to each task.

5.3 Participants

Anyone who wants a personal, free calendar service that can be accessed from any location from any web
browser might be the users of this product. Therefore, students were chosen as our test users. Due to
limitations of time and money, this study did not cover other types of users. A series of questionnaires were
designed to qualify the potential users. The overall study involved seven participants aged 21 - 30, selected
from five different universities in Finland. All participants had good experience in using the personal
computer, the internet, the real world calendar and three users had prior experience in using a web calendar,
but no participant had prior experience in using the Ovi calendar (see table 2).
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Table 1. List of scenarios and related tasks Table 2. Test participants profile in brief (H: High, M: Medium,

L:Low, N: None)

Scenarios | Task Tasks Features PL [ P2 |P3|P4|P5]|P6|P7
no. Familiarity with H|{H|H|H|[H]|H]|H
Log-in 1 log-in to Ovi calendar personal computer
& event (data was provided) Internet familiarity | H [H [H [ H [ H | H | H
entry 2 create an event Age 21 | 22 (221 26 | 25 | 29 | 24
3 create an event with Education MIMIMTITHTITMIHTH
advanced options Familiarity with HIH|[H|H|[H|H][H
Search & 4 search for an event (event real world calendar
edit event entered previously) Familiarity with NININININININ
5 | editanevent online Ovi calendar
check, 6 check weekly event list Familiarity with LINITHININTITHIN
delete 7 delete an event other online
and log- 8 log-out to leave Ovi calendar
out calendar

5.4 Interface Sign Intuitive Test

The interface sign intuitive test was conducted through user interviewing mainly. The main reasons for
choosing interviewing were (Online Resource, 2010): interviews need very few facilities, easy to organize,
enjoyable, as well as a good way to find in-depth information about users. The user interview was conducted
one by one following the thinking aloud method (Lewis, 1982). At the beginning, the interviewer gave a very
short lecture to the participant regarding the purpose of the interview. The questionnaires used to conduct this
test session were: What do you think about the intended meaning of this sign? / What could be the purpose of
using this sign? / What is your guess about the referential content for this sign? / Why does this sign stand
for? The author as interviewer and a participant, as interviewee were seated together in front of a computer,
showed the list of all interface signs of web application being tested. Selected participants were asked to
formally interpret these interface signs (base on the questionnaires raised for this test session), talking aloud
and described their understanding of each interface signs. Page snapshots of studied application from where
signs were listed were also showed and they were asked to “re-comment” on any signs if they thought their
past comments were not appropriate to any particular sign. The fundamental purpose of asking these
questions was to obtain an indication of their understanding and classify their interpretation into: accurate,
moderate, conflicting, erroneous and incapable (see section 3). The interviewer noted these data during test
sessions and these entries were checked again with the video record of the test sessions.

5.5 Think-aloud Usability Test

To perform a usability test with each participant, the following activities were followed. A short lecture was
given about the usability testing in general. Activities during test sessions consisted of observing users
performing their tasks in a usability test laboratory. Their activities were recorded in videos and they were
observed through a one way mirror. Post-task questionnaires were used to obtain immediate feedback of the
users after completing each scenario. The users were asked about the ease and difficulty of tasks and
provided options to write comments on different issues they felt during the completion of tasks. It helped to
obtain feedback when users’ memory was fresh. At the end, when users finished last scenario, post-test
questionnaires were delivered. Later the video record of the test sessions were examined and coded using
data-logging software (Observer 5.0) to obtain test data. Apart from this, more data were collected from
different kinds of questionnaires, for example pre-test, post-task, and post-test.

5.6 Analysis and Examination of Test Data

Data from both tests were collected and analyzed in two steps: (i) general analysis, and (ii) critical analysis.
Microsoft Excel 2007, Spotfire Decision Site 7.3, and Observer 5.0 were used to analyse and examine these
data. Due to the lack of space only a few data sets are presented here.
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5.6.1 Data Collection

From interface sign intuitive test, data of (i) users’ interpretations of all 104 interfaces signs (see table 3) as
well as (ii) users’ interpretations of each task-related signs were collected. From think-aloud usability test,
data of (i) task completion time (TCT), min and max time for each task as well as all tasks (see table 4), (ii)
number of times tried / failed to complete each task, (iii) no. of input errors, system errors as well as number
of times despaired, smile, angry, asking help for each task, (iv) no. of interactions and interaction variation
(difference between the interactions actually needed and user’s actually performed to complete a specific task
i.e., user interact - required interaction) for each task, (v) time to stay at despaired, smiley, or angry state,
(vi) time to stay at confused & wrong navigation (C&WN) state, (vii) subjective rate in the scale of 1-5 based
on how easy or difficultly felt to perform each task as well as overall reaction to the studied application, and
(viii) examples of verbal comments related to interface sign interpretation were collected.

Table 3. Categorizations of participants’ interpretations to all interface signs

Participants | Accurate Inaccurate Accuracy Inaccuracy
Moderate Conflict Erroneous Incapable (%) (%)
P1 67 18 3 12 4 64.42 35.58
P2 65 13 8 16 2 62.50 37.50
P3 79 16 0 8 1 75.96 24.04
P4 73 14 5 4 8 70.19 29.81
P5 71 14 3 11 5 68.27 31.73
P6 77 11 2 9 5 74.04 25.96
P7 76 9 4 13 2 73.08 26.92

Table 4. TCT (mm:ss) where, min & max time cell coloured as light turquoise & rose respectively

Participants | T1 T2 T3 T4 T5 T6 T7 T8 | Total
P1 01:28 | 05:44 | 08:26 | 00:44 | 05:40 | 02:19 | 01:10 | 00:07 | 25:38
P2 01:00 | 04:02 | 18:53 | 00:55 | 04:55 | 02:02 | 02:59 | 00:03 | 34:49
P3 00:38 | 02:57 | 06:47 | 01:44 | 15:18 | 00:29 | 00:36 | 00:03 | 28:32
P4 01:15 | 03:08 | 02:54 | 00:59 | 03:16 | 05:35 | 00:44 | 00:05 | 17:56
P5 01:24 | 06:23 | 07:43 | 00:54 | 01:19 | 06:25 | 01:01 | 00:03 | 25:12
P6 01:03 | 07:00 | 02:21 | 01:35 | 11:40 | 05:08 | 03:22 | 00:03 | 32:12
P7 01:12 | 03:11 | 14:07 | 03:04 | 21:27 | 04:39 | 00:14 | 00:03 | 47:57

5.6.2 General Analysis

Taking into account the percentage of users’ interpretations accuracy and inaccuracy of (i) all interface sings
as well as (ii) each task-related signs, general analysis was carried out. In this paper, the terms task-required
signs refer to the signs actually needed to complete a task in a specific way and task-related signs refer to the
all signs related all the distinct ways of completing a task. This analysis mainly observes the rational relation
between the users’ interpretations accuracy and the task completion performance (e.g., task completion time,
confused & wrong navigation state, task failure, interaction variation, input error, asking help, facial
expression, subjective ratings, etc.). The general analysis showed that in most of the cases users showed
comparatively high task completion performance when their interpretations accuracy of interface signs was
comparatively higher than others. Due to the lack of space only two examples are presented below:

Task completion time: Four participants P1,P2,P4,P5 (57.14% of total participants) completed tasks in
comparatively shorter time than the participants who had comparatively low interpretations accuracy of all
interface signs. These participants’ interpretations accuracy relation was P2<P1<P5<P4, and TCT relation
was P4<P5<P1<P2.Again, those who have comparatively high interpretations inaccuracy of task-related
sings were took comparatively more time {e.g., T2 (sign interpretation inaccuracy 45.83%, TCT 5:44) by P1,
T3 (39.58%, 18:53) by P2, T4 (47.06%, 3:04) by P7, T6 (66.67%, 6:25) by P5, etc.} and vice versa {e.g., T2
(31.25%, 2:57) by P1, T3 (27.08%, 2:21) by P6, T5 (30.77%, 1:19) by PS5, etc.}.

Task failure: Total number of task failed at the first attempt was 9. Among these, 5 tasks (55.56%) were
failed by the participants where participants’ interpretations of these task-related signs showed comparatively
higher to inaccuracy. Tests data showed that the tasks T3,T3,T7,T6,T6 by participants P1,P2,P2,P4,P5
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respectively were not completed at the first attempt due to the high interpretation inaccuracy, i.e.,45.83%,
39.58%, 47.62%, 58.33%, 66.67% respectively.

5.6.3 Critical Analysis

Alternate cases to all categories of general analysis were also observed and these cases are named as critical
cases. Few examples of critical cases are presents in below:

o Interpretation accuracy of all interface signs by P4 and P7 were 70.19%, 73.08% respectively but task
completion time, interaction variation, confused & wrong navigation, despaired, angry, task failure, asking
help, and subjective ratings were comparatively worse for P7 than for P4.

o Interpretation accuracy of task T5 related signs was higher for P7 than the P6 but P7 showed
comparatively worse performance than P6 on the way to task completion time, interaction variation, confused
& wrong navigation, despaired, asking help as well as subjective ratings.

o Interface signs for tasks T2 and T3 showed the same understandability for each participant (e.g., P1’s
accuracy of interpreting task-related signs for tasks T2 and T3 were 54.17%) but task completion
performance differed between these tasks by each participant.

Further examination of the tests video led to analysis and discussion of these critical issues by using set
operations (Set-computer science, 2010), and dependency graph (Dependency Graph, 2010). Discussions of
critical cases are presented here through three observations:

Observation I: It was observed that the total number of interface signs of studied application was less than
the number of each task-related interface signs. Again, except T1 and T8 all other tasks had more than one
distinct way (e.g., to complete a task T, it is possible by interacting with the signs {S1, S2, S3, S4} and also
possible by interacting with signs {S3, S4, S5}; these two sets of signs are referred as the two distinct ways
of completing the task T) of task completion. Because of this, the number of task-required signs and number
of task-related signs was not equal. Therefore, it happened that participants having comparatively low
interpretation accuracy (of all interface signs as well as task-related signs) but understood the task-required
signs and proceeded with those signs facilitated him to perform that task properly (e.g., low task completion
time, complete the task at first attempt, low interaction variation etc.). Again, participants having
comparatively high interpretation accuracy (of all interface signs as well as task-related signs) but who failed
to understand the task-required signs showed worse performances for completing this task. This observation
is analyzed and discussed here with an example using set operations to give a more clear idea-

Assumptions, interface signs of whole system: S ={S1,S2,S3,54, S5,56,57,S8,S9, S10, S11, S12,S13,S14}

User interprets interface signs accurately for whole system: A ={S1,S5,57, 9, S10, S11, S12, 513, S14}
Task: T; no. of distinct ways to perform task T: 4; total no. of signs for whole system: N = S|=14

Required signs to each ways (task-required signs): wi1:{s1,52,54}; W2:{S3,S7,58}; W3:{S1 S4,S5}; W4:{S1,S7}
Thus, no. of required signs for each of these ways: W1 =3W2/=3W3=3Ww4=2

Interpretation accuracy for whole system: {(‘ N /‘s‘) %100} = 64.29%

User interprets inaccurately for whole system: 1A=(S—A) ={S2,53,54,56,58} =3571%
Related signs for task T (task-related signs): RS : W1uw2UuW3uUW4) ={S1,52,53,54,55,57,58}
No. of related interface signs for task T: RS|=7

For these, user understands accurately for task T: B = RS n A={S1,55,57} = 42.86%
User understands inaccurately for task T: ¢ = Rs — A ={S2,53,54,S8} = 57.14%

Finally, these illustrate:|Rg <N and W1 <[RS|AW2 <[RS A W3 <|RS|A W4 <|RS|
RS cSA(AUIA)=S and Bc AACc AABzIAACCIA
BcRSACcRSA(BUC)=RS and W1lgBAW2¢gBAW3zBAW4C B
That is why, though the interpretation inaccuracy (of all interface signs as well as task-related signs) were
comparatively high but if user proceed with the specific way W4 to perform this task T, then he/she could
complete the task with high task completion performance. If user chose any other ways (W1, W2, W3 or any
other arbitrary ways) then task completion performance could be worse.
Observation Il: The sequential as well as dependable relations were available within the set of task-
required signs. For example, the dependency relation within three signs are presented as {S1+« S2 « $3},that
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means, S2 depended on S1 and S3 depended on S2 (or, to obtain S2 user needs to interact firstly with S1 and
to obtain S3 user needs to interact firstly with S1 then S2). Again, the sequential relation within three signs
are presented as{S1= S2 = S3}, that means, S1 is sequentially related to S2 and S2 is sequentially related to

S3 (or, to complete the task properly it is needed to interact firstly with S1 then S2 and finally with S3). That
is why, it happened that participants having comparatively high accuracy (of all interface signs as well as
task-related signs) but incapable or erroneous interpretation of one or few sign(s) within the set of task-
required signs showed comparatively worse performance of task completion and subjective ratings than those
who had comparatively low inaccuracy (of all interface signs as well as task-related signs). For example, to
perform T3 by P2, T5 by P7 participants were not able to interpret few signs properly within the set of task-
required signs; whereas these few signs were strongly related (sequentially and dependability) to other signs
of that set and thus showed worse performance for these tasks. This observation is analyzed and discussed
here with an example case of performing task T3 by P2 using dependency graph in a more structured way to
depict the idea in a more clear way. In dependency graph (see figure 2), all circles represent related signs for
task T3. The arrow sign from S2 to S1 means S2 is dependable on S1. Circles with labeling represent the
required signs for the specific way of task completion, chose by P2. Set of required signs for a specific way
chose by P2 for T3:{S1,52,53,54,55,56,57,58, 59,510,511, S12}

Dependency among these signs: {S1« S2 « S3 < S4 « {{S5,56,57 « $8,59,510, 511} «— S12}}
Sequentiality among these signs: {S1=> S2 = S3=> 54 ={S5, 56,57 = S8, 59, S10, S1T} = S12}
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Figure 2. Sign interaction for T3 by P2 Figure 3. User’s interpretations affect the web usability

That’s why, to reach at event entry page dependable signs (S1, S2, S3) were not properly understandable
to him thus he was tried a lot to reach at event entry page. Since, P2 needed to interact with S1 (conflicting)
to reach at S2, then needed to interact with S2 (moderated) to reach at S3 and after that needed to interact
with S3 (erroneous) to reach at S4 and interaction with this S4 (accurate) led him to reach at event entry page
and interact with {S5,56,57,S8,59,510,511,S12}. At event entry page, erroneous interpretations of S5, and

S9 also affected to the task completion performance since, these signs had a dependable and sequential
relation with S12. Therefore, P2 completed the task T3 with worst performance (e.g., high TCT, C&WN,
task failure, high interaction variation etc.) and gave comparatively low subjective rate for this task.
Observation I11: From this study, it was also observed that sign interpretation directly as well as indirectly
affected usability metrics of effectiveness (e.g., % of goal achieved), efficiency (e.g., time to complete a task,
error rate, amount of effort) and satisfaction (e.g., subjective rating scale) thus eventually affected web
usability. For the lack of space only two example cases are discussed here, i.e., (i) P1 was unable to properly
interpret a sign of input date (in figure 1, sign interpreted by P1) to perform task T3 and this inaccurate
interpretation made an input error and this input error generated a system error and failed to perform this task
at the first attempt. Then, this failure and errors showed the way of asking help twice, spend C&WN state for
32 second thus make navigation errors and these eventually directed him to increase interaction variation
(51.85%). Then, these all affected to increase the TCT (8:26, whereas min time was 2:57) comparatively and
finally these also affected his subjective rating (rate to 3). (ii) To perform task T5 by P7 erroneous and
incapable interpretation of few signs (in figure 1, two signs interpreted by P7) led him to task failure for first
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two attempts as well as spend C&WN state for 6 min 38 sec (30.91% of TCT). Then these ultimately directed
him to obtain high interaction variation (1520%). After that these all affected to increase the TCT (21:27,
whereas min time was 1:19) comparatively and also to his facial expressions (despaired and angry for the
time of 4:09 and 0:07 respectively). Finally these affected his subjective rating (rate to 1) too. That is, an
erroneous interpretation of interface signs affected directly and indirectly usability metrics (e.g., task failure
affects to effectiveness; input error, TCT, interaction variation affects to efficiency; asking help, C&WN,
subjective ratings to satisfaction) thus eventually affected to overall web usability. Mostly happened cases
observed from this study are depicted in figure 3. Here, two nodes linked with one side arrow means arrow
sided node affected by other side node. For example, inaccurate sign interpretation affected to occur input
error, and this input error eventually affected to increase the interaction variation and this eventually affect to
increase TCT, and so on.

6. RESEARCH OUTCOMES

The aim of the study was to observe usability problems in general and these problems were examined with
respect to users’ interpretation of interface signs in order to show the importance of considering semiotics
acuity in the design and evaluation of web interfaces to boost web usability. Main outcomes of this study are
presented here briefly. Users able to interpret interface signs properly complete a task in comparatively
shorter time, with lowest interaction variation, and spend a shorter time on confusing and wrong navigation
than users who do not understand interface signs properly. The possibility of task completion failure rate
decreases with proper understanding of interface signs. Erroneous or incapable interpretation of interface
signs may lead to task failure. Again, lack of proper interpretation of interface signs related to value input
may lead users to make input errors. Interface sign interpretation does not affect the system error directly, but
indirectly. It was also observed that ease and ability to interpret the interface signs affects users’ facial
expressions. Moreover, this study also showed that subjective ratings to overall satisfaction could be
comparatively higher to the users who were comparatively more able to interpret interface signs properly.

This study also showed that users’ task completion performances might be worse even though they had
comparatively high interpretation accuracy of all interface signs as well as task-related signs. Because of, (i)
number of task-related signs was greater than task-required signs ; (ii) a or few sign(s) within the set of task-
required signs was (were) not properly understandable; (iii) sequential and dependable relation are also
available within the set of task-required signs; and (iv) one usability problem eventually affect another
problem.

A web page generally includes: content, navigation, graphics / layout, information, and interface signs.
This is why, this study’s objective was to depict how interface signs could affect overall usability while
considering others page elements were correct from a usability perspective (see figure 3). This study showed
that web interface sign presentation (design) and its interpretations affect most of the problems found through
usability test. That is, sign interpretation directly as well as indirectly affects usability metrics (effectiveness,
efficiency and satisfaction) thus eventually affecting web usability.

7. CONCLUSION AND FUTURE WORK

This paper shows the significance of semiotics perspective to web usability through an empirical case study
on a web application. This study showed that semiotics consideration to interface design and evaluation were
mostly important since interpretation accuracy of interface signs affect usability metrics i.e., effectiveness,
efficiency, and satisfaction thus eventually facilitating optimization of the web usability. There were a few
limitations to this study. Firstly, the case study was conducted only on a web application; secondly, the
number of participants was rather small; and thirdly, this study did not focus on other things (e.g., content,
navigation, graphics, etc.) of the web interface therefore this research did not claim that these are correctly
organized in the Ovi calendar interface The author hopes to consider these issues in future tests. Again,
though many researchers have been conducted on web interface, especially on its content, navigational style,
graphics/layout, and information, surprisingly web signs were always neglected. Moreover, the answer of a
basic research question (How do interface sign affect web usability?) accomplish from this research raises
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another important fundamental question “What does the designer need to be aware of when re/design
meaningful, understandable web interface signs?”” In future work, the author will seek to provide answers for
this question. Therefore, this research also acted as an initial step to start my journey to work on a concrete
project “semiotics perception on web interfaces: evaluation and optimization of web usability and end user
experience”. Future research on this project will continue by focusing on interface signs, web usability, HCI,
UX, and semiatics theories.
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ABSTRACT

This paper explores the main requirements and design guidelines of user interfaces for monitoring systems in office
buildings. We first discuss five information streams in the monitoring system (energy use, indoor environment, external
environment, occupants’ states, and environmental control systems states). We then present the results of a user survey
(134 participants) and three focus group sessions (24 participants) conducted in Vienna and Taiwan. The objective of this
survey was to capture the views of the potential receivers of building monitoring information regarding the relative
importance of different kinds of information and the modes and means of presenting and visualizing such information.
The outcome of these studies is expected to advance the state of art in connecting occupants and buildings.
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1. INTRODUCTION

1.1 Motivation

Energy consumption in buildings constitutes a large share of total end use energy. European Union is
increasingly dependent on imported energy resources. Moreover, greenhouse gas emissions are on the rise
(European Commission 2009). According to IEA (2008), buildings are responsible for approximately 40% of
energy consumption and 36 % CO2 emissions in the countries of the European Union. On the other hand,
buildings affect health, comfort, satisfaction, and the productivity of the workforce, as over 90% of the
average person’s life is spent indoors. Earlier studies suggest that users' behavior and actions can influence
the performance of buildings both in terms of sustainability (e.g. energy use) and indoor environmental
quality (Mahdavi and Proglhof 2008). It is thus important to inform the users (building occupants) regarding
the state of the building and its systems. Toward this end, the communication channels (and their respective
interface technologies) between users on the one side and the building systems and their operators on the
other side must be well-designed and effective (Chien and Mahdavi 2008).

An effective user interface platform for building automation systems has yet to emerge. Currently, most
commercially available interface products are limited in functionality and effectiveness (Chien and Mahdavi
2008; Karjalainen and Lappalainen 2011). Based on advancements in ICT (Information and Communication
Technologies) in recent years, new technological possibilities have emerged to better connect the occupants
with environmental systems of buildings. Particularly in large and technologically sophisticated buildings,
multi-faceted interactions between building occupants and the multitude of environmental monitoring
devices and systems need to be appropriately aligned in order to assure effective building operation and
performance. Nonetheless, relatively few systematic (long-term and high-resolution) efforts have been made
to observe and analyze the means and patterns of such user-system interactions with building systems.
Specifically, the necessary requirements for the design and testing of hardware and software systems for
user-system interfaces have not been formulated in a rigorous and reliable manner (Chien and Mahdavi
2009). As a contribution toward this objective, this paper focuses on the emerging field of building
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monitoring systems and how they could be connected with the building users. Thereby, the major
requirements and design guidelines of user interfaces for building monitoring systems in office-building
sector are explored. We first consider five information streams in the monitoring system (energy use, indoor
and outdoor environment, occupants’ states, and environmental control systems states). We then present the
results of a user survey (134 participants) and three focus group sessions (24 participants) conducted in
Vienna and Taiwan. The objective of this survey was to capture the views of the potential receivers of
building monitoring information regarding the relative importance of different kinds of information and the
modes and means of presenting and visualization such information. The outcome of these studies is expected
to advance the state of art in connecting occupants and buildings. Specifically, the results can guide the
process of requirement specification for user interface designs for building monitoring systems.

1.2 Background

1.2.1 Building Monitoring System

To dynamically collect and process major building-related data-streams relevant to desired user interfaces, a
ubiquitous monitoring scenario must be considered. Moreover, to fully benefit from a building monitoring
system, real-time sensor-data is essential (Daniels 2003). Therefore, a building communication network is
usually used to automatically collect required data-streams. Such communication networks can be described
with the three-layer model defined in ISO 2004. This model is appropriate to describe network
communication strategies, but does not cover sensor/actor technologies. It does not deal with the challenge of
getting the information from different physical domains into electronic signals and their different
requirements regarding fieldbus networks. To fully cover monitoring strategies, an additional layer
describing sensor/actor technologies is added. Based on the four-layer model and standardized interfaces
between different layers, a mix of building communication technologies can be used. Possible technology
scenarios are described in Zach and Mahdavi (2010). This adaptive approach leads to a flexible and vendor
independent monitoring system, which can be optimized to address the requirements of specific buildings.

1.2.2 User Interface for Built Environments

An effective user interface platform for building automation systems could contribute to achieving both
desirable indoor climate conditions and meeting the objectives of a sustainable building operation regime. As
to the research and development concerning user interfaces in the context of intelligent built environments,
there are a number of precedents. Wood and Newborough (2007) summarized the factors influencing the
design of context information display for use in intelligent environments. Such factors include the place of
the display, users' motivational factors, display units/methods, and timescales. Chien and Mahdavi (2009)
implemented an integrated user interface system called Built Environment Communicator (BECO). It serves
as a user interface model for indoor environmental controls in intelligent buildings, whereby four context
categories (general information, indoor/outdoor information, and device status) and six control
options/extensions (control via device, parameters, perceptual values, scenes, and schedule/micro-zoning) are
considered. The ubiquitous communicator — the user interface of the intelligent house "Toyota Dream House
PAPI" in Japan — is developed as a communication device that enables the occupants to communicate with
people, physical objects, and places (Sakamura 2006). The HomeLab project (Philips 2008) intends to test
home technology prototypes in a highly realistic way, thus speeding up technological innovations,
particularly in the Ambient Intelligence domain. The MavHome (Managing an Adaptive Versatile Home)
project (Cook et al. 2003), at UT Arlington, is a smart environment laboratory with state-of-the-art
algorithms and protocols to provide customized, personal, safe, and energy-efficient solutions for the users.
Further work on the integration of user interfaces into intelligent environments include Swiss house project in
Harvard University (Huang and Waldvogel 2004), Interactive space project by SONY (Rekimoto 2009),
House_n project at the MIT Media Lab (Intille 2006), the Adaptive House at University of Colorado (Mann
and Milton 2005), and many others around the world.
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2. APPROACH

The exploration of the interface requirements for building monitoring systems involves the following three
steps, namely: (i) specification of the considered evaluative categories, (ii) conducting user surveys and focus
group sessionwith participants, (iii) comparison of the data retjag user attitudes and preferences in terms

of the specification categories.

To conduct a comparison of the data regarding user attitudes and preferences in the context of intelligent
buildings, we first established a set of categories involving five data streams. These data streams include
energy use, indoor and external environment, occupancy, and environmental control systems. Energy use
category typically includes space heating and cooling, warm water, lighting, and equipment. Indoor
environment parameters include, amongst others, room air temperature, relative humidity, air velocity, air
change rate, CO2 and VOC concentration (indicators of indoor air quality), and illuminance level. External
environment may be characterized qualitatively in terms of weather conditions (e.g. sunny, cloudy, and rainy)
or involve quantitative information on outdoor air temperature, relative humidity, wind speed and direction,
as well as irradiance and illuminance. Occupant-related information includes, for example, presence and
movement (number and location) of occupants and their actions. Environmental control systems (devices)
information implies occupants' ability to perform queries regarding the state (position) of the building's
environmental control devices. Such devices include, for example, HVAC (heating, ventilation, air-
conditioning), luminaires, windows, blinds, etc.

To gain data regarding the attitudes and prefereofcearious stakeholders toward preferable means and
modes of accessing data streams from the building's monitoring system, we conducted a user survey
(questionnaire) with 134 participants (see Table 1). Thereby, the above-mentioned evaluative categories of
data streams as well as user background information were considered. We included two groups, namely
building experts (system developers, designers, building operators, facility managers) and building users
(occupants, guests). In addition, three focus group sessions were conducted to obtain a deeper understanding
of the requirement context and user experiences regarding building monitoring systems. These sessions
involved 24 participants: one session was held with building experts and two sessions with building
occupants. Moreover, we considered three commercially available products (see Table 2) that are designed to
facilitate the communication between users and the building's monitoring system. In each session, which
lasted one and half hour, we ran through five sequences, n@nseilypleting a questionnairg) warm-up:
general expression of participants' understanding of monitoring systems for buildihd3iscussion:
comments on the selected interface3, personality profiling: game of personality mapping (Mcdonagh-
Philip and Bruseberg 2000) with selected interface products to elicit emotional responses to produgts, and
brainstorming: developing interface functionalities and requirements.

Table 1. User surveinformation (134 participants)

Gender/Marital status Male (43%); Female (57%) / Single (68%); Married (32%)

Ages 16-20 (1%); 21-25 (22%); 26-30 (29%); 30-35 (26%); 36-40 (13%); 41-45 (3%); 46-50
(2%); 51-55 (2%); 56 and older (2%)

Residence Austria (50%); Taiwan (50%)

Education status High school (2%); College/University (36%); Master (53%); Doctor (9%)

Disciplinary background  Design (35%); Computer Science (22%); Management (10%); Art/Music (8%); Social
Science (8%); Linguistics/Communications/Media Studies (7%); Other (10%)

User types Occupants, guests (72%); Experts (system developers, designers, building operators,
facility managers) (28%)

Smart phone ownership 54% (Austria 49%; Taiwan 59%)

Table 2. The three interface products selected for focus group discussion

Company DIGITEXX Agilewaves Oberlin
(www.digitexx.com) (www.agilewaves.com) (www.oberlin.edu/dormenergy/)

Illustration
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The data collected from the participants were analyzed in terms of the aforementioned evaluative
categories. In addition, we considered and evaluated a number of individual statements (open-end comments)
from the focus group sessions. Thereby, we focused on the following questions:

i) What are the preferable modes of information representation and visualization regarding the
aforementioned information streams from the monitoring system?

i) What are specific interface requirements given different types of users and their cultural background?

iii) What are the usability implications of mobile versus stationary interface products?

3. RESULTS

To present the survey results in a structured manner, we use the following notation. "A" denotes all users,
"B" denotes users in Austria, and "C" denotes users in Taiwan. Expert participants are specified with code
"1", whereas building occupants are specified with code "2". Thus, six groups (Al, A2, B1, B2, C1, C2) are
considered. As previously mentioned, we have categorized information streams in terms of energy use,
indoor and outdoor environment, occupancy, and environmental control systems.

The survey results are shown in Figures 1 to 7. Figures 1 to 5 show what type of information within the
aforementioned information streams was of more interest to the participants (energy use, indoor and outdoor
environment, occupancy, and environmental control systems). Figures 6 and 7 provide various information
regarding survey participants. Figure 6 shows what kinds of hardware would be preferred by users for
accessing building-related information. Figure 7 represents users' views on the problems associated with
interface systems for building-related information. Table 3 includes examples of participants' statements in
the course of the group sessions.
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Figure 1. Participants' level of interest in energy use information of different systems
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Figure 2. Participants' level of interest in indoor environment information
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Figure 3. Participants' level of interest in outdoor environment information
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Figure 4. Participants' level of interest in occupancy information
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Figure 6. Participants' preference for hardware usage Figure 7. Participants' views on the problems associated
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Table 3. lllustrative participants’ comments in focus group session

No. Participant Statement

1 7 | like the “comparison” function in Product “Oberlin”. Either self-comparison or comparison
among buildings is an effective method and motivates me to reduce energy consumption.

2 3 We can depend on our senses to decide if we want more light, or if we want the room to be
warmer or cooler. We do not need numeric information on such issues.

3 14 As a facility manager, | need to monitor building information the whole day. The ideal Ul for me
should take up the full screen to display more technical charts instead of (animated) icons.

4 21 I would like the Ul to be clear and simple, because | only need to use it for a very short time. |

found the products “Agilewaves” and “Oberlin” to be very user-friendly. Their charts, graphs, and
animated icons are very easy to read. They can provide me with timely information | need.

4. DISCUSSION

The user survey together with focus group results support a number of initial conclusions, as discussed in the
following two sections, namely functional requirements (section 4.1) and cognitive design requirements
(section 4.2) of the envisioned user interface.

4.1 Functional Requirements

The survey results appear to suggest that "experts" would require more comprehensive technical information
from a building monitoring system (see Figures 2 to 4). For example, they express more interest to obtain
indoor environmental information concerning CO2 and VOC concentrations as well as illuminance, air
velocity, and air change rates (see Figure 2). Likewise, more interest is shown by experts regarding detailed
outdoor environmental information including wind speed and direction as well as global irradiance (see
Figure 3). Also, the difference in level of interest regarding occupancy numbers and presence is significant
(see Figure 4). On the other hand, non-expert users express more interest in information of general character,
such as indoor air temperature and humidity (see Figure 2), general outdoor weather conditions and outdoor
temperature (see Figure 3). This suggests that, instead of detailed and comprehensive information levels,
non-expert users should be provided with general and intuitively comprehensible information. The survey
results further express a difference between users in different locations. For example, non-expert users in
Taiwan show more interest in indoor environmental information (relative humidity, CO2, VOC, illuminance,
and air change rates) that their Austria counterparts (see Figure 2). This observation is corroborated by the
expressed interest in information concerning environmental control systems (heating, cooling, and ventilation
systems, windows, ambient lighting, etc.), which is significantly higher in case of users in Taiwan (see Figure
5). This difference may be attributable to the observation, that more people in Taiwan are accustomed to
climatically controlled (air-conditioned) buildings than in Austria, and thus more dependent on the proper
functioning of relevant devices and their impact on indoor environmental conditions (thermal parameters, air
quality, etc.).

The survey results (see Figure 1) imply a high level of interest in buildings' energy performance. A
relevant question in this context may be the potential of user interfaces to not only provide energy use
information, but also to motivate users toward energy efficient behavior. In the course of our focus group
studies, the potential of user interfaces regarding promotion of energy-saving practices was explored (see, as
an example, row 1 of Table 3). Specifically, it was noted that certain products include interesting
functionalities in this regard. For example, Oberlin (see Table 2) provides comparative information on the
energy performance of different buildings. It also allows for individuals to study their own energy use
behavior. This suggests that inclusion of such motivating features should be considered in the design of user
interfaces for building-related monitoring information. An interesting finding in our focus group sessions
indicates that most users do not consider information on indoor environmental conditions essential (see, as an
example, row 2 of Table 3). In fact, they consider their own perception of such conditions a reliable and
sufficient source of information. However, it was very important for the users to have the possibility to
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conveniently influence indoor climate in view of their preferences and needs. This would require the
inclusion of control features in user interfaces for building information systems.

4.2 Cognitive Design Requirements

To discuss cognitive design requirements of the interface products for building monitoring systems, we
consider four factors, namely mobility, usability, appropriate postures, and display format.

Mobility addresses mobile versus stationary communication devices. Specific terminals such as laptops,
smart phones, and tablet PCs connected to building information model server via Internet make the concept
of mobility realistic (Chien and Mahdavi 2008). As Table 1 demonstrates, almost 55% of survey participants
already own smart phones. Moreover, high levels of preference are expressed for using mobile devices (see
Figure 6). These observations suggest the importance of interface design strategies that properly address
mobile device usage for queries pertaining to building-related information.

The survey results indicate that non-expert users identify three main problems with interface systems for
building-related information: these are poor usability, hardware restrictions, and clarity of applied
terminology (see Figure 7). This suggests that advanced interface products that provide non-expert users with
environmental information, must also pay attention to the clarity of terms and navigational ease so that the
interface of building monitoring system is easy to use and understand. In addition, the monitoring system
interface should be available on a wide range of hardware devices, such that a convenient and ubiquitous
access to building-related information is supported.

Posture is a way of talking about how much attention a user will devote to interacting with a product, and
how the product’s behaviors respond to the kind of attention a user will be devoting to it (Cooper et al. 2007).
According to the qualitative discussion in our focus groups (see, as examples, rows 3 and 4 of Table 3), we
concluded that the postures of the building monitoring user interface differ in view of user types. Sovereign
posture application is an application involving a large set of functions and features, occupying the full screen,
and using a minimal visual style. It may monopolize users’ attention for long and uninterrupted periods
(Cooper et al. 2007). Thus, potential users of such posture application are typically advanced user types (i.e.
building experts). On the other hand, user interfaces with a transient posture must offer very short-term
manipulation possibilities. This suggests that they must efficiently offer important and frequently needed
functionalities, and then quickly step to background, letting the users (occupants) continue their normal
activities (such as working on paper-based and screen-based tasks in offices).

It is important that the environmental information displayed in interface products is appropriate and
effective for target user types. Some products (i.e. Agilewaves and Oberlin) in our study offer not only
technical modes of information communication (such as charts and graphs), but also easily understandable
elements such as icons and emotional pictorials and animations to present and visualize the environmental
information. According to the qualitative discussion in our focus groups, non-expert users prefer such
products (cp. row 4 of Table 3). On the other hand, products (such as DIGITEXX) that offer few technical
representation modes (charts, graphs) appear to be preferred by expert users (cp. row 3 of Table 3).

5. CONCLUSION

In this paper, we explored user requirements towards desirable user interface products for building
monitoring systems in technically advanced office environments. The exploration suggests an approach to
context information inquiry and a set of categories for information specifications involving energy use,
indoor and outdoor environments, occupancy, and environmental control systems. We have conducted
preliminary user surveys together with three focus group sessions in relation to the above categories. The
corresponding results highlighted a humber of relative functional and cognitive design requirements, which
can be further articulated toward the concrete design and implementation of a prototypical advanced interface
model for monitoring systems in buildings. It is our intention to apply, for the prototyping process, the
Extreme Programming software engineering method (Beck and Andres 2005), which emphasizes client-
driven prototyping, usability testing, and integration cycles.
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ABSTRACT

Nowadays, several children have deep text comprehension problems, despite well developed low-level reading skills. We
are working on a tutoring multimedia tool aiming at implementing a series of reading intervention for such children
through smart game. This paper reports on the main choices of our tool, and results of our evaluations.
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1. INTRODUCTION

Developing the capabilities of children to comprehend written texts is key to their development as young
adults. Text comprehension skills and strategies develop enormously from the age of 7-8 until the age of 11,
when children develop as independent readers. Nowadays, more and more children in that age range
demonstrate difficulties in deep text comprehension, despite well-developed low-level cognitive skills like
vocabulary knowledge. Several studies experimentally demonstrate that these children with deep text
comprehension problems fail to master the following reasoning skills in processing written stories, skills that
are causally implicated in the development of deep text comprehension: (s1) coherent use of cohesive devices
such as temporal connectives, (s2) inference-making from different or distant parts of a text, integrating them
coherently, and (s3) detection of inconsistencies in texts.

For instance, see (Cain and Oakhill, 1999) for the case of poor comprehenders, circa 10% of the 8-10 olds
without physical disabilities, and see (Marschark et al., 2009) for the case of deaf children. In particular,
experiments show that inference-making questions centred around (s1), (s2), and (s3), together with adequate
visual aids, are pedagogically effective in fostering deep comprehension of stories, e.g., see (National
Reading Panel, 2000).

We are working on a tutoring multimedia tool for hearing poor comprehenders and deaf children, aged 8-
10, that fail to master the above reasoning skills. Stories, adapted to the specific requirements of these
children, constitute the reading material of our tool (currently, in Italian). Like Intelligent Tutoring Systems
(ITSs), our tool aims at producing learning gains. However, students often dislike interacting with ITSs.
According to several authors, e.g., (McNamarra et al., in press), a potential remedy lies in games. Nowadays
children are used to multimedia environments (albeit not all are equally skilled in them), and approach
learning with different expectations than children of 20 years ago. This is particularly the case of our tool’s
users: according to the experts we interviewed, our end users like playing videogames that motivates them
more than print reading. Our tool, therefore, foresees interactive games for engaging children in reading,
deeply, stories. The games have questions centred around reasoning skills like (s1), (s2), and (s3) above for
fostering the texts’ deep comprehension. The currently games invite readers to reason on the main events of a
story, and correlate them by means of temporal cohesive devices like “before”, “while” or “after”. In this
manner, the games will help readers in constructing their mental model of the flow of the story’s events.

Based on the seminal work of (Pavio, 1991), numerous studies already showed significant comprehension
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gains when people can appropriately visualize while reading, as reported in (Johnson and Glenberg, 2005).
Our tool aims to be visual as for: the global interface, the story’s main events, and the games. This paper
reports on the main choices of our learning multimedia tool, and results of our evaluations.

2. THE USER INTERFACE

The Graphical User Interface (GUI) of our tool is designed following the focus+context method and
developed in Adobe Flash 4. The GUI aims at implementing the tool’s main functionalities: reading the
stories, playing the games, and analysing the difficult words of the story. The user is invited to read a story;
after reading and possibly analysing the story’s difficult words, the user can choose to play the tool’s
interactive smart games that pose different types of questions for reasoning over the read story.

As our main goal is enjoying the stories’ reading and playing experience, the GUI design emphasizes the
role of the stories’ illustrations whereas all the other design elements of the GUI (e.g., help) are sober and
neutral. The use of metaphors is very limited and there is no use of anthropomorphic elements other than the
characters contained within the illustrations to the stories. In this manner, we aim at enhancing the visual
strength of the illustrations for the stories and games. Following the same principle, a textual help guide was
preferred over an agent in order to avoid any possible visual clash or competition with the reading or playing
activities. Moreover, children can get as quickly bored with artificial characters as adults do, and tend to
ignore their instructions (Preece, 2002), whereas this does not happen as quickly with textual instructions.
Sound is not used, since also profound deaf children are among the end users of our tool.

Since the cognitive processes in young children rely on a direct experience of reality, and more
specifically on a complete sensory and motor perception of space and objects (Bernardinis et al., 1994) the
GUI of our tool aims at offering a perceivable environment in its entirety through a reduced number of
interaction modalities: the exploring, the story reading, the word analysing and the game playing modalities.

"

Figure 1. Page Structure: the text (the context) in the left panel is always displayed, the right panel contains the focus
(illustrations, words, and videogames) that changes in relation to the modality chosen by the user.

The tool’s modalities are realized in the entrance page, the story page, the word page, and the game page.
The last three pages are in turn composed of two panels: the left panel and the right panel. The general
structure of the page is shown in Figure 1. The left panel of the story, the word, and the game pages is the text
panel, implementing the reading modality, as that figures shows. The right panels of those pages have
different purposes and contents that depend on the page: the illustration for the story page, the vocabulary for
the word page, and the videogames for the game page. So, the right panel of the word page implements the
word analysing modality, and the right panel of the game page implements the game playing modality. All
pages implement the exploring modality. Such choices realize the focus+context design of the GUI. Except
for the entrance page, the other pages always display the context (that is the story text), and the changes of
focus in relation to the modality. Modalities, pages and panels are described at length in what follows.

2.1 The Exploring Modality

The exploring modality, present in all pages, serves to: (1) browse among the stories; (2) browse among the
story' words of the vocabulary; (3) browse among the games; (4) browse the help; (5) discover the two types
of panels; (6) navigate the other three modalities: the story, the vocabulary and the game modalities.

In the case of (1), (2), and (3), the user can browse stories, words and games fading in/fading out their
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respective representations: iconic stories titles in the entrance page (see Figure 2), story' words in the right
panel of the word page (that is the vocabulary panel, see Subsection 2.3.1), and iconic names of games in the
right panel of the game page (that is the videogame panel, see Subsection 2.4.1). Once the user chooses a
story, s/he can choose another one just closing the first and returning to the entrance page; operatively, s/he
clicks on the “chiudi” (close) link positioned in the top left part of the pages, e.g., see Figures 4 and 5.

Figures 2. In the left part. Entrance Figure 3. In the right part. Entrance Page: the Help.
Page: fading in/fading out stories.

The help is designed as a transparent layer that displays on top of the applications and is accessible at any
time with one click on the “aiuto” (help) link positioned in the top right part of the GUI pages. The help
presents balloon-like instructions written in a conversational, children-friendly style, e.g., see Figure 3. More
in general, each page has its own help that, for coherency, is kept as a simple textual guide through all
modalities. It is sufficient to click on any part of the GUI in order to exit the help.

The default choice of the screen is the small screen; to go in the full screen mode, the user can easily click
on the “schermo grande” (big screen) link; otherwise, if the user is in the full screen mode, the GUI returns in
the small screen mode by clicking on the “schermo piccolo” (small screen) link.

In order to explore the story, word and game modalities, the users have at their disposal corresponding
navigation links, labelled “leggi” (read), “parole” (words), and “gioca” (play). They are displayed in a top bar
as boxes, with graphical representations. The user accesses a modality by clicking on the link in the
corresponding box, e.g., the user accesses the game modality by clicking on the “gioca” (play) link. This box
remains of small size while the user remains in the chosen modality. See Figures 4 and 5.

1l PICNIC CON LE FORMICHE L parol 11 PICNIC CON LE FORMICHE L8

Figures 4. In the left part. Word Page: the closed box of the ~ Figure 5. In the right part. Game Page: the closed box of
navigation links is relative to the Word modality the navigation links is relative to the Game modality.

2.2 The Story Reading Modality

These modality presents a set of stories. Once the user chooses a story in the entrance page, the story is
displayed in the story page. The left panel of the story page is the text panel: it shows the text of the story.
The right panel of the page is the illustration panel: it shows the illustrations of the chosen story. In the left
panel, the text is chunked into paragraphs, each corresponding to an episode of the story. Each episode has its
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own illustration. This is placed on a spatial map shown in the illustration panel to the right (Figures 6 and 7).
The episode in the centre of the text panel is displayed in a frame delimited by two arrows, a top and a
bottom grey arrows. The frame works as a sort of lens for highlighting the episode. The user moves from the
highlighted episode to the adjacent episodes with these scrolling. Correspondingly, the right panel moves
through the map and zooms in on the illustration that shows the currently highlighted textual episode. The
episode-stream in the text panel is synchronized to the animation in the illustration panel. Nevertheless it is
the user who determines the pace of streaming accordingly to his/her needs in reading in the text panel.

2.2.1 The Text Panel

Textual navigation in the left text panel is constrained and over simplified primarily for avoiding any
potential cognitive overload other than that due to text reading (Salmerdn and Garcia, in press). In particular,
each story is displayed in one single page for allowing the user to gain an immediate global overview of the
story’s length and structure, unlike what would happen with a text displayed through several pages as in
LODE (Gennari and Mich, 2007). Adjacent episodes are displayed next to the highlighted episode for
simplifying the memorization of the ordering of events in the text, and hence easing the user’s orientation
within the text. Such a persistence of context allows the user to move back and forth between difficult
episodes several times, viewing them always embedded in their surrounding context.

el +| B

tw
Figures in the left part. The Story Page: the second Figure 7 in the right part. The Story Page: the fifth
episode in the text and its own illustration in the episode in the text panel and its own illustration in the

illustration panel illustration nanel.

2.2.2 The Illustration Panel

According to our expert-based evaluations (see Section 3.1 below), the illustration of a textual episode should
not become a shortcut for the comprehension of the text: story-reconstruction through the viewing of the
images has to be made impossible so that the user is compelled to read the text. Therefore, illustrations do not
present any visual clue concerning the temporal flow of the stories on purpose. At the same time, the visual
component of the application must be appealing and comply with the standard of printed books for children,
where illustrations function as memory-reinforcement and attention-catalysts. Then, the illustration of an
episode characterizes the actors and the spatial locations of the episode’s main events (Figures 6 and 7).

The movements from one illustration to the other are rendered as camera movements over the spatial map
through sliding, zooming in, and zooming out effects between freeze frames of single locations on the main
scene. The global view over the map allows for the direct perception of the whole narration; the narrative
space is thus directly perceivable as a physical space where the illustrated episodes are physically located.
This creates a perceivable correspondence between the textual episode and its illustration, between the user’s
movement through the text and the camera movements in the map. Notice that animation is used exclusively
to display camera movements. As such, the animation has the precise function of attracting the user towards
the story’s episodes, their actors, and their spatial locations. Such a spare use of animation effects has to be
ascribed to their ambivalent potential, both in attracting attention, but also in unwanted power to distract the
user from the priority action, which is reading. Please note that the illustration in the navigation link box
“leggi” (read) is coherent with the episode’s illustration in the right panel.
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2.3 The Word Analysing Modality

This modality, implemented by the word page, presents the meaning in Italian and in LIS (ltalian Sign
Language) of a set of all the potentially difficult words of the stories for the intended end users. Once the user
clicks on the navigation link “parole” (words, see Section 2.3.1), or on the highlighted word in the text panel,
the word page appears. The left text panel of the word page shows is the text panel; the right panel is the
vocabulary panel and shows the meaning of the clicked difficult word.

2.3.1 The Vocabulary Panel

This panel presents, in the low part, the textual meaning of the highlighted word, and, in the top part, the LIS
video translation of the clicked word with explanations and usage examples (see Figure 4). As in the case of
the illustration panel, also in this case, the contents of this panel changes coherently with the choices made in
the text panel. There is a complete simultaneity in following the stream in the text panel through its difficult
words and their translation in the vocabulary panel.

2.4 The Game Playing Modality

The game playing modality of the game page presents three types of question-games in the currently
implemented version. The implemented questions address specific features of events (e.g., who bakes the
cake?, see Figure 8), and causal-temporal relations between events (e.g., do the ants eat the picnic before
grandma returns from her stroll?). They are based on comprehension interventions centred around inference-
making in order to improve the text comprehension skills of the intended end users. See Section 1.

Once the user clicks on the navigation link “gioca” (play, see Section 3.1), the game page appears. Again,
the left panel of the game page is the text panel, consistently with the other modalities. The right one is the
videogame panel. The narration is kept available all the time to be read and got over again during game
playing. In fact, children solve logical operations more easily on material they can perceive directly through
the senses; as soon as they have to operate on an abstract level their failure rate tends to increase.

2.4.1 The Videogame Panel

The videogame panel, to the right, proposes three types of games concerning the read story. Each type is
rendered with its own iconic representation.

The games are in a videogame format that is both familiar and attractive to its users (see Figure 8). The
user plays and accumulates points according to his/her answers to the game-question. The scores are always
available as feedback, so that the users can monitor their text comprehension and are also encouraged to gain
more points (see Figure 9). The written story is always available in the left panel and can be scrolled with the
scrolling arrows while playing. In this manner, our user can always reread a passage of the written text,
operate logically on the text, and answer a question in the playing area in the right panel.

4]
i
1

Figures 8. in the left part. The Game Page: the games questions. Figure 9. In the right part. The Game Page: the
final score of the game
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3. EVALUATION

As recommended in the user-centred design methodology (UCDM) (Norman and Draper, 1986) the
conceptual design of the tool developed through evolutionary prototyping from the beginning throughout the
whole project. The prototyping phase lasted circa twelve months (June 09-August 10) and comprised low-
fidelity (paper sketches, storyboards) and high fidelity versions built in adobe flash. The version presented
here is the latest flash-prototype, developed in September 2010 after going through several iteration cycles
and evaluations. The evaluations concerning the usability of the tool were performed using expert-based
methods (the cognitive walkthrough method (Wharton et al., 1994)) and user-based methods (observational
evaluation and verbal protocol (Hartson et al., 2001)). Hereby we recap the results of the main evaluations.

3.1 Expert-based Evaluations

Following the cognitive walkthrough method, the designer conducted separate evaluation sessions about
specific issues with experts concerning: the illustrations of the stories, and their function with two experts of
children’s literature; the overall design choices (e.g., typography) with an expert of multi-media
communication and psychologists expert of our end-users; the usability of the tool with an expert of usability.

The expert-based evaluations with the experts of our end-users made us choose not to illustrate temporal
features of the stories in the right panel of the story modality, as explained above. The subsequent evaluations
with the experts of story illustrations were all positive concerning the realized illustrations. The evaluations
with usability experts served to resolve predictable usability problems.

3.2 User-based Evaluation

These evaluation aimed at detecting further usability problems and assessing the user satisfaction. In
particular: Assessment Goals: Assessment of — G1: text usability (colour, font, link); ,G2: links quality; G3:
the help interaction; G6: browsing among modalities; G6: games interaction; Coherency Goal- G5:
coherency between the illustrated episode and the textual episode; Satisfaction Goals — Satisfaction in — G7:
playing games; G8: reading stories; G9: reading word' definitions.

The sessions of this evaluation were conducted based on a classical HCI user based schema, e.g., see
(DiMascio et al., 2005). The methods are direct observational evaluation methods and verbal protocols.

3.2.1 User Analysis

Our experiment participants were 3 children aged 8-10 year old. User A: female, 10 year old; hearing;
medium degree of text comprehension; low attitude to reading book; high attitude to see cartoons; low
attitude to playing videogames. User B: male, 8 year old; hearing; low degree of text comprehension; low
attitude to reading book; high attitude to watching cartoons; high attitude to playing videogames. User C:
female, 9 year old; hearing; medium degree of text comprehension; medium attitude to reading book; high
attitude to watching cartoons; medium attitude to playing videogames.

3.2.2 Experiment Design

In order to better observe users, we decide to make one session per users. Each session is divided into four
phases, one per modality: Phase (1), exploring modality, addressing goals G3 and G6; Phase (2), the text
reading modality, addressing goals G1, G4, G5 and G8; Phase (3), the word analyzing modality, addressing
G9; Phase (4), the playing game modality, addressing goals G4, G6, and G7. For each phase we defined
different tasks, listed as follows. Note that Tij is the task i of phase j.

Phase 1: T1,1: choose the “Francesco e la Dieta” story; T1,2: choose the “il picnic con le formiche”
story; T1,3: ask for help; T1,4: close the help; T1,5: go to the game modality; T1,6: go to the vocabulary
modality; T1,7: read another story; T1,8: quit the system. Phase 2: T2,1: read the story; T2,2: read the third
episode. Phase 3: T3,1: read the definition of “furbo” (cunning) word; T3,2: see the LIS video of the “furbo”
word. Phase 4: T4,1: play game “Salva i panini” (Save sandwiches); T4,2: play game “Calcio” (Football);
T4,3: once the game ends, choose another game.
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3.2.3 User Teaching

Before performing the experiment, the evaluator met the children’s mothers. The evaluator discussed the
organization of the experiment (e.g., meeting time, sequence and nature of tasks), and their respective roles in
the experiment; e.g., mothers were asked not to support their child in any of the phases of the experiment.

3.2.4 Experiment Execution

We conducted the experimental sessions during the period of August 2010, in different dates (Users A,B,C
on the 8th 10th, 18th of August, respectively). The location was the user's houses. The evaluator chose to
start with the observational evaluation methods. At the end of each phase the evaluator asked the children
questions about their mistakes, and indirect questions concerning their satisfaction, e.g., “would you like to
play again this game or not?”. In the following, we summarize the order of tasks per phase and per session
user and the time spent for each session:

e User A — Phases 1, 2, 3, 4 — Tasks T1,1; T1,3; T1,4; T1,5; T1,7; T2,1; T2,2; T3,1; T3,2; T4,1 -
Time:1h.

e User B — Phases 1, 2, 3, 4 — Tasks T1,2; T1,3; T1,4; T1,6; T1,5; T1,8; T2,2; T2,1; T3,2; T4,2 — Time:
30m.

e User C — Phases 1, 2, 4, 3 — Tasks T1,2; T1,3; T1,4; T1,7; T1,8; T2,1; T2,2; T3,2; T3,1; T4,2 — Time:
1h.

3.2.5 Results Analysis

For space limitations, this section only gives the most significant results for the design of the GUI. These
results are presented phase per phase.

Phase 1 - 1a) Tasks T1,1,2,8 — When the users interact with the entrance page, all of them easily choose
their story and two of them positively comment on the illustrations. All users easily quit from the system. 1b)
Tasks T1,3,4 — The Help is easily opened by all, but two of them (Users A and C) ask the evaluators on how
to exit. 1c) Tasks T1,5,6 — Once the users are in the story reading modality, all of them can easily change to
another modality. 1d) Task 1,7 — One of the users (User b) clicked on “chiudi” (close) to change the story.
Others click on “leggi” (read), asking the evaluator why the system does not work as they would expect it.

Phase 2 — 2a) Tasks T2,1,2 — All users complete the tasks, but, when a user can preliminary read the third
episode (T2,1) and then all the story (T1,1), he/she asks the evaluator about the location of the third episode.
When the order of the tasks is T2,1 and then T2,2, all the users correctly use the scrollable arrows.

Phase 3 — 3a) Tasks T3,1,2 — All users easily complete the tasks, but none of them understand that an
underlined word is to be explained in the word analysing modality.

Phase 4 — 4a) Tasks T4,1,2 — All users easily choose the games and just one of them (User A) asks the
evaluator which games to play (Which, When or Where), the others independently choose any of the games.
4b) Task 4,3 — Not all users complete this task. All of them ask about the button to click for playing again.

3.2.6 Short Discussion

Specific usability issues resulted from the described user based evaluation. For instance, the GUI of our tool
needs a more prominent and explicit link to exit from the help. The typography of the text needs
improvement, e.g., larger fonts; in particular we will evaluate other types of scrolling arrows, more evident
than the evaluated ones. Moreover we should also more strongly highlight the word of the vocabulary in the
left text panel and the game exit needs to be more evident.

4. CONCLUSIONS

This paper presented and motivated the choices of our tutoring multimedia tool for 8-10 olds with deep text
comprehension problems. The tool has illustrated stories and games for reasoning about specific features of
its stories. Its games render typical reading interventions for our users in a playful format using the
illustrations of the stories. More precisely, the games are in videogame format, which is appealing for our end
users. Expert based evaluations were crucial for assessing the best type and role of illustrations for stories,
and for choosing the videogame format for the tool’s games. The user based evaluations, serving to detect
and resolve usability problems, assess the satisfaction of our end users.
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ABSTRACT

Despite the importance of good usability in e-commerce websites, few studies were found in the literature that evaluated
the usability of such sites. Those that were found focused on the identification of usability problems and provided
suggestions on how to improve the usability of the sites under investigation. Little research, however, investigated the
effect of improving the usability of an e-commerce website in terms of its web usage and performance. This research
used a matrix of advanced web metrics, calculated using Google Analytics software, to evaluate the improvements in
usability of an e-commerce website after being redesigned based on an initial evaluation of its usability. The research
showed that the matrix of advanced web metrics was a useful tool to illustrate the improvements of a site's usability and
performance. The research also illustrated the significant influence of improving the usability of an e-commerce website
on its web usage and performance. However, because the metrics provided potential indications of usability issues, a
further research is required. The next step will be to employ user testing method to confirm the improvement indications
provided by the metrics.

KEYWORDS

Usability testing, Google Analytics, web analytics, user testing, e-commerce websites.

1. INTRODUCTION

Usability is one of the most important attributes of any user interface and measures how easy the interface is
to use [11]. Nielsen and Norman [12] stressed the importance of making e-commerce sites usable. They do
not regard good usability as a luxury but as an essential characteristic if a site is to survive.

Research has offered some advantages that can be gained if the usability of e-commerce websites is
considered or improved. Nielsen and Norman [12] indicated that addressing the usability of sites could
increase the percentage of visitors who purchased from a site and who could then turn into frequent and loyal
customers.

A variety of usability evaluation methods has been developed to identify usability problems. The most
well-known usability evaluation methods can be classified into three categories in terms of how the usability
problems are identified: by users, evaluators or tools:

 Evaluator-based usability evaluation methods: This category includes usability methods that involve
evaluators in the process of identifying usability problems. Examples of common usability methods related to
this category are: heuristic evaluation, pluralistic walkthrough and consistency inspections.

» User-based usability evaluation methodikis category includes a set of methods that involves users.
These methods aim to record users’ performance while interacting with an interface and/or users’ preferences
or satisfaction with the interface being tested. The most common method in this category relates to user
testing, which provides direct information regarding how real users use the interface and illustrates exactly
what problems users encounter in their interaction [13].

» Tool-based usability evaluation methodshis categoryincludes software tools which automatically
evaluate the usability of a website. An example of these tools includes web analytics tools. Web analytics is
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an approach that involves collecting, measuring, monitoring, analysing and reporting web usage data to
understand visitors’ experiences [10, 17].

Research concerned with the evaluation of e-commerce websites focused on the identification of usability
problems and provided suggestions to improve the usability of the websites. However, little research has
been conducted to investigate the usability, performance, and web usage of the websites after making the
suggested changes. The research described here aims to address this gap and presents the results of
investigating the usability of an e-commerce website after implementing changes and improving its usability.
This paper is organised as follows: Section 2 describes web analytic tools and web metrics, Section 3 reviews
related work, Section 4 presents the aims and objectives of this research, Section 5 describes the methods
used, Section 6 presents the main results, and finally, Section 7 presents some conclusions.

2. WEB ANALYTICS AND WEB METRICS

Web analytics tools can be categorised in terms of their web traffic data source. The two most common
methods used by web analytics tools to collect web traffic data are: the server-based log file and the client-
based page-tagging (JavaScript tagging) approachessérhier-based log file method was the first data
source used by web analytics tools and it involves the use of a server’s log file to collect data [9].

Kaushik [8] indicated that while the log file technique was used widely as a data source for web analytics,
the disadvantages of using this approach fiage caching, inaccuracy in identifying unique visits) were
noticed by both web analytics vendors and customers. These challenges led to the emergence of page-tagging
techniques as a new method of collecting data from websites. The page-tagging (JavaScript) technique
involves collecting information by page view and not by hits, which is the method used by the log-file [14]. It
involves adding a few lines of script (JavaScript code) to the pages of a website to gather statistics from
them. The data are collected when the pages load in the visitor's browser as the page tags (JavaScript code)
are executed. The JavaScript tagging approach has several advantages including: accuracy, which is due to
several reasons. For example, the data are collected directly from the users and not from the web server; also,
most page tags that determine the uniqueness of a visitor are based on cookies (this method is not influenced
by the cache technique because it collects information from every page as the code is executed every time the
page is viewed, regardless of where the page was served) [8, 14].

An example of a web analytics tool that uses the page-tagging approach and which has had a major effect
on the web analytics’ industry is Google Analytics (GA) [8]. In 2005 Google purchased a web analytics firm
called Urchin software and subsequently released Google Analytics to the public in August 2006 as a free
analytics tool.

Web metrics are employed to give meaning to web traffic data collected by web analytics tools. Web
metrics can be placed into two categories: basic and advanced. Basic metrics are raw data which are usually
expressed in raw numbers (i.e. visits). Advanced metrics are metrics which are expressed in rates, ratios,
percentages or averages instead of raw numbers, and are designed to guide actions to optimise online
business. Inan [7] and Phippetral. [15] criticised the use of basic metrics to measure the traffic of websites.
Instead, they suggest using advanced metrics.

3. EVALUATING THE USABILITY OF E-COMMERCE WEBSITES

Despite the importance of good usability in e-commerce websites, few studies were found in the literature
that evaluated the usability of such sites. Those that were found employed usability methods that involved
users, evaluators or web analytics tools in the process of identifying usability problems. Tilson et al.’s [16]
study is one that involved users in evaluating the usability of e-commerce websites. The researchers asked
sixteen users to complete tasks on four e-commerce websites and report what they liked and disliked. Major
design problems encountered by users while interacting with the sites were identified and, based on them, the
researchers provided suggestions for improving the usability of e-commerce sites. The study conducted by
Freeman and Hyland [4] also involved users in evaluating and comparing the usability of three supermarket
sites that sold multiple products. The results proved the success of the user testing method in identifying
various usability problems on the three sites.
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Other studies have involved evaluators using the heuristic method to evaluate the usability of e-commerce
websites [2]. Chen and Macredie [2] employed this method to investigate the usability of four electronic
supermarkets. The results demonstrated the usefulness of the heuristic evaluation method regarding its ability
to identify a large number of usability problems (weaknesses) and a large number of good design features
(strengths) of the sites. Barnard and Wesson [1] employed both the user testing and heuristic evaluation
methods together to identify usability problems for e-commerce sites in South Africa from the perspective of
both experts and users. Several usability problems were identified on the selected South African e-commerce
sites; this proved the success of these methods in identifying a comprehensive set of usability problems.

Web analytics tools, specifically Google Analytics, have also been used to evaluate the usability of e-
commerce websites. Hasetral. [5] conducted research that involved three e-commerce case studies where a
comparison was made between the usability findings indicated by Google Analytics software and results
from a heuristic evaluation of the sites conducted by web experts. The research identified and suggested
specific advanced web metrics, calculated using Google Analytics software, which can be used to indicate
general usability problem areas and specific pages in an e-commerce site that have usability problems. Hasan
et al. [5] concluded that the suggested web metrics cannot provide in-depth details about specific problems
that might be present on a page, and therefore they recommended using other usability techniques, such as
heuristic evaluation, in order to obtain a more thorough appreciation of the issues.

The literature outlined above indicates that there is a lack of research that investigates the usability of e-
commerce websites after correcting the usability problems identified by a usability evaluation method to
check whether their usability, web usage and performance have been improved. It is worth mentioning,
however, that at least one study has used Google Analytics software, using seven standard GA reports, to
identify potential design problems and to improve the design and content of a library website [3]. Fang [3]
also recognised the importance of investigating the usability of the site after implementing the suggested
improvements. The usage of the site was tracked by GA for the first time (the pre-modification time range)
for 22 days, while usage data concerning the site were collected by GA for the second time (post-
modification time range) for 22 days. However, Fang [3] used only three metrics provided by GA standard
reports (new visitors, return visitors and number of pages viewed during each visit) to investigate the
improvements to the design. The values of the metrics showed that the modified design improved the
usability of the site: the new visitors increased by 21%, the returning visitors increased by 44%, and the
number of people who viewed more than three pages increased by 29%. However, there is a lack of research
to illustrate the improvements of the usability of an e-commerce website by considering a matrix of advanced
web metrics that provide an overall picture of the usability of a site in terms of different areas (i.e. navigation,
content).

4. AIMS AND OBJECTIVES

The aim of the research described here was to investigate the improvements in usability and performance of
an e-commerce website after it had been redesigned and its usability improved.

The specific objectives of the research were:

« To use a matrix of advanced web metrics, calculated by GA software, to measure the usage of an e-
commerce website for two time ranges: pre- and post- modification time ranges;

* To make a comparison of the values of the metrics for the two time ranges to evaluate the potential
improvements in the usability of the redesigned website.

5. METHODOLOGY

The research involved an e-commerce case study. It compared the values of advanced web metrics for two

time ranges. The first was between September 1 and November 30, 2008, which represents the usage of an e-
commerce website before modifications; the second, between June 1 and August 31, 2009, represents the
usage of the site after being redesigned and its usability improved.
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In order to identify usability problems of the site and to suggest improvements, a user testing method was
employed after the usage of the site had been tracked and measured by the web metrics after the first time
range.

In order to use GA software to track the usage of the e-commerce website, it was necessary to install the
required script on the company website. In order to employ the user testing method, a task scenario was
developed for the site. Twenty users were recruited. Data were gathered from each user testing session using
screen capture software (Camtasia), with post-test questionnaires. Observation of the users working through
the tasks, in addition to taking comments from the users while interacting with each site, was also
undertaken.

A matrix of advanced web metrics was used to measure the usage of the site tracked by GA. This matrix
was suggested by earlier research [6]. The matrix includes: specific metrics that could, either individually or
in combination, identify potential usability problems on an e-commerce website in relation to six areas
(navigation, internal search, architecture, content/design, purchasing process, and the customer service) and
specific web metrics which can help to provide useful supplementary information about the site’s visitors and
its financial performance. Table 1 shows the suggested matrix and the combination of metrics.

The user testing method was analysed by examining: performance data, in-session observation notes,
notes taken from reviewing the twenty Camtasia sessions, users’ comments noted during the test, and
quantitative and qualitative data from the post-test questionnaires.

A report on usability problems and recommendations was sent to the company in February, 2009. The
report presented the identified usability problems after they had been summarised, categorised and explained.
Recommendations and suggestions for each of these problems were also explained and presented for each
problem. All the suggestions were accepted by the company and implemented in the new design of the site.
Visitors’ characteristics (see Section 6.6) were taken into consideration in the new design, which was
launched in May, 2009.

Table 1. Web metrics indicating the overall usability of a site

Usability Problem Area Web Metrics

Navigation Bounce rate, average number of page views per visit, average searches per visit,
percentage of visits using search, percentage of click depth visits.

Internal Search Average searches per visit, percentage of visits using search, average number of
page views per visit, percentage of click depth visits, search results to site exits ratio.

Architecture Percentage of time spent on visits, average searches per visit, percentage of visits
using search, percentage of click depth visits, average number of page views per
visit.

Content/Design Percentage of click depth visits, percentage of time spent visits, bouncpesitc

pages. top landing pages metrics (bounce rate, entrance searches and entrance
keywords), top content pages metrics (bounce rate, average time on page and
percentage of site exits), top exit pages metrics (percentage of site exits).

Purchasing Process Order conversion rate, percentage of time spent visits, cart completion rate, checkout
completion ratepecific pages: cart start rate, checkout start rate and the funnel
report.

Customer Service Information find conversion rate, feedback form conversion rate.

Visitors’ Metrics Ratio of new to returning visits, visitor engagement index, language, operating

systems, browsers, screen colours, screen resolutions, flash versions, Java support,
connection speed.

Financial Performance Average order value, average revenue per visit, average items per cart.

Metrics

6. RESULTS

This section reviews the results obtained from the advanced web metrics, using the GA method, for the two
time ranges. It presents the potential improvements in the usability of the investigated website in terms of

seven areas. It also reviews the visitors' characteristics of the site during the investigated time ranges. It is
worth mentioning that based on the aim of this paper, only the results obtained from the metrics are

presented. Results obtained from the analysis of the user testing method are not presented.
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6.1 Navigation

The metrics used to investigate the navigational problems of the site indicated that the navigation of the site
had been improved. This can be seen clearly by considering the values of:

« The bounce rate metric which decreased compared to the first time range (Appendix, metric 5)

» The average page views per visit which increased from 17 to 20 (Appendix, metric 2) meaning that
visitors viewed more pages during their visits.

» Despite the fact that the values for metrics 12 and 13 increased compared to the first time range
(Appendix, average searches per visit and percent of visits using search), the low value of these metrics
could suggest that the site had good navigation so that a search facility was not needed or alternatively that
there were problems with the search facilities.

» The percentages of medium click depth visits to the site which increased (Appendix, metric 4).

6.2 Internal Search

The metrics used to examine the usability of the internal search of a site showed that the usage level of the
internal search facilities of the site had improved compared to the first time range (Appendix, metric 12,
average searches per visit and metric 13percent of visits using search). Furthermore, the value of the metric

which provides an indication of the accuracy of the search results decreased compared to the first time range
(Appendix,search results to site exits ratio). This means that the changes implemented to the internal search
facilities of the site were useful and improved the usability of the internal search facilities of the site.

6.3 Architecture

The metrics used to investigate the architectural problems of the site indicated that the possibility of having
architectural problems on the site had been decreased compared to the first time range. Despite the fact that
the usage of the internal search facilities of the site increased (Appendix, metrics 12 and 13), the relatively
low rate of usage indicates that the architecture of the site had fewer problems as visitors were able to
navigate through the site. Furthermore, the increased percentage of visits with medium click depth for the
site, together with the decreased number of visitors who spent little time on the site (i.e. their visits did not
exceed 3 minutes in duration) provide evidence that the potential possibility of having architecture problems
of the site has been decreased.

6.4 Content/Design

The metrics used to examine the content/design problems of a site indicated that the content of the site
improved and visitors appeared to be more interested in the site’s content compared to the first time range.
This was obvious by considering the values of two metricspéheentage of high click depth visits which
increased (Appendix, metric 4) and thercentage of low time spent visits which decreased (Appendix,
metric 3). However, the metrics indicated that most visitors spent less than 3 minutes on the site (Appendix,
metric 3). These metrics implied that there were new usability problems with some content on the site.

The value of thdounce rate metric decreased, which also indicated that the potential usability problems
in the content or design of the site had been reduced (Appendix, metric 5). The metrics of the top ten landing
pages, top content pages and top exit pages also showed that the usability of specific pages within the site had
improved but identified specific new pages within the site that had possible usability problems. For example,
the top ten landing pages of the site included the home page and nine pages illustrating products (six out of
the nine pages were included in the top ten landing pages of the first time range). The bounce rate for the six
pages decreased which indicated that the usability problems of these pages had been reduced. However, the
high bounce rates for the three pages suggested that users were unimpressed with either the content or the
design of the pages.
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6.5 Purchasing Process

Metrics related to the purchasing process showed that usability problems in the overall purchasing process of
the site had been reduced. For example, the value of dbeconversion rate metric (Appendix, metric 9) of

the site increased which indicated that visits resulting in an order increased. Also, the valudigh the
percentage of time spent visit metric increased which suggested that more visitors were engaged in a
purchasing activity on the site. Furthermore, the increased value oértheompletion rate and checkout
completion rate metrics (Appendix, metrics 17 and 19) suggest that the usability problems concerning the
purchasing process of the site had decreased.

A similar issue was found with specific pages that made up the purchasing process. The two purchasing
process metricscért start rate and checkout start rate) and the funnel report showed that the usability of
specific pages had been improved:

« The increased value of tleart start rate metric compared to the first time range (Appendix, metric 16)
suggested that usability problems on product pages had been reduced.

« The value of theheckout start rate metric also increased compared to the first time range (Appendix,
metrics 18), suggesting that the usability of the pages containing the ‘go to checkout’ button had been
improved.

The funnel report also indicated that the usability problems regarding specific pages in the purchasing
process of the site had decreased.

6.6 Customer Service

The value of the information find conversion rate metric for the twelve customer support pages, which were
identified by the owner of the site, was increased. This provides evidence that it was easier to find and visit
the customer support pages compared to the first time range. The value of the feedback form conversion rate
metric also increased (Appendix, metric 15) which indicated that visitors to the site were interested enough to
send feedback to the web master.

6.7 Visitors' Characteristics

The results of the eight metrics that described the characteristics of the computers and Internet browsers used
by the site’s visitors, together with the connection speed of their network during the second time range, were
investigated. The results indicated that visitors’ characteristics were similar to those of the first time range.
The results of the metrics that described the behaviour of visitors to the site showed that the value for the
ratio of new to returning visits metric decreased compared to the first time rage (from 1.54 to 1.15), which
means that the number of returning visits was greater than the number of new visits. The valugdtorthe
engagement index metric for the site increased from 1.54 to 2.09 (Appendix, metric 7), which might indicate
that more repeat visitors were engaged and therefore came back to the site compared to the first time range.

6.8 The Financial Performance of the Site

The results of the metrics that described the site’s ability to generate revenue and to cross-sell showed that
the financial performance of the site had improved significantly compared to the first time range after the
usability of the site had been improved. This can be clearly seen by considering the value of two metrics: the
average order value and the average revenue per visit. The value of the average order value metric increased
from $106.20 to $150.30 (Appendix, metric 8) and the value for the average revenue per visit metric
(Appendix, metric 10) increased from $1.14 to $6.31. Furthermore, the value of the average items per cart
metric increased compared to the first time range from 4 to 6. This means that visitors were more interested
in buying more items from the site (Appendix, metric 11).
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7. CONCLUSION

This research used a matrix of advanced web metrics, calculated by using GA software, to investigate
improvements in the usability and performance of an e-commerce website. A comparison of the values of the
metrics was undertaken for two ranges of time, before and after changing the design of the site.

The results showed that the matrix of advanced web metrics was a useful tool for providing an overview
of a site's usability, in terms of indicating potential usability problems on a site overall and on some specific
pages, and for monitoring improvements in a site's usability.

The metrics showed that the web traffic and performance of the site increased significantly after changing
the design of the site and improving its usability. The metrics illustrated improvements in the usability of the
site in terms of six areas (navigation, internal search, architecture, content/design, customer service and
purchasing process), and in the site’s financial performance. This emphasises the importance of considering
the usability of e-commerce websites in order to improve their success and performance.

The results offer a base for future research. The next step will be to employ user testing and/or heuristic
evaluation to identify usability problems on a site based on the issues raised by the advanced metrics of GA
software.
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APPENDIX

THE VALUES OF ADVANCED METRICS FOR THE TWO TIME RANGES

Results

No. Metric Time Range 1 Time Range 2
(September 1 and (June 1 and August 31
November 30, 2008) 2009)

1 Average Time on Site 00:06:52 00:10:50

Average Page Views per Visit 17.00 20.00
3 Percentag| Percentage of low time spent visits (between O seconds and 3 60.16% 48.76%
e of Time | minutes) ) )
SP?nt Percentage of medium time spent visits (between 3 and 10 minptes)  21.67% 28.45%
Visits Percentage of high time spent visits (more than 10 minutes) 18.17% 22.79%
4 Percentag| Percentage of low click depth visits (two pages or fewer) 31.29% 23.15%
e of Click | Percentage of medium click depth visits (between 3 to the valug o o
Depth Tetic o) 25 579% 48.33%
Visits i i isi btr
;’)ercentage of high click depth visits (more than the value of m 't%.14% 28.52%

5 Bounce Rate for All Pages 22.77% 15.16%

6 Ratio of New to Returning Visits 1.54 1.15

7 Visitor Engagement Index 1.54 2.09

8 Average Order Value $106.20 $150.30

9 Order Conversion Rate (OCR) 1.07% 3.07%

10 | Average Revenue per Visit $1.14 $6.31

11 | Average Items per Cart Completed 4 6

12 | Average Searches per Visit 0.07 (product search) | 1.2 (product search)
0.01 (advanced 0.8 (advanced search
search)

— - 5
13 | Percent Visits Using Search ie%':: c/?]) (product 5.17% (product search
0,
0.20%(advanced 1.4 % (advanced
search)
search)

14 | Search Results to Site Exits Ratio 0.79 (product search) 0.32 (product search)
0.60 (advanceg 0.28 (advanced search
search) )

15 | Feedback Form Conversion Rate 11.69% 12.4%

16 | Cart Start Rate 5.94% 10.15%

17 | Cart Completion Rate 18.07% 24.23%

18 | Checkout Start Rate 3.63% 5.18%

19 Checkout Completion Rate 29.55% 35.66%

20 | Ratio of Checkout Starts to Cart Starts 0.61 0.84
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ABSTRACT

In this paper we present the visual editing tools of the WOAD framework that we propose to make end-users autonomous
in tailoring their digital documents to their ever changing needs. After a brief outline of the essential points regarding the
architecture and conceptual model of WOAD, we describe the tools we have developed to allow end users to both create
their own document templates and augment them with proactive and context-aware rules (mechanisms in WOAD).

KEYWORDS
Active Document, Mechanisms, Visual Editor, EUD, WOAD, ProDoc

1. INTRODUCTION

In the past six years we conducted a series of observational studies in the hospital domain (e.g., [Cabitza et
al., 2009a]) with the aim to elicit the requirements that clinicians, seen as particularly demanding users of
their electronic patient records (EPRs), considered most important to avoid that the digitization of their
document tasks would disrupt their daily cooperative work practices. We found clinicians very aware of this
risk, recognizing that EPRs can end up requiring more work effort, or imposing organizational and
procedural constraints [Nowinski et al., 2007]. The requirements we gathered can be grouped in three main
categories, i.esupport autonomyand flexibility, and are the basis on which we conceived the architecture
called WOAD [Cabitza and Gesso, 2011] and realized ProDoc [Cabitza et al., 2009b], a prototypical EPR
based on that architecture. The ‘support’ class encompasses traditional data-oriented functionalities that
support users in doing their work (e.g., data filtering or document printing). On the other hand, ProDoc is a
proof-of-concept application that stresses the classes of ‘autonomy’ and ‘flexibility’. Obviously, these classes
are correlated. Flexibility is a necessary requirement to make EPRs, and in general electronic document
applications to be used in complex and distributed organizations, tailorable to the needs of the users,
especially when requirements can change over a regular basis to support an unpredictable flow of work.
Differently from traditional approaches, we think that users have to make their documents flexible “on
their own”, i.e., by being autonomous with respect to ICT specialists and application vendors. Thus, we
consider autonomy an important precondition that must be guaranteed to reach actual flexibility. Specifically,
WOAD is a computational platform that is aimed at making users autonomous in two distinct activities: (i)
building and maintaining their own digital documents (conceived as sets of modular and reusable
components), (i) augmenting documents with simple rules that are executed asynchronously and are
triggered by the context and the content that users progressively fill in. This makes WOAD an end-user
development environment [Lieberman et al., 2006] where users can interact with two specific visual editors.
The former allows users to create the templates of their electronic documents, i.e., the interfaces to their
information system, in a manner that mimic what they do with the templates of their paper-based documents
with a traditional word processor, i.e., by placing fields and input elements into blank templates and then
modifying them in the same way. The second is a visual rule editor that facilitates users in creating rules, i.e.
simple if-then constructs that make those documents ‘active’, i.e., able to react to the user interaction and
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adapt to the progress of work to support it even more flexibly. Although any kind of rule can be created to
mimic corresponding business rules between the data managed at interface level, we intend the editor
described in this paper as a tool to tune the interface according to the local conventions currently in use in a
specific department [Cabitza et al., 2009a] in order to increase collaboration awareness [Dourish and Bellotti,
1992] among users in the cooperative setting. Through the WOAD rule editor, users can visually create
conditions over the templates they have previously created (e.g., with the template editor mentioned above),
and couple them with sets of simple operations that can both act on any part of a document and modulate
how the document content should look like, conveying what in [Cabitza et al., 2009a] has been called
Awareness Promoting Information (API). This is any additional indication at interface level (e.g., message
box, background color, additional metadata) that could make users aware of what is going on in their work
setting, and help them recall useful knowledge to cope with the situation.

In the following sections, we will outline the WOAD main concepts and describe how end-users can
interact with visual editing tools we conceived to make users satisfy their needs for flexibility by their own.

2. RELATED WORKS

Relatively few research contributions can be found on visual composition of document templates and
interfaces, especially compared to commercial solutions that have reached impressive user-friendliness over
time (e.g., SAP NetWeaver Visual Composer, Adobe LiveCycle Designer and FileMaker Pro). Some of these
applications present affinities with our solution. For instandebSheet§Wolber et al.,, 2002] is a
WYSIWYG tool that allows end-users to create dynamic web pages with the capability to access and modify
database contents without programming. WebSheets is based on the Programming by Example (PBE)
technique, and allows to use spreadsheet formulas inside the design environment. Visual form editing is not a
prerogative of traditional and web-based applications: in [Chande and Koivisto, 2006] authors present a
mobile editing platform that allows to create forms using mobile devices. Using a graphic wizard, users can
add new fields, specifying type and name. Subsequently, users can arrange the form Ul using a WYSIWYG
editor that allows to set the field appearance order only. In [Yamazaki et al., 2000], authors present their
Visual TDL Document EditofVTDE) that can be used to create and edit EPR templates. In particular, this
editor allows to manage thieemplate Definition Languagd@DL), an XML dialect that allows to represent
both content and structure of a template, and has been developed to promote template sharing between
clinicians and institutions. VTDE is split in two windows: the former is a text editor and the latter displays
the graphic representation of the editing results of text editor. Thus, the only visual aid provided to users is
the possibility of checking ‘on-the-fly’ how the template will appear while users typeset the related TDL
code in the text editor. Moreover, differently from our solution, VTDE lacks in supporting the definition of
rules for the dynamic change of templates (described using comments) that must be implemented manually.
On the other hand, due to the diffusion of ontologies in many domains, visual rule editors are becoming
more and more common; yet these are not usually associated to the interface templates where users fill in and
consult the data that these rules have to match and transform. In this line, Andersen Consulting developed
Eagle [Davidowitz, 1996], which is a set of tools, architectures and reusable components for the
externalization of business-object behaviors. Users can tailor these behaviors specifying rules using the
Smalltalk language. Users compose rules using a “point-and-click” editor that allows to visually check the
correctness of a rule building and displaying the related syntax tree. On the other hand, users are not aided in
any way in creating a rule, which must be composed typing the executable code like in any traditional
development environment. In [Chen et al., 2002], authors present a real-time alerting system that has been
conceived to act on the database of a clinical information system, according to user-defined alert rules. Users
can define their alert rules using a graphic rule editor that lists some physiological parameters and helps them
in specifying the conditions through a set of buttons. These allow to define two kinds of conditions, which
are respectively callebasic rules(i.e., a subset of the logic expressions) adetanced rulege.g., time
bounds, parameter changes, and any combination of them). Finally, in [Li et al., 2010] it is presented a visual
rule editor to create rules for optimizing airplane load planning. This editor allows users to drag and drop the
model elements (e.g., condition, action and flow) picking them up from a palette, in order to visually
compose the flow of their rules. Conditions are expressed using the Object Constraint Language (OCL) that
is a standard language for object relationship description.
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3. DOCUMENTSIN THE WOAD FRAMEWORK

WOAD encompasses bothraference software architectuend aconceptual modeknd is grounded on the
concepts of “web of documental artifacts” and “active document” [Cabitza and Gesso, 2011]. Documents are
composed by two independent but strictly intertwined parfsassivepart and aractive part. The former
contains the contents that users fill in and arranges them according to the description that is hold into a
template and the latter is a set mfechanismd.e. how we call if-then rules in the WOAD environment.

A templatedefines how the document is structured. In particular, a template defind&dgieds (i.e.,
‘documental widgets’) that compose the structure of a document and how they are topologically arranged
inside the document. Didgets are the reusable instances détibras(i.e., ‘documental atoms’). These are
modular data structures that represent specific aspects of the reality of interest, and encompass a coherent set
of data fields and the definition of the features of these fields in terms of both simple constraints (e.g., data
type, format or mandatoryness) and graphic styles. In particular, a datom is defined using a XML dialect (i.e.,
the XFormssyntax), which is used both for the data model (i.e., the data structure and the related constraints)
and Ul (e.g., a multiple choice field can be rendered using either a list of values or a set of checkboxes). A
datom also embeds indications about the visual aspect of its field€&seading Style She@@SS) syntax).

Templates are stored into a XML data structure that mainly stores the references to the didgets that have
been used within a template. As mentioned above, each didget reference is characterized by topological
information (i.e., position and size) and a set of attributes that can modify either its scope (e.g., the globality
attribute, see Section 4) or appearance. Moreover, this data structure allows to store the changes of an
existing template in a not destructive way, adopting a chronological versioning system: each new template
version is labelled with its creation timestamp. On the other hand, the document instances and their related
didget contents are stored into other distinct data structures.

Mechanismsre rules that makes WOAD documents “active” and proactive with respect to their content.
Mechanisms can be defined at level of either i) datom, if they are conceived to be valid in general and across
different resources (e.g., an email address validation); ii) didget, i.e., when they refer to didgets that are in
one or more specific document templates; iii) specific didgets for specific resources, e.g., when a doctor
wants to activate a reminder triggered by the blood pressure value of John Doe only. Mechanisms are
composed by some conditions that are defined over the didget camtéstedenor if-part), and simple
actions ¢onsequenbr then-par) that are executed whenever all the conditions are met. Mechanisms are
triggered by human interaction with documents and modulated according to the content of didgets. Any
application behavior can be associated to the mechanism consequent, if a programming interface is available.
Mechanisms are classified according to how they act on the document content, and it is possible to
distinguish between mechanisms that (i) modify the content, e.g., to edit or correct values in data fields; (ii)
modify content attributes and metadata, e.g., timestamps, status flags, urgency attributes; (iii) use the content,
e.g., print (parts of) it or check its quality; (iv) transmit the content from one system to another, e.g., through
an email; (v) change the appearance of content, e.g., modifying the background color or the font family; (vi)
route documents and build flows of work, e.g., allowing users to link a document to another or subordinate
fill-in operations on certain (portions of) documents to the same operations on other (portions of) documents.

Mechanisms execution can be seen as a process of API generation, i.e., any operation that modifies the
affordance and appearance of documents and their content, and possibly conveys to the user additional
information (e.g., a message) that makes her aware about some condition in the context of document use.

4. THETEMPLATE EDITOR

The Template Edito(TE) is a prototypical application that is based onQ@ingx Editor* (see [Decker et al.,
2008]), a web-based editor conceived to model business processes. Oryx Editor is based on a plug-in
architecture that allows to extend it easily by adding new visual editing features (e.g., Petri Nets).

According to the arrangement of the Oryx Editor user interface, the TE is split in three areas (see Figure
1). The left area contains the palettes with the lists of existing datoms (B in Figure 1), which have been

1 Oryxis an open source project, which has been developed Butiiess Process Technolaggearch group of théasso-Plattner-
Institute (http://bpt.hpi.uni-potsdam.de/Oryx/).
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created with a datom editor that we will not describe for brevity’s sake, and didgets (C), i.e. datoms already
placed in some template, with the addition of a list of some support elements (e.g., text and image
placeholders) that are commonly used also in standard documents (A). The central area (D) represents the
document (with the proportions of the A4 paper sheet) in which the users can put the didgets that the
document must contain. Finally, the right area (E) contains a list of properties that are related to the currently
selected element in the central area, according to its type (e.g., the URI and the alternative text of an image).

Om Not logged on
-
ProDoc Palette « Properties (ID)
1D; Surname: Nam

= DocumentTemplate Name Value
= Support Elements v | [ | [ | [o»

=Tt | VWV v VB

=) Image A
= patoms

= D

&= Name

= Surname B D E
B Address

Note

[ informed Consent
= Didgets

& Name

& sumame ‘

B Address

Figure 1. The Template Editor Ul.

A user who wants either to create or edit a template has simply to select datoms from the Datoms palette
(in the left column), drag them over the central area and drop them at the desired position (see D in Figure 1).
Once a datom has been dropped, a new didget is created into the Didget palette (C). Also already existing
didgets can be placed into the template, and this can be done simply dragging and dropping them; in this
latter case, the drop operation does not create any new didget, but prompts user in specifying the level of
globality of the didget (see below).

Grouping didgets into a separate palette with respect to datoms allows to make didgets available outside
the template in which they were created, and this allows to reuse them into other templates. Reusing didgets
allows for sharing contents between both different documents, either based on the same template or not, and
different resources (e.g., all the patients of a hospital ward). Sharing content policies are defined according to
the didgetgylobality levelthat can assume four different values (see Table 1). Users can set the desired level
of globality simply selecting the corresponding icon into a graphic menu that appears directly under the
graphic representation of the currently selected didget (see Figure 1). When users drop a datom and create the
related new didget, the latter will hold only local data (e.g., the value of the daily measurement of the
patient’s temperature that practitioners inscribe onthly Sheéet Acting on the above mentioned menu,
users can set the didgets to share their content between either all the instances of a document that is based on
a specific template and related to a specific resource, instances of documents that are based on different
templates and related to a specific resource (e.g., some portions of a patient’s personal data), or all the
document instances both based on any template and related to any resource.

Users can also specify if the fields of a didget must be displayed only once (“single didget”) or have to be
repeated for a certain number of times (“multiple didget”) in the document. For instance, this can be useful to
handle those data that is needed to organize in tabular format (e.g., the set of vital parameters of a newborn
within few moments from delivery). In this case, the structure of the didget (described by the related datom)
is used to define both the format and the arrangement of the table rows.

This setting can be applied through the same graphic menu that can be used to set the globality level (see
the last icon in Figure 1). Once a didget has been declared as “multiple didget”, users can set the right
number of repetitions through a didget property that can be found in the list of properties in the right area of
the editor.

Making the users autonomous in building their own documents in a what-you-see-is-what-you-get
manner allows for increasing timeliness, flexibility and ‘tailorability’ [Ardito et al., 2009] with respect to
both creating and modifying operations, according to the changes of the local needs. An example can be the
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need to add a new field to a document (e.g., a checkbox) that allows the clinicians to indicate if the patient’s
informed consent has expressed or not. This new field imposes the constraint that all operations on a portion
of the document has to be inhibited if the checkbox has not been marked.

Table 1. The globality levels of a didget

Data Shared Between
Instances Templates Resources

GO X X X
Gl X X
G2 X
G3

In a traditional information system, to address this need requires the involvement of software analysts and
developers with the aim of applying a set of modifications that could concern the whole system, with the
possibility of having to wait for a substantial amount of time.

On the other hand, through the TE, users can quickly add any new feature to the documents themselves,
without to involve any other professionals. They have just to edit the document template, picking up the
“Informed Consent” datom, drag and drop it at the desired place in the template. Similarly, using the
Mechanism Editosee Section 5 for more details), users can also be autonomous in adding the application
logic that prevents from or enables the editing of the fields in the same document.

5. THE MECHANISM EDITOR

The Mechanism Edito(ME) is the tool we designed to allow users to create and edit mechanisms in a visual
and step-like manner. Like the TE described in Section 4, also the ME is a visual editor based on the Oryx
Editor. ME provides users with a user-friendly GUI that allows them to compose mechanisms that pertain to
the documents defined with the TE. With this tool, users can define mechanisms by means of drag & drop
operations and selections from short closed-option menus, so to make rule compaosition easy also for users

with little or no experience in declarative programming. The GUI of the editor is horizontally split into three
areas (see Figure 2).

Om ot loggedon

Templates  Antece dents Consequent ts
53 Tempiste List

medical history ~| Discharge

Select a Didget. | Select a Field. | Select a Condition. .. | add Select a Didget... | Y| Select a Field... Y| Select Api.. . Add
Conditions List Conditions List
beton Fiokt Condiion vae Dstom Fiekd Contton Ve
Name Soprarneme Cortiene Rossi Sumane Cognome Artuiaion Te
Nane Norre Ugude Facka
medical history
Ensscritions, =) | [Select 2 Didget... | [Solect 2 Field... |~ Select 4pi - e
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Conditions List
Conditions List Datom Field Congition Value
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Figure 2. The Mechanism Editor user interface.

The left area is in turn divided in three sections. Top section (A in Figure 2) contains the list of all the
existing document templates previously created with TE. Templates can be dropped both into central (D) and
right (E) areas to build respectively the conditions (if-part) and the actions (then-part) of the mechanism that
pertains to those particular templates. The bottom section of left area (C in Figure 2) is the load mechanism
menu and contains the list of all the previously saved mechanisms and two controls (buttons) by which to
save and export a mechanism. An existing mechanism can be loaded and displayed in the main area just by a
double click on the mechanism item in this list. The left area also contains a trash area (B in Figure 2) in
which users can drop any action, condition or mechanism that they want to delete.
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The typical interaction with the tool will be explained through a running example, taking the case of the
informed consent checkbox (see Section 4) as exemplificatory of the main passages and operations
performed by the user. In this case, the user needs to create a mechanism that inhibits the fill in operations on
a document where a specific field, namely the informed consent checkbox, has not yet been checked. The
user starts the composition by picking up the document template from the list in the left area (A in Figure 2)
and dropping it into the central area (D in Figure 2). The central area of the ME is the area in which the if-
part of a mechanism is composed. The if-part of a mechanism contains the conditions that the system must
match to the content of the document. Those conditions can be defined on one or more templates (and their
didgets), as well as on the basis of some environmental variable (e.g., the system date and time, or the current
user).

Appropriateness Y Criticality ®
Low Level Medium Level High Level
Low Level
Select a Calor: Select a Color: Select a Color:
Message: HEEEEEENEN EFEEEEEN EEEEEEEN
e HEIEEEEEN ENFEEEEEN EEEEEENEN
Enable Alert: O u EEEEE = NEEEE = EEEE
| | | | | | | | |
Popup Message:
Medium Level Disable: O Disable: O Disable: O
Message: oK Cancel
Enable Alert: O

PopUR Message: (b) Criticality API.
Schedule X

High Level Low Level Medium Level High Level

Message:
Enable alert: O
Popup Message:
Browse | Brawse | Brawse
Ok Caniel
oK Cancel
(a) Appropriateness API.

(c) Schedule API.
Figure 3. Examples of API additional property forms.

At this step, the user can compose the necessary conditions through the interface (see Figure 4) that is
displayed in the central area; she selects the informed consent datom from the datom dropbox, and the
informed consent checkbox from the field dropbox. Then she selects the “equals” constraint from the third
dropbox, she writes in the textbox the “unchecked” value and pushes the “Add” button to complete the
condition. Once the condition has been created, the user can start to compose the then-part of the rule. The
then-part contains the actions to be triggered when all the defined conditions in the left part have been met.
To this aim, the user drops the previously chosen template in the right area and composes the action through
the interface that is displayed afterwards in that area. The user selects the datom that contains all the fields
that she needs to protect from the datom dropbox and selecishii@ts’ APl from the API dropbox. The
“inhibits” API has been rendered so as to make all the selected datom fields read-only (and look like they
cannot be edited) and to change their background color to light red. Finally, the user pushdd'thetton
to complete the action.

In the then-part, users can associate various kinds of controls: in the current prototype we have focused on
a kind of functionality that is mainly aimed at facilitating collaboration awareness and at conveying an API
that fits the current work context. Each type of API, if triggered, produces a different effect on the document;
therefore, we have defined specific API-related parameters to be specified in the then-part. When the user
pushes the Add’ button, the ME displays a property window that contains a form with the selected API
parameters. In Figure 3 are shown three examples of API property window, respectivgpiihgriateness
properties (a), th€riticality properties (b) and thecheduleroperties (c).

Before delving into those details, we need to introduce the concaptiwdtion level of a mechanisim
this context, withevel we mean the degree of expertise or familiarity with the system that users possess in
managing their documents. The level of expertise is a parameter that the system can calculate according to
different factors. In the analysis we undertook in the hospital domain, we considered three different levels of
expertise: namelyow, mediumand high; to this respect, low-, medium- and high-expertise users in the
medical domain can be respectively novices, residents and any senior nurse or doctors that have to interact
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with the system. User expertise level is an important aspect to consider when defining a mechanisms because
we want to avoid that a mechanism, when triggered, conveys to the user information that is either redundant,
overloading, difficult or just meaningless according to her level of expertise and familiarity with the system.
For those reasons, the ME allows to define the behavior of a rule for each of these levels of expertise. To
allow this parameterization, each API property form is split in three identical sections, one for each expertise
level.

The Appropriatenesdorm (AF) (Figure 3a) contains the parameters to customize the Appropriateness
API. Its aim is to provide indications on what could be appropriate to do or not regarding the document
content through the generation of different kinds of inline messages. The AF allows the user to define the text
associated with those messages. The AF is horizontally split in three sections, each of these sections contains
two text fields and a checkbox. The first text field holds the text message that the API will display directly
through the electronic document. The checkbox allows the user to enable the generation of an additional pop-
up message, which is defined through the second text field. Toggling the checkbox respectively enables or
disables the second text field.

medical history -
Select a Didget... | Y| Select a Field... ¥ | Select a Condition...| ™ Add
Conditions List
Datom Field Confition Walueg
[ame Mame Equals Luke
Address City Contain Milan

Figure 4. The Mechanism Editor condition composition form.

The Criticality form (CF) (Figure 3b) contains the parameters to customize the Criticality API. Criticality
API indicates the need to consider the situation reported in the document as critical. This API, when
triggered, changes the color style of fields or document sections. The CF allows the user to choose the colors
she prefers to use in the document rendering. The CF is split vertically in three sections, each section contains
a color palette and a checkbox. The color palettes allow user to choose the color for the specific expertise
level mentioned above. The checkbox (unchecked by default), when checked, disables the effect of this API
for a specific expertise level (e.g., in a clinical scenario, to hide a low criticality situation to expert users to
not cause information overload).

Finally, theScheduldorm (SF) (Figure 3c) contains the parameters to customize the Schedule API. This
kind of API is conveyed to make users aware of the need to perform tasks that have been previously
scheduled or expected on the basis of a timing convention, e.g., a doctor must examine a blood sample within
twenty hours from the collection; the users that consultEeam SheefES) during this time span can be
reminded of this threshold and after the time limit has elapsed the system generates a warning message
according to this mechanism. The Schedule API, when triggered by a mechanism, displays different icons
near the fields, on the basis of the user’s expertise level, e.g., a clock icon near the expiration date field and
on the basis of what the users has selected in phase of mechanism composition. The SF is split vertically in
three sections. Each section contain8eotvseé button, by which the user can select an image icon from his
desktop, and an area where a preview of the selected icon is shown.

Once the mechanism has been defined, user can save it into the local repository (for future modifications)
by pushing the Savé button in the left area, and then she can convert it into a specific rule-based language
(i.e., the Drools DRL) by pushing th&xport’ button.

6. CONCLUSIONSAND FUTURE WORK

The paper has briefly outlined two tools conceived within the WOAD architecture, focusing on the level of
the user interface and interaction. The former of these, the template editor, is a WYSIWYG editor of
electronic forms that allows users to define their digital documents in a flexible and modular way; the second
tool, the rule editor, complements the former one and allows users to define simple behaviors that are
associated to the documents and that enrich their structure and content (e.g., in terms of different affordances)
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according to the context and the level of user expertise. In other words, we focused on two prototypical
applications that allow users to define both the passive structure and the active behaviors of their interfaces,
as well as to maintain them over time in a visual manner.

These two functionalities have been experimented in the context of ProDoc, a prototypical and innovative
EPR that adopts a case-oriented stance on the management of clinical documentation; yet these
functionalities can be adopted in a much wider class of applications, especially when these are designed to
support collaborative work settings and satisfy coordinative needs mainly through documents themselves. To
this general aim, WOAD compliant applications are conceived to convey a particular kind of additional
information through the user interface in order to promote “collaboration awareness” [Dourish and Bellotti,
1992], i.e., Awareness Promoting Information. This is done according to simple rules that a visual editor
allows to create over the structural components of documental interfaces, so to facilitate end-users in
tweaking their tools even if they lack specific programming skills. This places our research program within
the scope of both the End-User Development and Interaction Design fields. Consequently, our future work
will focus on how to further improve the usability of the tools presented in this paper and to make them more
adaptive to the level of technical skill and domain expertise exhibited by their users. To this aim, the
empirical work that inspired the conception of the WOAD framework and its proof-of-concept application,
ProDoc, will continue to validate its applicability in other domains where we have gained an initial positive
feedback [Locatelli et al., 2010]. In this line, our future work will include the design of a wider set of
experiments aimed at validate the efficiency of our solution with respect to other similar applications.
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ABSTRACT

Nowadays, ordinary people can freely access a large amount of information through Internet. Then issues of production
and transport of computational entities are superseded by new requirements like: enticement, acceptability and
understanding. To achieve these goals, we propose an approach based on dialogical interaction between novice users and
conversational agents achieving the mediation of computational entities. The originality of the approach is based on the
principle of personification of an entity by an agent, where the agent and the entity share a single identity.

KEYWORDS

Computational objects, Conversational agents, Personification.

1. INTRODUCTION

1.1 Facilitation of Ordinary People Interaction with Abstract Topics

Following the development of the Internet culture, general public can now access a plethora of computational
entities through Web applications and services. Those entities, which we’ll refetopicssin this article,

are data structures synthetized in order to mediate information (technical, encyclopedic, statistical...) to a
targeted audience, with a given goal (didactic, institutional, social, entertaining, advertising...). Because of
their abundance, these topics are in competition in order to: 1) reach their audienceeittichmenissue

(Galon, 1999), 2) not to be discarded immediately: it's the ergonacteptabilityissue (Davis 1989), 3)

taken seriously: it's theelievabilityissue, 4) to be properly understood: it's tenmunication goailssue.

Hence, there is a need to develop tools for facilitating ordinary people interaction with such abstract topics,
where the facilitation can be measured in terms of the four four listed above.

In this paper, we propose an approach to facilitate ordinary people interaction with abstract topics, which
is based on their personification by Conversational Agents. Ongoing research in the very active research field
of conversational agents (Maes 1994) has shown that they can increase the user-friendliness (Lester et al.
1997) useful for enticement), the acceptability and the believability (Hayes-Roth 2004) of the system, as well
as increase the performance of the human-agent couple to learn new information. Hence, they appear as a
promising approach to address issues regarding interaction of general audiences with topics.
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My Friend, You can put a
bigger object on a smaller

My Friend, my name is

‘ — v 2 [ 0 prevpm——" SEND

Figure 1. Left) A typical assistant agent integrated into a DIVA web page: the user interacts in natural language with the
agent (in this case, it is a cartoon-like animated character but DIVA provides also realistic ones) about a simple game,
which acts here as a topid right) In this conversational situation, the user interacts directly with the topic (it is a
commercial product personified by a static picture), which answers users' quastibtie car were a persoiihe
DIVA toolkit is freely available for research and education purposes at
http://www.limsi.fr/~jps/online/diva/divahome/index.html

1.2 An Architecture for the Personification of Abstract Topics

Traditionally, conversational agents are personified through virtual graphic characters and are studied in the
context of Embodied Conversational Agents (ECA) (Cassell et al. 2000). In such a case, agents represent
human-like entities and attempt at expressing relevant, believable, human cognition and psychology. Human
cognition is often based on rational reasoning approaches, such as classical rule-based systems (ACT-R,
SOAR) or now popular BDI-agent technology for Intelligent Agents (Rao and Georgeff, 1991). More
recently, there have been attempts at implementing human psychology phenomena into Intelligent Agents,
like for example CoJACK (Norling & Ritter 2004) (Evertsz et al. 2008) for the BDI platform JACK (Howden

et al. 2001). Following the pioneering works on Believable Agents (Rousseau and Hayes-Roth, 1996),
authors such as (Malatesta et al. 2007) use personality traits to create different expressions of behaviors,
especially by influencing the appraisal part of the OCC theory (Ortony et al. 1988) etc.

When we are concerned with the personification of non human-like entities like the topics defined above,
especially abstract ones, we face a contradiction: 1) They are not human-like in essence and their
embodiment (e.g. their appearance on screen) is not human-like; 2) We state in principle that people should
interact with them “as if they were human-like entities”.

Taken in its generality, this issue has been discussed from the philosophical point of view (Nagel 1974). It
has also been studied by psychologists since Piaget in the '30s and more recently studies upon children have
linked personification of non human-like entities with notions sudmasismprompting definitions“Since
Piaget [], psychologists have often claimed that young children are animistic and personifying []. Animistic
means labeling inanimate objects as living as well as attributing characteristics of animate objects (typically
humans) to inanimate objects and making predictions or explanations about inanimate objects on the basis of
knowledge about animate objects. Personification means the extension of human attributes to any
nonhumans’(Inagaki et al. 1987).

In order to support these requirements, we have to design a software architecture for conversational
agents that enables the integration of conversational topics into Web pages. This architecture will be based on
previous works on Conversational Assistant Agents (Sansonnet 1999, Sansonnet at al. 2002) and more
precisely on the DIVA toolkit. Actually DIVA stands for DOM-Integrated Virtual Agents, which emphasizes
the unique feature of DIVA agents to interact in natural language with users and to control directly the inner
structure of the content of the Web page they assist (Bouchet and Sansonnet 2007, Xuetao et al. 2011).
Figure 1-left shows a typical DIVA assisted Web page. The DIVA architecture has been easily adapted to
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support conversational interaction with non human-like entities, as shown in Figure 1-right. This raises the
issue of theinteractional contentbetween users and topics, which is discussed through a case study
developed in the next section.

Input interpretation Input interpretation

Switzerland Ireland
unemployment rate unemployment rate
France France
Results Results
Switzerland  3.4% Ireland 6%
France 7.4% France = 7.4%

L i e L L L L
1995 2000 2005 1990 2000

Download as: PDF thematica Computed by Wolira

Computed by Wolfrs

Figure 2. Left) Alpha answer to: “unemployment rate switzerland france” (upper part);
right) Alpha answer to: “unemployment rate ireland france” (upper part).

2. PERSONIFICATION PROCESS OF AN ABSTRACT TOPIC

In this section, we develop a case study so as to exhibit the issues raised by the conversational interaction
between ordinary people and abstract topics, on the basis of the metaphor of (Inagaki et al. 1987) mentioned
above. The outline of the case study is as follows: first we choose a typical abstract subject, synthetized from
Web sources that can be relevant for many people browsing the Internet. In the next sub section, a model of
the agent associated with the chosen topic is briefly discussed and in further sub sections, we propose
excerpts of both rational and psychological interactions.

2.1 Choice of a Topic to Personify

The case we propose here is willingly related to a very abstract phenomenon of interest: « Unemployment in
France for the last 20 years ». This topic has been mentioned by many books and documentary films, and
websites about fitprovide data (including a lot of graphs) and text comments. Regardless of the stability of
the information ice. static website versus wikis) they provide, data is difficult to process automatically for
creating an associated agent. However, recent advances in Semantic Web for extracting data in order to build
new documents have been particularly promising:

Alphaby Wolfram Researéhtakes a Question&Answer (Voorhees 2002) type of request and provides as
a result, not a mere text but a full Web page related to the user’s question. Moreover, data retrieved by Alpha
is now accessible directly from the latest version of Mathematica (8.0) under a symbolic format.

! See http://en.wikipedia.org/wiki/lUnemployment for a first list of references
2 http://www.wolframalpha.com
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QWik?® uses the Alpha technology to build even more sophisticated Web pages, both in terms of content
and presentation.

Those two examples show that in the future, users will indeed be facing an abundance of topics of interest
automatically synthetized as answers to their(s) request(s), and this is the reason why we have also decided
to use the results of Alpha requests regarding our aforementioned topic of interest. Two successive requests
provide results shown in Figure 2 (only the upper part of the results Alpha Web page is given here).

2.2 Building the Agent Model

In section 1.2 we have mentioned that authors have tried to integrate psychological phenomena into
traditional Intelligent Agents architectures. However, psychologists have shown how rational and
psychological human behaviors are extremely entangled (Frijda 2006) (Scherer et al. 2001). In this context,
we have proposed in previous works (Bouchet and Sansonnet 2009) a framework, called R&fling

for Rational and Behavioral agents. This framework dedicated to the experimentation of conversational
scenarios, where both rational and psychological behaviors are mixed according to various strategies.

In this section, we will assume, as it has been explained in section 2.1, that the agent and the topic are
merged into a single entity, meaning that the user talks to the topic as if it were a person. Hence, one must be
able to provide a conversational agent tightly related to the topic, which must be a multimodal mediator of
the topic informational content. Based on framework R&B principles, two modes of answer are then
required:

Rational expressianusers should be able to put natural language questions to the agent-topic and to
receive factual answers in return, which requires storing facts into the Knowledge Base (Kbase) of the agent.
Psychological expressiothe agent and the topic being viewed as a unique entity, this identity must be
reflected in the mental states of the agent and it should affect its multimodal expression. To achieve this, facts

should be related to the mental states of the agent the part of its Kbase that models its psychology.

The association between objective facts and their rational and psychological expression is not neutral: it
requires decisions and interpretations from the agent’s designer:

- For the rational part, it is about selecting which facts should be entered into the model.erwbt
notions the agent will be able to comment and talk about.

- For the psychological part, it is about defining influence operators over the mental states of the agent.

In both cases, one must have some kind of judgment regarding the data provided in the answer, which
will depend onwho will express the information (that is who is supposed to be the agent?) whorat
will be transmitted (that is who is the user?). Hence it is crucial to properly define the roles and the
communicative goals of the actors of the interactional session.

For instance, in Figure 2-Left, one can read the objectivegfactunemployment rate in France is now
of 7.4% against 3.4% in Switzerland, and the difference is stable over 20 years as shown by thé/gjtaph”
regard to this kind of information, the agent’'s designer has to adopt a role among the following ones: Swiss,
French or Other. Independently from the difference between the numerical values, the designer also needs to
have a communicative goa:g.to enjoy about the stated differences (whether they are positive or negative),
to bemoan it or to minimize their relevance. In the same way, the user also has a role (he/she can be Swiss,
French or Other) and has a communicative goal that can be obtained either explicitly or inferred by the agent
according to the user’s profile. This simple combinatory entails a set of possibilities that can't be all
considered here — indeed, if we consider only the possible nationalities and if we use a stereotypical model of
nationalism, we could have:

User Agent Agent’s reaction aboufp
French French sad
Swiss arrogant
Swiss French proud
Swiss enjoying

That's the reason why in the rest of this case study we’ll assume both the agent and the user are French,
and the communicative goal is to emphasize the absolute value of the difference between the countries, and
to regret it if it's unfavorable. Table 1. provides symbolic information related to rational and psychological

3 http:/iwww.qwiki.com
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expressions for this topic. Globally, the rational part stores the absolute value of the difference (Rate-unempl-
F) and the difference between the two involved countries (Dif-unempl-FS, Dif-unempl-Fl), while in the
psychological part, two moods are connected to the difference between the countries according to formulas
(1) and (2) in Table 1.

Table 1. Summary of the symbolic model of unemployment rate difference between France and Ireland/Switzerland.

Domain Operator type Attribute Format Link

Rational a Rate-uneempl-F  List plot values
Dif-unempl-FS List plot values
Dif-unempl-FS List plot values

PsychoAnood Satisfaction scalar [-1,1] F-1 Q)
Confidence scalar [-1, 1] F(S+)/2 (2)

2.3 Dialogical Interaction using the Rational Expression

Let's assume the user asks from the agent a purely factual question about the topic:

USER: ‘What's the current unemployment rate in Frarice?

Moreover, let's assume that among the patterns associated to the rational attribute Rate-unempl-F is the
rule:

QUEST& /unemployment rate france® Comment(Rate-unempl-F)

Triggering this rule means the agent reads the value of the attribute Rate-unempl-F in its KBase and can
comment it in a multimodal way to the user. The commenting strategy is linked to attributes with rules like:

Comment (Rate-unempl-F) :=
IF val<0.THEN Play SORRY & Say "(Sadly | Unfortunately), it's @val %" ;

ELSEPlay HAPPY & Say "The unemployment [rate] in France is only of @val %"
Where @val is dynamically replaced by the value of the attribute in the answer.

This interaction is above all rational : the user asks for a value and gets it in return. It is however possible
to add to the answer some psychological content through a judgment over the raw fact. We can use for this
two expressive modalities:

Operator Say builds a natural language sentence (using options [] or picking among alternatives for
variety with |, etc.) and displays it in the answer area.

Operator Play triggers an animation that emulates the expression of emotions of.emotes

For instance, we could have the following multimodal answer (“sadly” willingly emphasized here):

AGENT: “Sadly it's 7.4%" + SAD

2.4 Dialogical Interaction using the Psychological Expression

In this section, we provide an example involving the static traits and the dynamic moods composing the
mental states of the agent. We analyze the different possible combinations of the following elements:

Static traitsare specified once and for all by the agent’s designer depending on: a) the personality profile
associated to the topic, b) the type of interaction expected (information, entertainment...). Their automatic
elicitation is beyond the scope of this study.

Dynamic moodsire linked once and for all by the agent’s designer to the topic variablelgta that is
evolving with time, either because a) the topic itself is dynamic (its values can change throughout the
session) or b) the topic is static (like here) but contains values that have been evolving in time (cf. the graphs

4 In traditional ECA environments, simple emotions (joy, anger, surprise, etc.) or more complex so-called emotes gestures (beware
danger!, so bored, etc.) are expressed through graphical animations of the agent’s character. In this case, the graphical representation
being more abstrace(g.plot, technical graphics) we have to find ways to express emotions through alternative modalities. These ways
are not discussed here because their elicitation, in each specific context, is an issue in its own. See for example (Sansonnet et al. 2010) in
the context of agents in ambient environments.
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illustrated in Figure 2), in which case it should be possible to prompt the user “to browse through time” in
order to get back to case a.

Example: Linking mental states to data

We will consider one trait and two moods:

Binary (yes/no) trait Talkative which means that: yes = the agent provides lots of information; no = the
agent restricts to minimal information when asked.

Moods Satisfaction et Confidence, which take values in [-1, 1], 0 being neutral. Satisfaction is related to
cognitive happiness while confidence indicates the degree of certainty about a fact.

When it is possible to access data used to generate the graphs, one can link the values of the graphs to the
internal mental states, as shown with formulas (1) and (2) in Table 1. More complex relationships can take
into account the derivative or integral over a period of time. The graph from Figure 2-right, using formula (1)
shows that the psychological attribute Satisfaction of the agent evolves over time from a negative to a
positive value when the two curves cross in 1995 (thus triggering a data event), then gets back to a neutral
value in 2000: the agepiychologically liveghe evolution. The same analysis can be done for Confidence
with the formula (2).

In this context, if the user asks the agent how it feels, like one would do for a companion:

USER: ‘How do you feel?”
Using a rule of the list of patterns associated to the psychological behavior of the agent, like:
QUEST & /(you feellare you}s Express(Talkative, Satisfaction, Confidence)

Would lead to a set of possible reactions according to the static (Talkative) and dynamic (Satisfaction and
Confidence) mental states of the agent, summarized in the heuristic below:
Express(Talkative, Satisfaction, Confidence) :=

Talkative Satisfaction Confidence Natural language answer Emote
Yes >0 >0 “I'm [quite|very] confident” HAPPY
<0 “I'm (ok|fine)” NEUTRAL
<0 >0 “I'm sad, but determined” NEUTRAL
<0 “Ouch! Everything is wrong!” SAD
No >0 >0 “Everything is fine” NEUTRAL
<0 “(Errf[Hmm)...” NEUTRAL
<0 * ALOOF

2.5 Discussion

Extension: argumentative interactions using additional agents

In the proposed approach, the topic of interest interacts directly with the users. A more traditional approach is
also possible, where additional agents can be added on the Web page in order to interact @hbutsbes

topic, as shown in Figure 1-left. This can prove useful to extend the architectusgguithentativeagents.

Indeed, it is a current trend, particularly observed in online social networks, to share opinions and to
debate in a participative context. A way to motivate the general public to get interested in a given topic and
also to better understand it, would then consist in offering a personification of this topic with an
argumentative agentwhich extends the concept of assistant conversational agent by providing it with
argumentation skills (Kakas & Moraitis 2002) (Bentahar et al. 2007), and by making it have
positive/negative/neutral opinions about phenomena related to the topic. In this case study, we had
considered that the situation was stable with regard to roles and communicative goals but it can also be
dynamic. Moreover this can be applied with additional agents:

O with a single conversational agent: for instance, at the beginning of the session the agent has a neutral
position and changes its attitude depending on the user’s identified opinion, either to take the same one
(empathetic interaction) or an opposed one (entering into debate).

O with three conversational agents: in this case, each of them takes one of the possible positions
(positive, negative, neutral) in order to enter into an argumentative interaction with the user.
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In all cases, the objective is to induce users to interact with the facts associated to a phenomenon of
interest though an activity that they consider enjoyable in itsgfg chatting activity).

Generalization: towards automatic personification

In this paper we have chosen to present the process of personification of an abstract entity through a
single case study, which raises the issue of the genericity of our approach. Beyond the mere feasibility
demonstrated here, we can put forward two main arguments are in favor of genericity:

1) A lot of works have ben carried out in automatic extraction of information from data (data mining etc.).
Hence, it is possible to rely on existing algorithms for detection of status differences (Figure 2-left) or “data
events” €.g.curves crossing in Figure 2-right) to automatically fill rule patterns as shown in Table 1.

2) Conversational roles are quite geneegy(to take a positive, negative, neutral position about a status
or an event) as well as communicative goals. They can be captured into rule-based heuristics that in turn can
be instantiated for each particular domain.

Experimentation: evaluation of the impact of conversational topics

Because this work is preliminary, it is premature to state that conversational topics have a better impact
(in terms of the four main factors listed in section 1.1, that is enticement, acceptability, believability and
understanding) upon ordinary people than non interactive topics like those presented and discussed in blogs
for examples. However these factors are well-studied in ECA community and it has been proved that
conversational agents can bring significant improvements. Consequently, we can rely on these results and
confidently expect that they will extend to non human-like entities.

Moreover, implementations of conversational situations involving non human-like entities have already
been developed and can be accessed on the DIVA Web page (URL at Figure 1.). They will be an operational
support for further investigations upon the four factors.

3. CONCLUSION

We have presented an approach meant to facilitate the mediation between novice users and the abstract
computational entities, such as those produced automatically in the Web. This approach is based on the
principle of personification, which identifies the subject of interest (the topic) with a conversational agent,
given both rational and psychological reasoning skills. Using our previous works on assistant conversational
agents, as well as on works in psychology, we have proposed a method to build an agent associated to an
entity, using a case study that illustrates the various problems encountered during this process.

The case study led here provides a first positive answer to the question of feasibility. It also shows that
it's a vast domain still largely to explore, involving many different disciplines (agents, natural language
understanding, psychology, semantic web, data extraction...). Two main questions would then have to be
addressed: how to move toward an automation of the synthesis of the agent-topic identity once given a
particular topic (and also how to profile both the designer's and the users’ communicative goals), and what
experiments could confirm the validity of with regard to enticement, acceptability, believability and
understanding.
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ABSTRACT

Gesture interaction has been gaining traction. Although mostly used in smaller devices, like smart phones and tablets,
new devices, like Microsoft's Kinect, open a new range of interaction possibilities for interaction with larger surfaces. In

this paper we explore how users interact with large surfaces when they are not in touching distance from them. We
studied two interaction scenarios. In the first scenario users had only the possibility to interact through gestures. In the
second, users were able to combine gestures and speech commands. The paper discusses how users employ gestures
differently when speech commands are available and what types of actions are more adequate in each of the scenarios.

KEYWORDS

Gestures, Speech, Multimodalities, Evaluation, Design.

1. INTRODUCTION

Recent movies and literature have been popularizing gesture interaction in 3D work environments. Outside
the fiction realm, we have been witnessing an increase in interaction scenarios where alternatives to using
peripheral devices as a means to interact with the system have become available. Our body is now a viable
interaction mechanism. As a result, it is vital to understand advantages and disadvantages of gestural
interaction, in an effort to make it more efficient and to take advantage of a natural human communication
medium [McNeill98].

Most studies on the use of gestures so far have focused on virtual games, where the body is used as an
input device [Silva09]. Benefits from using our body as an interaction device are a better spatial
understanding [Schuchardt07] and a heightened sense of awareness [Usoh99]. [Kwon05] combined the use of
body sensors with motion tracking cameras and, through usability evaluations, concluded that users find
gesture based interfaces to be more attractive and become more focused in completing their tasks. Most of
the works where gestural interaction occurs in 3D environments, like a 3D gallery of museum objects
[Stenger09] or direct manipulation of objects in a 3D map environment [Yin10] are focused on technical
aspects. Studies on how users interact in these scenarios are still missing, and they will play an essential role
in promoting an even widespread adoption of gestural interfaces.

In this paper we present a study on gestural interaction with and without speech commands, applied to
large interaction surfaces, where the user interacts at a distance, thus having no physical contact with the
projected surface. With this study we tried to understand the different gestures that people make in two
scenarios that distinguish themselves by offering users, or not, the possibility of complementing gestures with
voice interaction. To that end, we asked participants in the study to manipulate objects or the working area in
two applications. With this, we tried to achieve the following:

1.Understand how users take advantage of gestural interaction, with and without support from voice
commands;

2.Which actions are more adequate to be performed by gestural interaction with or without voice
commands;

3.Which are the most appropriate, comfortable and intuitive gestures and speech commands for the
different actions.

69



ISBN: 978-972-8939-52-6 © 2011 IADIS

2. STUDY FRAMEWORK AND PREPARATION

The main goal of this study was to compare how gestural interaction is used with and without support from
speech commands, when there is no physical contact between the user and the interaction surface. We hope
to better understand, for a set of actions relevant to this scenario, how to select the best interaction scenario,
derive guidelines for designing such applications, and contribute to build interaction dictionaries for both
gestures and speech commands by collecting what the users really employ naturally when interacting.

To this end, we selected two applications that could benefit from gestural interaction. For each application
we identified a set of actions that are relevant in each of the interaction scenarios that are going to be studied,
gestures with and without support from speech commands. We then grouped the actions into meaningful
tasks. During task execution, test participants were completely free to select which gestures and which
speech commands to use.

2.1 Scenarios and Actions

Two flash applications (Figure 1) for image manipulation have been selected for the experiments. Some of
the actions to be evaluated are common to both applications, while others are specific. In the first application,
a table with images, the images are randomly distributed over a surface, and it is possible to move the images
in a 3D space (bring the images closer of further from the surface). In the second application the images are
spread out across a rounded wall, which can be navigated, while the images themselves can be zoomed in.
Both applications, given their spatial nature, can benefit from gestural interaction, with or without voice
commands, particularly when the interaction space is being projected out of reach of the user.

Figure 1. Applications used in the experiments. (1) Table with images; (2) Wall with images

For each application the following set of actions has been selected: 1) Table with images: zoom (in and
out), rotate (clockwise and counterclockwise), move, overlap images, delete, undo and redo; 2) Wall with
images: zoom image (in and out), show next/previous image, rotate wall (left and right), zoom wall (in and
out). In order to exercise these actions, tasks have been defined that imply manipulating images in a
meaningful workflow. For instance, instead of asking the user to rotate an image, we placed an inverted
image on top of the table and asked the user to examine a detail in the image. This meant that users had to
rotate and zoom in on the image, allowing us to understand how the individual actions are used in the context
a natural workflow.

2.2 Test Participants

A total of 10 individuals, with an average age of 22 years old, took part in the experiment. Eight participants
reported having more than 10 years’ experience with computers. All reported knowing at least one device
supporting gestural interaction (Apple iPhone, iPad, Nintendo Wii, several other smartphones), but only two
used them regularly. Eight participants reporting being aware of at least one device supporting voice
interaction (screen readers, voice enabled smartphones, in car navigation system), although just one reported
using such devices regularly. No participants reported knowing any system integrating both modalities.
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2.3 Test Procedure

The study begun with an explanation of its goals, after which the participants filled a profiling questionnaire.
During the experiment, participants had complete freedom to select the gestures and voice commands to use.
Each participant interacted with both applications. It was asked of participants to perform tasks, in a way that
all actions being studied were executed. Thus all participants had to create gestures and voice commands for
all actions. There was no time limit. After completing the tasks, the test participants filled a satisfaction
questionnaire where both interaction modes were classified in 5 point scale. It was also asked of participants
to try and justify their choices of gestures and speech commands. All the procedure was captured in a video
recording. Both the order of presentation of the applications (table and wall with images) and the interaction
scenarios (gestures with and without speech commands) were randomized.

2.4 Technical Setup

The participants’ arms and hand movement was tracked with a Microsoft Kinect. The interaction surface was
projected onto a wall, occupying an area of 280 cm per 200 cm (resolution of interaction surface was 1366
per 768 pixel). Participants interacted while standing up, and had no interaction device available. The
evaluator remained apart from the participants, out or their field of view, but with excellent visibility to both
participant and projection surface. The Kinect allowed participants to control the cursor position. Given that
participants had complete control over the creation of the gestures and the speech commands, no recognition
was used. Instead, the evaluator controlled the application using keyboard shortcuts, while interpreting the
gestures and commands employed by the participants. Participants were not aware of this “limitation” and
believed to be interacting with a fully implemented system during the trial.

3. STUDY RESULTS

We will present the results in three sections. First we will present and discuss results from the gesture only
interaction scenario. Secondly we will present results from the gestures combined with speech commands
interaction scenario. Lastly we will compare the results from both scenarios.

3.1 Gesture Only Interaction

The first noticeable result is that for some actions most participants use a similar gesture, while for others
there is a great variability in the gestures used by participants. For our analysis, we decided that a gesture
would be considered standard across the trial population when at least half of the participants would arrive at
the same or similar gesture. Tables 1 and 2 present, for each application, how many participants used the
standard gesture for the actions where a standard gesture was found. For the ones where no such gesture was
found we present the different gestures performed by the participants. Additionally all gestures are textually
described.

In the textual description presented in tables 1 and 2 we used the concept of “point”. A point is an
abstraction of what the participants used to point at the projection surface: some pointed with their hands and
harms stretched, others with the hand closed, while others pointed with a finger. As we were unable to find
any semantic meaning for the shapes the participants made with their hands we opted to consider all these the
same gestures, with only what is being pointed at considered relevant. For illustration purposes Table 3
presents several ways participants made the zoom in gesture, where the common pattern is the two hands
being close together by the end of the movement.

In the following paragraphs we will analyze relevant aspects of how participants interacted with both
applications and what actions they performed. Additionally, we will also report on how the interaction
patterns evolved as the session progressed.

For the delete, rotate image and move the wall actions we failed to find a standard gesture. For the delete
action the different gestures performed by participants are completely unrelated. The rotate image and move
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the wall actions are more closely related, with the main distinguishing characteristics being the number of
points used by the participants. For all the other actions participants converged to a standard gesture.

Table 1. Standard gestures for the table of images

Action Participants Gesture description

Zooming 6 Two points parallel to the projection surface moving away (zoom in) or coming together (zoom
out)

Overlap 6 One point moving away from the interaction surface

Move 9 One point moving parallel to the projection surface

Stop movi 9 One motionless point

Rotate 3 One point centered at the object and another describing the rotation movement beginning at the
first point

Rotate 3 One single point describing the rotation movement (typically with a smaller radius than the

alternative above)

Delete 3 Drawing an X shape, with one or two points
Delete 2 Quickly moving a point left and right
Delete 2 Clapping once (two points coming together parallel to the projection surface
Undo& 4 One point in left to right (undo) or right to left (redo) movement parallel to the projection
Redo surface
Table 2. Standard gestures for the wall of images
Action Participants Gesture description
Zoomingonan 8 Two points parallel to the projection surface moving away (zoom in) or coming together
image (zoom out)
Previous & Next 9 One point in left to right (next) or right to left (previous) movement parallel to the
projection surface
Zooming on the 8 Two points parallel to the projection surface moving away (zoom in) or coming together
wall (zoom out)
Move wall 5 Two points moving left or right parallel to the projection surface
Move wall 4 One point moving left or right parallel to the projection surface
Table 3. Different ways to zoom in
Fingertips ‘ All fingers apart

Fingers together Fingers in a triangular shag

As can also be observed in Tables 1 and 2 there are actions for which participants performed the same
gestures. Zooming in or out an image is done in the same way as zooming in or out the wall of images.
Zooming out is similar to one of the gestures made to delete an image. Undo, redo, previous, next and
moving the wall left or right are actions where participants performed exactly the same gestures. This means
that it is important to find a way to distinguish between what is the target of the action (image or wall, for
instance) or even what is the action intended.

During the session most of the actions were executed more than once. In the following discussion we
focus on the zooming actions, but we have observed similar behaviors for other actions. We noticed that as
the session went on more participants used what in the end was the standard gesture. This means that gestures
made by participants change during usage as participants get more familiar with all the interaction setup. The
first time a zooming action was performed a total of 6 participants made the standard gesture presented in
Table 1. By the end of the trial 8 participants were doing the standard gesture. It is important to stress out
once again that never during the trial were given instructions to the participants regarding what gestures they
should perform. This evolution can perhaps be explained by users at the beginning being more prone to
experiment, while after using the system for a while they start using it more intuitively, thus converging to
what is now probably becoming a universal gesture for zooming actions.
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Interestingly the size of the object that is being zoomed seemed to play a role also. Participants converged
quicker to the standard gestures when zooming out, and when applying the zoom operations (both in and out)
to the whole wall instead of a single picture. A zoomed in image or the whole wall are large objects, while a
zoomed out image is a smaller object. For the bigger objects participants used more quickly both hands to
perform the gesture, while for the smaller object participants initially revealed some concerns in selecting the
object with one of the hands, while performing the action with the other.

Even though both applications offered a 3D space, only one of the actions converged to a standard gesture
where depth is an important factor in interpreting the gesture. This is the overlap action, where images had to
be brought forward or backward. The majority of participants move their hands closer of further from the
intersection surface in order to perform the gesture.

3.2 Gestural Interaction with Speech Commands

In a different stage of the trial, participants were requested to perform similar tasks, but were required to use
gestures together with speech commands. Tables 4 and 5 present the standard commands for this scenario, as
well as the number of participants who used them.

Table 4. Standard commands for the table of images

Action Command Participants
Zooming “Zoom in” “Zoomout” 5
Move “Drag” 3
Move “Move” 3
Stop moving “Stop” 3
Overlap “Forward” 3
Overlap “Come forward” 3
Rotate “Rotate” 5
Delete “Delete” 6
Undo “Undo” 5
Redo “Redo” 5

One of the most relevant analysis in this scenario is understanding how participants employed the
gestures when they have the possibility to use speech also. Tables 6 and 7 show how many participants
performed a gesture transmitting information regarding the action, or that use the possibly to interact through
gestures to be able to point at the target of the action.

When comparing the gestures performed in both scenarios we can observe that some gestures changed.
For instance, when using both modalities the 3 different gestures for the delete action are no longer used.
Instead, only one participant still makes a gesture meaning delete (two lateral movements). When trying to
move the wall more participants make the swiping gesture with only one hand instead of two hands.

One of the more important decision participants made (even if unconsciously) is whether to use the
gesture to transmit the action to perform or to just point at the target of the action. The actions which do not
have a clear correspondence with any gesture are typically issued by speech. Examples of these actions are
delete, undo and redo, which appropriately are actions which participants could not convert to a standard
gesture.

Zooming an image or the wall of images is handled differently by the participants. When zooming images
most participants use the gesture simply to point (and communicate the action through speech). When
zooming the wall most participants use the gesture to communicate the action. The difference between both
actions is the need to distinguish the object being zoomed when zooming an image, even when the image is
completely zoomed in that it occupies almost the whole projection surface. When zooming the wall
participants probably feel no need to specify the object and assume the system interprets correctly the lack of
target for the action as applying to the whole interaction setting.

By observing Tables 6 and 7 we may conclude that participants which use the gesture to transmit the
action are repeating the same information that is being provided through the speech command. The exception
to this are rotate and wall moving actions, where not all the information required to perform the action is
transmitted through speech. Participants speak "rotate" and use a gesture to signal the direction the image
should rotate. When speaking "rotate" (the wall) participants use the gesture to indicate the direction it should
move.
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Table 5. Standard commands for the wall of images

Action Command Participants

Zoom in “Enlarge” 4

Zoom in “Zoom in” 2

Zoom in “Open” 2

Zoom out “Close” 6

Next “Next” 9!

Previous “Previous” 6

Zoom in on the wall “Enlarge” 3

Zoom in on the wall “Zoom in” 3

Zoom in on the wall "Enlarge all” 2

Zoom out on the wall “Reduce” 3

Zoom out on the wall “Zoom out” 3

Zoom out on the wall “Reduce all” 2

Move the wall to the “Rotate” 4

right

Move the wall to the “Rotate right” 3

right

Move the wall to the left “Rotate” 4

Move the wall to the left “Rotate left” 3

Table 6. Pointing and gesturing in the table of images Table 7. Pointing and gesturing in the wall of images

Action Pointing Gesturing Action Pointing Gesturing
Zooming 7 3 Zooming 8 2
Moving 6 4 Previous & Next 1 9
Stop moving 6 4 Zooming on the wall 2 8
Overlap 8 2 Moving the wall 0 10
Rotate 2 8
Delete 9 1
Undo & Redo 9 1

Almost all speech commands were accompanied by a pointing gesture. This means that the speech
command was mostly used to identify the action, while the gesture is simply used to provide an argument for
the action (the object it applies to). Sometimes the object of the action is also part of the speech command. In
the table of images one participant indicated the object for the zooming, moving and overlapping actions. In
the wall of images, a total of 3 participants exhibited this behavior. However, this was only applied to
zooming actions. In one of the instances, the participant did use speech to select only the object, while the
command was issued through a gesture.

3.3 Comparing the Two I nteraction Scenarios

The satisfaction questionnaires filled at the end of the session allowed a comparison of how participants feel
the two interaction modes are adequate to the actions that they had to perform. Table 8 shows the average
classification of interaction modes for each action. The scores range from 1 to 5, where 5 means that the
interaction is perfectly natural and intuitive, while 1 represents the opposite.

When both gestures and speech were available, overlapping, undo and redo actions were classified higher.
This is in accordance to the difficulties experienced by participants in creating a gesture to represent these
actions. This difficulty vanishes as soon as speech commands are available.

Although in the wall of images gestures only seems to be preferred, only one action was preferred clearly
in this scenario: wall moving. This may be due to that action comprising all images that are rendered on
screen at a given moment, thus encompassing the whole interaction area instead of a single object.

We also tried to more fully understand what actions are more difficult to represent with gestures. To that
end, we reviewed carefully the videos of the sessions, and timed how long it took participants to come up

L In reality these 9 correspond to 3 participants who said “Next” in English, 3 more who said it in their native tongue, and 3 more who
said a synonymous of “next” in their native tongue.
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with each gesture. Table 9 presents the average time it took participants to come up with a gesture in both
interaction scenarios.

Table 8. Average satisfaction (from 1 to 5) in each interaction scenario

Action Gestures only Gestures and speech
Zooming 4.8 4.8
Moving 4.8 4.7
Stop Moving 4.4 4.2
Table of images Overlap 3.3 3.8
Rotate 4.6 4.5
Delete 4.2 4.8
Undo & Redo 3.1 4.0
Zooming 4.7 4.2
Wall of images Previqus & Next 4.7 4.4
Zooming on the wall 4.6 4.3
Moving the wall 4.8 3.9

Table 9. Average reflection time (in seconds) for each action in each interaction scenario

Action Gestures only Gestures and speech
Zoom in 1.3 0.8
Zoom out 0.2 0.2
Moving 1.3 1.1
Stop Moving 0.5 0.4
Table of imagesoverlalp . 3.0 3.1
Rotate clockwise 1.1 1.4
Rotate counterclockwise 0.2 0.5
Delete 7.1 0.4
Undo 7.0 3.2
Redo 0.6 1.0
Zoom in 2.0 1.0
Zoom out 0.3 0.1
Next 0.6 1.2
wall of images Previo_us 0.3 0.1
Zoom in on the wall 15 1.4
Zoom out on the wall 0.3 0.1
Move the wall to the right 0.7 2.1
Move the wall to the left 0.1 0.1

We can observe that actions that are performed after a similar, but “opposite” action has been performed
(like zooming out an image which in the study only was required after a previous zooming in), are quicker
than the “opposite” action. This is intuitive, given that most times the participant would use the same gesture,
only performing it in the opposite direction.

The action which required more reflection time was the undo action: 7 seconds in gestures only mode and
3.2 with the help of speech commands (which is a reduction in half). Several actions have a significant
difference in the time participants took to find a gesture in both interaction scenarios. In the gestures only
scenario, delete takes participants 7.1 seconds to find a gesture, while taking only 0.4 seconds when speech
commands are available. The explanation is similar to the one for undo and redo actions: it is quite difficult
to come up with a gesture to represent these more “abstract” actions, while it is completely intuitive to do it
using speech commands. This is also the reason why 9 participants choose to use only gestures to point when
they had to perform these actions with speech commands available.

3.4 Participant Feedback

Participants provided a variety of justifications for creating the gestures they did. For the zoom in gestures
they compare it to the gestures done for opening objects, for example, a door. For both zooming gestures they
cited inspiration in movies and the gestures they perform on their smart phones. For zooming and moving the
wall of images movies are once again inspiration sources (particularly "Minority Report"). Rotating is
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compared to holding a driving wheel or a door knob. Moving an image is compared to grabbing and holding
the image while moving. Stopping the movement is likened to dropping the object in order for it to stop.
Delete was explained as throwing the image off screen, deleting with a rubber or tearing a paper sheet.
Previous and next gestures are inspired by similar gestures in their smart phones or in turning the pages of a
book. Some participants failed to find an explanation for the gestures performed, while most reported
difficulties in creating gestures for the delete and overlapping actions because they are not used to having
those gestures in their devices.

These comments support our findings that gestural interaction, with or without speech commands,
becomes more natural, and converges to similar choices by different persons, after using the system for a
period of time, and that people also bring the interaction habits from the devices they own previously to new
interaction scenarios.

4. CONCLUSION

In this paper we have described an experiment to compare the usage of gestures with and without support of
speech commands. The results show that users exhibit different patterns of gestures use when in the presence
or absence of speech commands. When speech commands are not available, the gestures have to provide
information about the action to perform and the target of the action (when applicable). When speech
commands are available, the majority of the actions are transmitted through speech while gestures are used to
point at the target of the action. Although this is the standard observable use of gestures, it is particularly
relevant for more abstract actions, like “undo” and “redo”. For those actions, speech commands are
extremely valuable, as can be seen by the difficulties that test participants had to come up with a gesture to
represent such actions. This is observable not only by the time it took participants to create such gesture, but
also in the variability of gestures designed for those actions. The paper additionally presents the gestures and
speech commands our test participants created during task execution and that will be the basis of our future
work, where a complete system, integrating those results will be evaluated.
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ABSTRACT

The paper presents a new multimodal 3D education environment for children with autism. The new multimodal
interaction system considers a combination of visual, voice, and textual modalities. In particular, it allows children with
autism to access contents through easy iconic symbols designed to guide them into the innovative environment. For that
purpose, it has been very important to consider and identify the classes and attributes necessary to correctly describe
different users. In the architecture hierarchy three different user profiles have been considered and structured, following
the ICF* model (an extension of the WHO International Classification of Functioning, Disability and Health guidelines),

and describing both static and dynamic properties. A specific iconic language has been used to enrich and to present the
virtual environment. Simultaneous visual, audio, and cognitive stimuli have been carefully used: they could be potential
barriers but also rich opportunities for persons with autism. It has not been only a matter of putting information in a
virtual space; it has been necessary to design and develop new languages, metaphors, and codes of interaction, in order to
reduce the distance between the user and the system. In this case, communication talks via images, sounds, and gestures
have been fundamental. The approach of the project takes into account the user model, the user profiles, the
personalization, and the experimentation.

KEYWORDS

Multimodality, Interaction, Accessibility, Autism, Learning, Virtual Reality

1. INTRODUCTION

Since the 21st century, social life has been conditioned by the introduction of new technologies. In particular,
Virtual Reality and 3D collaborative systems permitted to create and compose powerful virtual
communication environment. For that reason, it is interesting to note that when children with autism start
using new technologies to communicate, they often share new and fundamental opportunities.

The paper is based on two existing projects. The first project is called WEBminore [9] (see Figure 1), and
was developed by the University of Applied Sciences of Southern Switzerland (www.webminore.supsi.ch);
the second project, named ICF* [26], has been developed by the Politecnico di Milano. The goal of the
present work has been to define a new multimodal interaction interface for the WEBminore environment,
leveraging the ICF* model, in order to adapt the system to the needs of users with autism.
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Figure 1. The WEBmMinore environment overview

Taking care of the multimodality of the realized environment and of the relational context, children and
adults with autism can have the unique opportunity of bypassing some of the difficulties they encounter
during their social life, such as visual contact, unwieldy movements, and face-to-face interactions. From this
point of view, shared 3D virtual environments with multimodal interaction interfaces are an important
opportunity able to improve the social life of persons with autism.

The main goal of this work has been the definition of a methodology of multimodal interaction that could
allow users with different profiles of autism to play on an equal level with other users in a 3D virtual
environment. In particular: a) we have identified specific techniques needed to help persons with autism to
get involved and oriented in a 3D educational environment; b) we have used the innovative ICF* model to
profile different users; ¢) we have realized a prototype offering, to the different profiles of users, personalized
scenarios; and d) we have involved some persons with autism to make a first validation of the methodology
and of the realized environment.

In particular, focusing on the purpose of the project, the entire structure of the work has been
characterized by the following pillars and innovative aspects:

* User model

The project leverages ICF*, an extended version of the International Classification of Functioning,
Disability and Health, with particular focus on attributes related with new technologies (mouse clicking,
pointing, typing, etc.) and with different profiles of autism.

» User profiles

For the project we have considered three specific profiles of autism: 1) a profile with high thinking and
recognizing signs problems; 2) a profile with voice production and verbal communication problems; and 3) a
profile with social impairments and restricted patterns of behavior.

* Personalization

The project takes into account the personalization of contents (exercises and mini educational games), the
input/output interaction, the navigation in the 3D environment, and the multimodality approach strictly
related with the user profiles (text, voice, and video).

« Experimentation/validation

The prototype of the application has been tested with the collaboration of Esagramma
(www.esagramma.net), an Italian centre specialised in mental disorders and rehabilitation. The test involved
six different users with six different levels of autistic disorder (belonging to the three defined profiles).

Autism classifies a set of complex neurodevelopment disorders, characterized by social impairments,
communication difficulties, and restricted behaviour patterns. According to Simon Baron-Cohen, autism is
the most weighty childhood psychiatric pathology in the world [5]. It is not a common pathology, however,
as only four to fifteen children out of a thousand are affected. It exists all over the world and in all social
classes but, as reported by the Diagnostic and Statistical Manual of Mental disorders [13], autism is a
phenomenon that is four or five times more frequent in males.
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2. AUTISM,INTENTION AND EMOTION

The difficulty to understand others’ mind seems to be one of the big cognitive feature of autism and of a
variety of autistic mental states such as: beliefs, desires, intentions, imagination thoughts, and emotions [5].
There are two main behaviours that are considered to be a forerunner of the theory of mind: shared attention
and proto-declarative intentional communication.

Shared attention consists in children’s behaviour around the age of nine months, when they start showing
interest in all the objects seen by adults; they change continuously their view from one object to another and
point to the adult beside them. The act of pointing, and the related natural gestures, characterize by definition
the origin of the human communication. At this age children start building the common ground with artifacts
present in the surrounding environment.

Proto-declarative intentional communication represents the same behaviour described above, but in this
case the intention of the children is to communicate something; children point directly at objects and look
back and forth between the objects and the adults, until the adults look at the same objects they are looking
at.

In both cases, children are not only interested in influencing others’ behaviour to obtain a concrete
objective; they are also interested in changing the internal mental states of others. In fact, they aim to obtain
and create a shared experience. Children with autism have deficiencies on both processes, because they are
not able to develop a correct theory of mind.

The Baron-Cohen hypothesis (1985) states that children with autism do not develop capability to
conceive the fact that other people can know, have desires, can hear and believe in something. This meta-
representative deficit is the main reason for their problems related to social behaviour and verbal
communication. For what concerns the emotional disorders, there are two different positions: the first one
refers to a classical approach related to the theory of mind, which emphasizes the problem of understanding
personal and mental states of other people [32]. The second position considers emotional disturbance as the
primary disease for children with autism [16]; the origin of the problem is thought to be biological and
children could be unable to perceive the emotions of others. As a consequence they do not know how to share
the common environment and its social view [19].

2.1 Autism in Relation to New Technologies

It is interesting to note that when children with autism start using new technologies on the net,
communicating by means of keyboard and mouse, they do not have the difficulties they encounter during
their social life (visual contact, unwieldy movements, and face-to-face interactions that are not visible by
others). From this point of view, the Internet could be an interesting new channel that could improve the
social skills of people with autism.

For example, using virtual reality for children with verbal communication problems could be a great
opportunity to aid those children to communicate with other users. These people could interact by using a
keyboard and a mouse, and a specific iconic language that guides them into the system by means of a
multimodal interaction environment. In particular, iconic communication is primary and fundamental; a set
of iconic images used to access the system could possibly help people with autism to get information they
require.

A dedicated multimodal interaction interface within the system could be created specifically for children
with autism, encouraging them to interact with teachers and pairs for longer sessions of work. The
multimodal interaction interface, based on an iconic language, could be used to improve the visual
communication among users and between users and the system. Images could be used to help children with
autism during the communication process, especially with memory, language, and speech deficiencies. This
way, communication could not only be enhanced for people with cognitive degeneration or impairment, but
also for people with normal cognitive levels.

Persons with autism have problems in understanding where their bodies finish and where the external
world begins. A person with autism reported that he was not able to “find his body”. Another person with
autism described a fragmentary type of perception that she had about her body, whereby she was only able to
perceive a single part of her body at a time; she had a similar fragmentation even when she tried to look at the
environment surrounding her: she could only watch single object at a time.
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Another important aspect related to the body is the “sense of touch”. For people with communication
problems a heightened sense of touch could be extremely useful to learn things, independently from their
form and content. For example, a person with autism said that he learned to read by touching the physical
letters placed on the ground.

Finally, another interesting aspect related to the body takes into account the relief that people with autism
feel when a part of their body is pressed. In particular, persons with autism have a strong desire to create
pressure on their body in order to eliminate some kinds of pain.

3. THE 3D EDUCATIONAL ENVIRONMENT

An interactive 3D environment allows individual communication in a shared space; users are involved in the
same virtual space, but are physically separated. A collaborative and interactive 3D environment allows
teachers and students to exchange learning opportunities in 3D virtual worlds. These multi dimensional
virtual worlds are useful to provide powerful platforms and an ideal environment for teaching, learning,
brainstorming, and sharing experiences. From an educational point of view these new technologies offer
plenty of opportunities to create new information, to retrieve existing knowledge, and to build a common
educational pattern.

The impact of virtual environments in this field creates many new challenges. One would no longer see
pictures or frames posted on a flat wall or on a classical blackboard; instead, they will be published in a
virtual space on which it would be possible to explore the contents in multi dimensional mode, and to
navigate and search for information in an immersive system. This is a completely different approach, which
offers the possibility to involve students in an environment and in an information context. Embodying them
as a part of the system allows a set of functionalities that are useful in participating and contributing new
experiences and information to the system. In essence, it is a new multidisciplinary technique that considers
the fact that the role of students is also to contribute, promote, and sustain educational activities, sharing time
in the same virtual space but allowing people to choose different behaviours. In this case the process needed
to exchange information is not linear but reticular (information spatially connected in a 3D cyber world) and
always evolving.

3.1 Interactions, Presence and Per ception

Being in a virtual reality and interacting with objects and artifacts, users can experience the so-called “sense
of presence”: something that establishes feelings and involvement around the user in a virtual space [17]. The
development and the diffusion of computer interactive systems, such as 3D virtual reality, have been
characterized by an increasing perception of the importance of the sense of presence. A technical definition
of the sense of presence is “the subjective feeling of being there” [10].

The sense of presence is fostered by user’s ability to modify the environment according to her/his goals,
and this is strictly related to actions that the user can perform in the system and the corresponding feedbacks
it generates. Perceiving the effects of her/his actions, the user gets the sensation that the environment is
considering her/his as “present” [18]. Moreover, the possibility that the user feels that the action is happening
in “first-person” (and not shown in a third-person camera angle) is another crucial factor that determines
presence.

The greater the user’'s ability to reach a high level of presence within an activity, the better her/his
involvement in the interaction will be [24]. For this reason, if the user is “present” in a space and is able to
perform actions and perceive feedbacks, it is possible for her/him to successfully transform intentions into
interactions and communication.

Developing 3D applications based on the interaction between objects needs attention; the focus should
not only be on the quality of the graphics, but also on the cause-effect relationship, in order to support the
opportunities of interaction (affordances).
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3.2 User Centred Approach

Designing an artifact that aims to embody emotional experiences in interaction is extremely hard; yet this
must be done when interacting with users [14]. For users to get in touch with their emotions and with what
they want to express with their message, it is important that they are not forced to simplify their messages or
their graphical expressivity. In this case the user centred approach is another key element used to design the
system and its graphical user interface. This is directly related to the user experience: the way people feel
about technology whereby look at it, hold it, and open or close it.

Visibility, accessibility, legibility, usability, language, feedback, and constraints are essential elements of
the user centered design approach. In particular, visibility is an important characteristic needed to build the
user’s mental model of the system. As suggested by Kenneth Craik in 1943, models help users to predict the
effects of their action while using the system.

Users should be able to understand immediately and intuitively what they can and cannot do within the
system. For example, avoiding invisible and automatic system controls make it easier for all kinds of users to
understand and interact with the system. Moreover creating an efficient multimodal interaction system, based
on iconic languages, is useful to navigate the system’s contents, and to improve the entire virtual interaction /
communication.

Often, feedback is one aspect of the system that is undervalued by designers and developers. On the
contrary, we argue that using specific sounds, labels, highlighting, animation, or a combination of any of
those, could strategically enhance the system’s affordance.

3.3 Related Works

Among other papers we analyzed and compared different innovative 3D systems; these systems helped us
during the design and implantation phases of our work.

The “POWER UP” project [30] is a multi-player virtual world educational game, with a broad set of
accessibility features. It is an interesting 3D virtual game —focused on perceptual, physical, and cognitive
disabilities— which studies in deep the “sense of self’ of the user.

The “pOwerball” computer game [8], another interesting project for children aged 8-14, is designed to
bring together children, with and without physical or learning disabilities, encouraging social interactions
surrounding the play. The approach used by this project was interesting for us because it put in the middle of
the entire work the involvement of the children, in order to identify their behaviour during the game and its
rules.

Finally, the “Minus Two” project [23] was very interesting in order to understand how an effective
approach related with assistive technologies and interactive narration could be. As our project focused on
multimodality, “Minus Two” was useful to learn how they managed to provide in the same environment the
following features: listen, navigation, playing and orchestrating.

Other projects have been considered to help the design of our interactive environment. In particular,
project [1] describes problems related to the navigation of virtual environment for people with motor
disabilities; the project takes into account even problems belonging to the area of children with behaviour
impairments. Project described in [20] takes into account the relation between the 3D user interface and
video games, giving a set of examples that show the positive and negative aspects of both; the project was
interesting for our work, especially for what concern the 3D special interaction and its complexity. In [18]
authors treat the virtual reality as a training tool for disabled persons, where: a) a 3D environment can
employ images rather than number and text; and b) the illusion of position, the illusion of depth, and the
interaction with simulated environments can be used. The project described in [11] manages different kinds
of information —voice, video, and data— and suggests a real-time visual-interaction for vision-disabled
persons. Finally, in [21] authors discuss communication by means of a vocabulary of images and icons; it is
the same strategy used in our work in the field of autism and its impairments.
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4. THE NEW 3D SYSTEM ARCHITECTURE

As a 3D virtual environment that is accessible through the traditional input model (keyboard and mouse), the
new multimodal interaction system has to consider a combination of visual, voice and textual modalities
(speech recognition, speech synthesis, and recorded audio for output). The design process has to consider
many different modalities to access the contents, and this multimodal user interface has implications on
accessibility. For example, the user interface should allow users to access a textual content by pressing an
icon and by choosing (with a mouse) a preferred output modality: audio, video, text or video. The system
behind this should be able to distribute the selected content in the requested form, and in case the content is
not available in that form, it should give back to the user a comprehensible feedback.

In particular, the multimodal interaction for this project combines the vocal modality and the regular,
visual, point-and-click modality through mouse and keyboard. We defined all the elements necessary for
managing the user profiles and building up a functional and accessible graphical user interface, with a
multimodal interaction, for users with autism.

As a first step, we followed the ICF* guidelines to design new classes needed to manage correctly the
user profiles; secondly, we integrated them in the final and new architecture to be able to obtain personalized
scenarios. This process is a sort of refactoring on existing functionalities without applying changes on what is
already working. It is very important to identify all the classes and attributes necessary to manage correctly
all kinds of user profiles.

4.1 User Model and User Profiles

In the architectural hierarchy each user is described from two different points of view: static and dynamic.
The static description is used to manage those properties that are statically set by the user through a dedicated
form or interface. The dynamic description is used to characterize data that is collected while using the
application, and that depends on information describing applications and devices (see the MAIS Reference
Model, described in [29]).

The five ICF’s categories and their attributes are necessary to design the new architecture and to manage
all possible user profiles without discrimination. For example, omitting one of these sections could generate
some imperfection (lack) on the multimodal interaction within the system. In this way, it was possible to take
into account features regarding memory, attention and emotional functions. But to take into account
functionalities relied to human-compuer interaction, we adopted the ICF* model and its ITF Skill attributes
(typing, pointing, making gestures, voice recognition, and interacting with virtual and 3D environment).
Figure 2 shows a graphical representation of the three user profiles defined and used to validate the project.

Body Function Attributes Body Function Attributes Body Function Attributes

4 4 ) i

I Skills Aetivty kil Actiity it sils Actiity

Attributes Parfllclpa!lun Attributes Participation Attributes Participation
Attributes Attributes Attributes

Itf Preferences Relational Itf Preferences Relational Itf Preferences Relational
Attributaes Capabilitias Attributas Attributes Capabilities Attributes Attributes Capabilities Attributes

Figure 2. Three user profiles, with three different levels of autism
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4.2 Per sonalization

The main topic has been to design and realize a prototype of multimodal interaction for users with autism in a
3D educational environment. The structure of the existing application has been modified to allow users with
autism to access the application and to navigate in it with ease. Once the user finds a multimedia content,
she/he has the ability to choose from a multimodal interface the kind of modality she/he prefers to use in
order to access the content. Even though there are more modalities to access contents, the system is still able
to adapt automatically the contents to the channel and modality chosen by the user profile. Three main
modalities are considered: listening, visualizing and watching contents.

Users access the system by means of a dedicated graphical interface, on which the multimodal
interactions are available according to the user model (see Figure 2). The main idea is to offer the user a
dynamic multimodality interaction interface —based on simple, understandable metaphors— that is positioned
around the multimedia content; such interface shows interaction modalities that are more suitable for the
user. For example, Figure 3 shows the interaction interface associated to the “television” content.

ASCOLTA

/-M@ )

GUARDA

Figure 3. Multimodal interaction interface overview

A technique designed to guide the user in the system —without being lost or discouraged- takes into
account the usage of FruitPath, a guided path based on “fruit” icons (see Figure 4, on the right). This kind of
metaphor is useful to reduce the interpretation distance between the user and the system. Several FruitPaths
are distributed in the 3D environment, in order to stimulate the user to move the avatar and discover the
multimedia contents. We argue that giving the user an iconic path to follow could be a good strategy to
eliminate all potential misunderstandings during the user’s interaction.

Another technique designed to help users during the navigation of the 3D system is based on WigWag
signs: a set of specific signs, flags, and arrows useful to give information about directions. When users move
into the system, they find such WigWags signs, which help them to discover the multimedia contents. It is
very important to keep low the visual complexity of the signs used. Figure 4, on the left, shows some arrow
signs we defined; notice that the design is quite simple, while the small fruit inside the arrows, and the colors
used, recall the FruitPath.

e i =

Figure 4. Example of the Fruits path metaphor, and a subset of the Wig-Wag signs used in the system
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5. EXPERIMENTATION AND RESULTS

The prototype we built has been tested with the collaboration of Esagramma, an Italian centre specialised in
mental disorders and rehabilitation. The test involved six different users with six different levels of autism
(belonging to the three defined profiles). The approach used for the experimentation took into account a
framework, based on user models, user profiles, and the ICF’s guidelines.

The FruitPath was really appreciated by most of the users, and the creation of a simple and recognizable
icon to follow in the system turned out to be a good strategic idea. The psychologist confirmed that all the
involved users were explicitly attracted by the entire tridimensional system objects (environment), which
gave them other interesting stimuli. The usage of the designed multimodal interaction interface was quite
good and, after an explanation of the prototype and a short demo by the tutor, most of the users were able to
recognize and use it by pointing and clicking their mice. Their perception and cognitive comprehension of
what they were doing was not completely clear, but they did understand the simple multimodal icons shown
by the system (listening, visualizing and watching). For what concerns the “WigWag” sings, not all the
involved users were able to completely follow them in the system.

For time constraints only a few different contents have been produced, but very good results have been
observed with respect to the personalization of multimodal existing contents, navigation, and interaction.
Future work is going to realize more specific contents for specific multimodal channel to associate to the
different user profiles.

6. CONCLUSION

One of the most important further remarks for this project takes into account the approach needed to use the
3D system with special devices, such as wireless remote controllers. It could be interesting to control the
avatar without mouse and keyboard, but just a single device such as, for example, the Nintendo’s Wii
controller. This way, users could use a single device, capable of moving the avatar and interacting with
artifacts in the system. It would be a huge simplification, requiring less cognitive efforts and giving the user
more flexibility for what concerns movement, coordination, and interaction.

Another interesting solution is controller-free gaming, where a particular device permits users to interact
with the 3D applications without any game controller; the Microsoft Kinect is one of those devices. For what
concerns accessibility, such kind of controllers, which allow interaction with other environments and other
people by means of simple natural gestures, could be a great solution. A virtual environment that reproduces
(one-to-one) specific situations of real life could be created. Here, the user with autism could be immersed by
means of her/his physical presence in the space, and by using her/his limbs and voicem she/he could interact
with the virtual environment and all the persons connected to it.

Considering the good results of the entire project (approaches, techniques, methodologies and
experimentation), it could be interesting to exploit them in order to design and build a more sophisticated,
dynamic customization mechanism for the system, using the five ICF*'s main axes: Body Function, Activity
and Participation, Relational Capabilities, ITF Skills and ITF Preferences.

Finally, considering relational problems of autitic children and good interaction results obtained during
the experimental sessions, we are planning to allow different styles of interaction and cooperation between
children, their teachers and pairs. We are confident that a 3D multimodal environment will be able to offer
unique opportunities also from that point of view, and that an enrichment of the realized modular architecture
will make that possible.
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ABSTRACT

When an application is claimed to be efficient, this assertion must be confirmed with valid metrics. Besides, these metrics
are required during design iteration planning. User-based approach for usability evaluation may supply these necessary
metrics, if its cost can be afforded. Its cost is high since it is done manually. This study sets forth a framework for
efficiency evaluation that takes inspiration from the mentioned approach. The framework contributes to that approach in
terms of efficiency by automating and generalizing it for any Java / Eclipse Rich Client Platform (RCP) application. The
results presented here indicate that, the framework supplies valid efficiency statistics that can be used to plan redesigns
and satisfy the efficiency criterion preset for the application.
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1. INTRODUCTION

The four crucial aspects of HCI are (1) interdisciplinarity (it is related with computer science, psychology,
sociology, education, etc.), (2) impact on human, (3) design and (4) usability (most central concern)
(Shackel, 1997) as seen in Figure 1.

Interdisciplinarity Impact on Human
HCl Aspects
Design Usahility

Figure 1. Crucial aspects of HCI

Usability has varying dimensions in different definitions, but efficiency is common in most definitions
(Nielsen, 1993) (Shackel, 2009) (ISO, 1998). International Organization for Standardization (ISO) defines
usability dimensions as (1) effectiveness, (2) efficiency, and (3) satisfaction (ISO, 1998) as in Figure 2. This
study focuses on how efficiency can be reported quantitatively whilst design iterations are ongoing.

Lffectiveness

Figure 2. Usability measures

When usability is evaluated, the approach (how data will be obtained) and type (purpose) should be
identified (Nielsen & Mack, 1994) as in Figure 3. Applying user-based approach for all aspects/features of all
design iterations is expensive. However, it provides the realistic metrics for efficiency. It is preferably realized
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at the end of all design iterations due to its cost. On the other side, heuristic evaluation is cheap and rapid, but
it is suitable for problem diagnosis. It is not enough when some metrics are needed to measure efficiency
(Sherry & Macredie, 2005). Moreover, cognitive walkthroughs simulate user’s problem-solving process
(Nielsen & Mack, 1994). It never replaces the user based approach, since the metrics provided are predictions,
not real performance eventually.

User-Based

-llser Assesment

Approach Expert-Based
(S fData) -GQuideline Review
(20Urce o ata;

-Heuristic Evaluation

Model-Based

Usability tvaluation .
Cognitive Walktrough

Diagnestic/ Formative

Type

(Purpose of Evaluation) Metrication / Summative

Figure 3. Usability-evaluation framework

The rationale behind this study is to facilitate the efficiency measurement of different features of each
design-iteration by automating it. The manual tests such as videotaping the users’ test sessions and analyzing
the content; or observing the user and using a chronometer to measure performance of tasks are more
expensive. The aim of the study is to relieve the tester of these manual tests, which consume time and
necessitate human resource, equipped lab environment, etc. The main consideration of the study is that, the
efficiency of an application can be concluded from the logs generated by the application.

In this study, a general and automatic efficiency testing framework for Java is proposed. This framework is
basically capable of recording all types of graphical user interface (GUI) events and concluding the efficiency
of the tasks from these records. It is general, since only one line of code is added in plain Java applications and
none for Eclipse RCP applications (McAffer et al., 2010). This keeps the application code clean. Also, the
framework eliminates the need for logging additional tasks for new tests at redesigns. It prevents test
repetitions when tester decides to change (split, merge, etc.) task definitions. Hence, the tester does not wish
that the developer had logged more. Additionally, the framework is automatic, since it records user actions in
a predefined format, separately from and independently of the application; evaluates efficiency of tasks; and
provides cumulative results by its own. The framework captures exclusively GUI events since any other event
can cause to dependency between the framework and the application.

2. METHODOLOGY DESIGN

2.1 Conceptual Framework

A framework named EfficiencyAnalyzer is developed which acts as a plug-in for Eclipse RCP applications
and as a sub-project for Java applications. As depicted in Figure 4, the framework monitors user actions at
the application it is added/plugged in. Task definitions can be defined and updated as a patch (McAffer et al.,
2010). All user actions are recorded throughout the/a test session by the framework. Before the application
ends, the framework searches for tasks according to predefined task patterns throughout the recorded user
actions and evaluates efficiencies of the found tasks. Finally, efficiency statistics for tasks are generated.
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Add/Plug EfficiencyAnalyzer Il Start-up with
application

Application is offline

Define Tasks Run from terminal

Record User Actions

Find Tasks from Records ’\
@ Redefine Tasks

Generate Statistics

Figure 4. Conceptual framework

Additionally, the framework can generate statistics offline (when application is not running) to create a
new report when the developer decides to redefine the tasks. In that case, test is not repeated since user actions
were once recorded. This brings a huge benefit in terms of time and cost during application development. Only
the statistics report is updated according to the newly defined tasks.

2.2 Logical Structure

As users start to use the application and perform some tasks, user actions such as mouse click, mouse move,
key stroke, etc. are reflected as GUI events in the application. A GUI widget has listeners for different event
types in Java. Both, Standard Widget Toolkit (SWT) and Abstract Windows Toolkit (AWT) / Swing
Application Programming Interfaces (API) provide general mechanisms to listen all occurrences of an event
type that is triggered by any GUI widget.

The framework, proposed in this study, has a recorder component, which records all predefined types of
AWT, Swing, SWT and Eclipse RCP events of the application it is incorporated in (Figure 5). GUI event
types, which will be recorded by the framework, such as AWT.MOUSE EVENET MASK,
SWT.MouseDown, SWT.Close, etc are defined in a configurable file. One should pay attention to the fact that
recording events such as mouse motion, mouse-enter, mouse exit may degrade performance.

Records are kept in Comma-Separated Values (CSV) formatted log files. A record contains information
about event type (Widget event/Workbench event [page open, close, activate, etc.]), date, source type (Label,
Text, Button, ViewSite, etc.), widget value, page name, window name, coordinates of event, etc. Optionally
(not necessarily), the tester can analyze these logs using spreadsheet programs and running macros on them.

Additionally, the framework has a reporter component, which searches for tasks in log files and reports
them in a CSV formatted file (Figure 5). Tasks are defined as GUI event patterns that consist of a start and an
end event. For example, suppose that there is a button on page A. The user clicks on the button and the
application runs a job (database operation, image processing, etc.). If the job is successful the application
passes to page B; otherwise it stays at page A and displays a warning dialog. In order to evaluate the
efficiency of the job when it is successful and unsuccessful the following tasks can be defined:

Table 1. Task definition examples

Task Name Start Event End Event
Task1 clicking the button opening page B
Task2 clicking the button displaying warning dialog

Generated report provides the following statistical data for each task:
e Average time taken to complete defined task

¢ Frequency of the task

e Average time of recurrence of the task
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e Histogram of task durations. These data help to see whether the average duration of a task is in the time
interval of the most frequently seen task duration. For example, average duration of a task can be 25 sec
while most of the occurrences of that task are performed in 15-18 sec time interval. Hence examining time
duration histogram diagram provides more insight about the efficiency.

Java/RCP Application
EfficiencyAnalyzer
1

1

«uses» «uses»
AV Recorder Reporter -----> 3
7 «creates»
GU| event types «cregtes» «uses/»/ i Task
configuration ! o : definitions
L |

§ \
GUI Task

event efficiency
logs report

Figure 5. Component diagram of Efficiency Analyzer

2.3 Projection to HCI System Components

An HCI system has four principal components: user, task, tool, and context (Nielsen, 1993) (Shackel, 2009).
During the development of EfficiencyAnalyzer these components were considered as listed below and are
depicted at Figure 6:

1. User: The definition of efficiency evaluation (Nielsen, 1993) necessitates users to be expert. Before
starting tests, it was assured that the users were experts. They experienced the application by completing 260
tasks to attain expertise level. During tests, it was not needed to interfere with the users by the help of the
EfficiencyAnalyzer. Hence, reliable and convincing results were obtained at the end of the tests.

2. Tool: At first, the purpose of this study was only to measure efficiency for a specific application. Then,
it was realized that the process was common for many applications: user performs tasks, GUI events are
triggered, events should be logged, and tasks can be tracked from logs and reported. That provided motivation
to this study to generalize the process as a framework and use the framework for different tools.

3. Task: Since tasks are specific for tools and users, they were defined as GUI event patterns in a file as
tools changes. It was also made possible to redefine them, when tester needed to check additional tasks
without repeating the test session with the users.

4. Context: One of the benefits of this framework is that it depends only on log files. This makes it
independent from the context in which the user performs tasks using the tool.
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Figure 6. HCI system components

2.4 Experiment

This framework was used to conduct efficiency tests for an Eclipse RCP application. Tests were conducted
after scheduled milestones (i.e. design iterations). Users were requested to perform specific number of jobs
using the application. 6 tasks, that were involved in that job, were defined (named as Taskl, ..., Task6).
During a test, user actions were recorded by the framework. After a test session, all tasks were evaluated and
a report was generated for that milestone automatically. Then, the report that summarized the efficiency of
these tasks was analyzed by testers and developers.

For example, the report provided statistics for Taskl as below:

e Average time to complete the task: 21 sec

e Frequency of the task: 45 occurrences in 1 day

e Average time of recurrence of the task: 25 min 2 sec

e From the histogram, it was seen that the task was performed mostly in 15-21 sec. It was in agreement
with the calculated average time (Figure 7).
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Figure 7. Average duration is most frequently seen duration
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Statistics for Task2 were as below:

e Average time to complete the task: 22 sec

¢ Frequency of the task: 41 occurrences in 1 day

o Average time of reoccurrence of the task: 26 min 51 sec

¢ From the histogram, it was seen that the task was performed mostly in 15-19 sec. It was less than the

calculated average time (Figure 8). It was concluded that, it rarely took more time than expected. The users
sometimes performed that task slower than they usually did.
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Figure 8. The average duration is not the most frequently seen duration
At the end of the all design iterations, statistics for all milestones was gathered as illustrated in Figure 9.
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Figure 9. Final results for design iteration

It was observed that the costs of Taskl and Task2 were increasing while the cost of Task5 was decreasing
by design changes. Other tasks had slight changes in efficiency.

It is common that, the users of the application, request some efficiency limits before the application. The
results obtained in this study also helped to check whether the efficiencies of the tasks were in acceptable
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limits. The fact that, efficiency criterion for the application was met, was proved by the obtained empirical
results.

3. CONCLUSION

The usage of EfficiencyAnalyzer decreases the number of efficiency tests dramatically as it eliminates the
need of repeating tests when task definitions change for the same design. As all GUI events during the test
session are logged, the tester can redefine tasks after the test and generate new measures from the same user
action logs. Also, the framework eliminates the need of additional logging for different designs as it logs all
GUI events.

Human resource allocation is not needed for efficiency measurement during the test sessions. Also,
interfering with the users as they perform the tasks can be avoided. This leads to more realistic test results.

Efficiency tests were conducted to try to understand how the application could be made more efficient and
how its usability could be increased. The results of tests were discussed among designers. These quantitative
results helped designers to reveal potential problems, plan iterations for design and compare efficiencies of
different versions of the product. Hence the ultimate design was achieved as expected in usability testing
(Dumas & Redish, 1999).

In our case; during these discussions, decisions for design changes were made based on numerical,
empirical and reliable results. The time the users needed to perform some specific tasks were figured out. In
that vein, it was decided to design some tasks to work in parallel at the background. If EfficiencyAnalyzer
results were not available, design enhancements would not be dared. If efficiency evaluations were not done
automatically by the help of EfficiencyAnalyzer, the cost of manual user-testing for design iterations could not
have been afforded.

In the future, this framework can also be used to understand when the users reach to expertise level. Since
results of expert users reflect the real usage, determining the level of expertise is important. The learning curve
of the users (Nielsen, 1993) can be derived by enhancing the EfficiencyAnalyzer so that it summarizes the
efficiency of tasks periodically. Hence, no guessing on the experience level would be needed to accept a user
as an expert.
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