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Eléctricas
P.O. Box 1-475
Cuernavaca, Morelos
62490 Mexico
Phone/Fax: +52 73 182 436
email: jhuacuz@iie.org.mx

J. A. Hutchby
Semiconductor Research
Corporation
P.O. Box 12053
Research Triangle Park
North Carolina 27709
USA

S. A. Johnston
P.O. Box 12194
Research Triangle Park
North Carolina 27709
USA



LIST OF CONTRIBUTORS xxv

Juris Kalejs
RWE Schott Solar Inc.
4 Suburban Park Drive
Billerica, MA 01821 USA
Phone: 978-947-5993
Fax: 978-663-2868
email: jkalejs@asepv.com

Wolfgang Koch
Central Research, Physics
(ZF-FPM), Photonic Materials
Chemicals-Bayer Solar, (CH-BS),
Projects
Bayer AG
Geb.R82, PF111107
D-47812 Krefeld
Germany
Phone: +492151-883370
Fax: +492151-887503
email: wolfgang.koch.wk2@bayer-ag.de

Hara Kohjiro
National Institute of Advanced
Industrial Science and Technology
(AIST)
1-1-1 Higashi, Tsukuba, Ibaraki
305-8565, Japan
Phone: 29-861-4494
Fax: 29-861-6771
email: k-hara@aist.go.jp

Sarah Kurtz
NREL
1617 Cole Boulevard
Golden, CO 80401-3393
USA
Phone: +1 303 384 6475
Fax: +1 303 384 6531
email: sarah−kurtz@nrel.gov

Otto Lohne
Norwegian University of Science
and Technology

Department of Materials
Technology
N-7491 Trondheim
Norway
Phone: +47 73 59 27 94
Fax: +47 43 59 48 89
email: Otto.Lohne@sintef.no

Eduardo Lorenzo
Instituto de Energı́a Solar
Universidad Politécnica de Madrid
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1
Status, Trends, Challenges
and the Bright Future of Solar
Electricity from Photovoltaics

Steven S. Hegedus1 and Antonio Luque2

1Institute of Energy Conversion, University of Delaware, Newark,
Delaware, USA, 2Universidad Politecnica de Madrid, Madrid, Spain

1.1 THE BIG PICTURE

Congratulations! You are reading a book about a technology that has changed the way
we think about energy. Solar electricity, also known as photovoltaics (PV), has shown
since the 1970s that the human race can get a substantial portion of its electrical power
without burning fossil fuels (coal, oil or natural gas) or creating nuclear fission reactions.
Photovoltaics helps us avoid most of the threats associated with our present techniques of
electricity production and also has many other benefits. Photovoltaics has shown that it can
generate electricity for the human race for a wide range of applications, scales, climates,
and geographic locations. Photovoltaics can bring electricity to a rural homemaker who
lives 100 kilometers and 100 years away from the nearest electric grid connection in her
country, thus allowing her family to have clean, electric lights instead of kerosene lamps,
to listen to a radio, and to run a sewing machine for additional income. Or, photovoltaics
can provide electricity to remote transmitter stations in the mountains allowing better
communication without building a road to deliver diesel fuel for its generator. It can
help a major electric utility in Los Angeles, Tokyo, or Madrid to meet its peak load on
hot summer afternoons when air conditioners are working full time. It allows homes and
businesses a new level of guaranteed energy availability and security, and photovoltaics
has been powering satellites orbiting the Earth or flying to Mars for over 30 years.

Photovoltaics is an empowering technology that allows us to do totally new things,
as well as, do old things better. It allows us to look at whole new modes of supplying

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
 2003 John Wiley & Sons, Ltd ISBN: 0-471-49196-9



2 SOLAR ELECTRICITY FROM PHOTOVOLTAICS

electricity to different markets around the world and out of the world (in outer space). It
also allows us to do what we already do (generate electricity, which is distributed over
the transmission grid) but to do it in a sustainable, pollution-free, equitable fashion. Why
is photovoltaics equitable? Because nearly every one has access to sunlight!

Electricity is the most versatile form of energy we have. It is what allows citizens
of the developed countries to have nearly universal lighting on demand, refrigeration,
hygiene, interior climate control in their homes, businesses and schools, and widespread
access to various electronic and electromagnetic media. Access to and consumption of
electricity is closely correlated with quality of life. Figure 1.1 shows the Human Devel-
opment Index (HDI) for over 60 countries, which includes over 90% of the Earth’s
population, versus the annual per capita electricity use (adapted from ref 1). The HDI is
compiled by the UN and calculated on the basis of life expectancy, educational achieve-
ment, and per capita Gross Domestic Product. To improve the quality of life in many
countries, as measured by their HDI, will require increasing their electricity consumption
by factors of 10 or more, from a few hundred to a few thousand kilowatt-hrs (kWh)
per year. How will we do it? Our choices are to continue applying the answers of the
last century such as burning more fossil fuels (and releasing megatons of CO2, SO2,
and NO2) or building more nuclear plants (despite having no method of safely dispos-
ing of the high-level radioactive waste) or to apply the new millennium’s answer of
renewable, sustainable, nonpolluting, widely available clean energy like photovoltaics
and wind. (Wind presently generates over a thousand times more electricity than pho-
tovoltaics but it is very site-specific, whereas photovoltaics is generally applicable to
most locations.)
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1.2 WHAT IS PHOTOVOLTAICS?

Photovoltaics is the technology that generates direct current (DC) electrical power mea-
sured in Watts (W) or kiloWatts (kW) from semiconductors when they are illuminated
by photons. As long as light is shining on the solar cell (the name for the individual
PV element), it generates electrical power. When the light stops, the electricity stops.
Solar cells never need recharging like a battery. Some have been in continuous outdoor
operation on Earth or in space for over 30 years.

Table 1.1 lists some of the advantages and disadvantages of photovoltaics. Note,
that they include both technical and nontechnical issues. Often, the advantages and disad-
vantages of photovoltaics are almost completely opposite of conventional fossil-fuel power
plants. For example, fossil-fuel plants have disadvantages of: a wide range of environ-
mentally hazardous emissions, parts which wear out, steadily increasing fuel costs, they
are not modular (deployable in small increments), and they suffer low public opinion (no
one wants a coal burning power plant in their neighborhood). Photovoltaics suffers none
of these problems. The two common traits are that both PV and fossil fueled power plants
are very reliable but lack the advantage of storage.

Notice that several of the disadvantages are nontechnical but relate to economics
and infrastructure. They are partially compensated for by a very high public acceptance
and awareness of the environmental benefits. During the late 1990s, the average growth
rate of PV production was over 33% per annum.

What is the physical basis of PV operation? Solar cells are made of materials
called semiconductors, which have weakly bonded electrons occupying a band of energy

Table 1.1 Advantages and disadvantages of photovoltaics

Advantages of photovoltaics Disadvantages of photovoltaics

Fuel source is vast and essentially infinite Fuel source is diffuse (sunlight is a
relatively low-density energy)

No emissions, no combustion or radioactive fuel for
disposal (does not contribute perceptibly to global
climate change or pollution)

Low operating costs (no fuel) High installation costs
No moving parts (no wear)
Ambient temperature operation (no high temperature

corrosion or safety issues)
High reliability in modules (>20 years) Poorer reliability of auxiliary (balance of

system) elements including storage
Modular (small or large increments)
Quick installation
Can be integrated into new or existing building

structures
Can be installed at nearly any point-of-use Lack of widespread commercially available

system integration and installation so far
Daily output peak may match local demand Lack of economical efficient energy storage
High public acceptance
Excellent safety record
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called the valence band. When energy exceeding a certain threshold, called the band gap
energy, is applied to a valence electron, the bonds are broken and the electron is somewhat
“free” to move around in a new energy band called the conduction band where it can
“conduct” electricity through the material. Thus, the free electrons in the conduction band
are separated from the valence band by the band gap (measured in units of electron volts
or eV). This energy needed to free the electron can be supplied by photons, which are
particles of light. Figure 1.2 shows the idealized relation between energy (vertical axis)
and the spatial boundaries (horizontal axis). When the solar cell is exposed to sunlight,
photons hit valence electrons, breaking the bonds and pumping them to the conduction
band. There, a specially made selective contact that collects conduction-band electrons
drives such electrons to the external circuit. The electrons lose their energy by doing work
in the external circuit such as pumping water, spinning a fan, powering a sewing machine
motor, a light bulb, or a computer. They are restored to the solar cell by the return loop
of the circuit via a second selective contact, which returns them to the valence band with
the same energy that they started with. The movement of these electrons in the external
circuit and contacts is called the electric current. The potential at which the electrons
are delivered to the external world is slightly less than the threshold energy that excited
the electrons; that is, the band gap. Thus, in a material with a 1 eV band gap, electrons
excited by a 2 eV photon or by a 3 eV photon will both still have a potential of slightly
less than 1 V (i.e. the electrons are delivered with an energy of 1 eV). The electric power
produced is the product of the current times the voltage; that is, power is the number
of free electrons times their potential. Chapter 3 delves into the physics of solar cells in
much greater detail.

Band gap

Free (mobile)
electrons

Conduction band (CB)
(excited states)

High (free) energy
electrons

Valence band (VB)
(ground states)

 

Photon e
−

Contact to CB
(negative)

Contact to VB
(positive)

External load 
(electric power)

Figure 1.2 Schematic of a solar cell. Electrons are pumped by photons from the valence band
to the conduction band. There they are extracted by a contact selective to the conduction band
(an n-doped semiconductor) at a higher (free) energy and delivered to the outside world via wires,
where they do some useful work, then are returned to the valence band at a lower (free) energy by
a contact selective to the valence band (a p-type semiconductor)
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Sunlight is a spectrum of photons distributed over a range of energy. Photons whose
energy is greater than the band gap energy (the threshold energy) can excite electrons
from the valence to conduction band where they can exit the device and generate electrical
power. Photons with energy less than the energy gap fail to excite free electrons. Instead,
that energy travels through the solar cell and is absorbed at the rear as heat. Solar cells
in direct sunlight can be somewhat (20–30◦C) warmer than the ambient air temperature.
Thus, PV cells can produce electricity without operating at high temperature and without
mobile parts. These are the salient characteristics of photovoltaics that explain safe, simple,
and reliable operation.

At the heart of any solar cell is the pn junction. Modeling and understanding is
very much simplified by using the pn junction concept. This pn junction results from
the “doping” that produces conduction-band or valence-band selective contacts with one
becoming the n-side (lots of negative charge), the other the p-side (lots of positive charge).
The role of the pn junction and of the selective contacts will be explained in detail in
Chapters 3 and 4. Here, pn junctions are mentioned because this term is often present
when talking of solar cells, and is used occasionally in this chapter.

Silicon (Si), one of the most abundant materials in the Earth’s crust, is the semicon-
ductor used in crystalline form (c-Si) for 90% of the PV applications today (Chapter 5).
Surprisingly, other semiconductors are better suited to absorb the solar energy spec-
trum. This puzzle will be explained further in Section 1.10. These other materials are in
development or initial commercialization today. Some are called thin-film semiconduc-
tors, of which amorphous silicon (a-Si) (Chapter 12), copper indium gallium diselenide
(Cu(InGa)Se2 or CIGS) (Chapter 13), and cadmium telluride (CdTe) (Chapter 14) receive
most of the attention. Solar cells may operate under concentrated sunlight (Chapter 11)
using lenses or mirrors as concentrators allowing a small solar cell area to be illuminated
with the light from larger area. This saves the expensive semiconductor but adds com-
plexity to the system, since it requires tracking mechanisms to keep the light focused
on the solar cells when the sun moves in the sky. Silicon and III-V semiconductors
(Chapter 9), made from compounds such as gallium arsenide (GaAs) and gallium indium
phosphide (GaInP) are the materials used in concentrator technology that is still in its
demonstration stage.

For practical applications, a large number of solar cells are interconnected and
encapsulated into units called PV modules, which is the product usually sold to the
customer. They produce DC current that is typically transformed into the more useful AC
current by an electronic device called an inverter. The inverter, the rechargeable batteries
(when storage is needed), the mechanical structure to mount and aim (when aiming is
necessary) the modules, and any other elements necessary to build a PV system are called
the balance of the system (BOS). These BOS elements are presented in Chapters 17 to 19.

1.3 SIX MYTHS OF PHOTOVOLTAICS

Borrowing a format for discussing photovoltaics from Kazmerski [2], in this section,
we will briefly present and then dispel six common myths about photovoltaics. In the
following sections, we identify serious challenges that remain despite 40 years of progress
in photovoltaics.
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The six myths are as follows:

1. Photovoltaics will require too much land area to ever meet significant fraction of
world needs:

Solar radiation is a rather diffuse energy source. What area of PV modules
is needed to produce some useful amounts of power? Let’s make some very
rough estimates to give answers that will be accurate within a factor of 2. Using
methods described in detail in Chapter 20 (especially equations 20.50 and 20.51 and
Table 20.5), one can calculate how much sunlight falls on a square meter, anywhere in
the world, over an average day or a year. We will use an average value of 4 kilowatt-hrs
(kWh) per m2 per day to represent a conservative worldwide average. Now, a typical
PV module is approximately 10% efficient in converting the sunlight into electricity,
so every square meter of PV module produces, on average, 4 × 0.1 = 0.4 kWh of
electrical energy per day. We can calculate the area in m2 needed for a given amount
of electrical energy E in kWh by dividing E by 0.4 kWh/m2. (Chapter 20 contains
much more detailed methods to calculate the incident sunlight and the PV module
output as a function of time of day, month of year, etc.)

Let us consider three different-sized PV applications: a family’s house in an
industrialized country, replacing a 1000 MW (megawatt) coal or nuclear powered
generating plant, or providing all the electricity used in the USA.

First, for a typical family, let us assume that there are four people in the house.
Figure 1.1 shows a range of electricity usage for the industrialized countries. Let us use
6000 kWh/person/year as an average. But, this includes all their electrical needs includ-
ing at work, at school, as well as the electricity needed for manufacturing the products
they buy, powering their street lights, pumping water to their homes, and so on. Since
people spend about a third of the day awake in their home, let us assume that a third
of their electrical needs are to be supplied in their home, or 2000 kWh/person/year.
Dividing this by 365 days in a year gives about 5 kWh/person/day, or 20 kWh/day
per family of four. This is consistent with household data from various sources for
the US and Europe. Thus, they would need 20 kWh/0.4 kWh/m2 or 50 m2 of solar
modules to provide their electrical power needs over the year. Thus, a rectangular area
of solar modules of 5 by 10 meters will be sufficient. In fact, many roofs are about
this size, and many homes have sunny areas of this size around them, so it is possible
for a family of four, with all the conveniences of a typical modern home, to provide
all their power from PV modules on their house or in their yard.

Next, how much land would it take to replace a 1000 MW coal or nuclear
power plant that operates 24 hours/day and might power a large city? This would
require 106 kW × 24 hr/(0.4 kWh/m2) or 6 × 107 m2. So, with 60 km2 (or 24 square
miles) of photovoltaics we could replace one of last century’s power plants with one of
this century’s power plants. This is a square 8 km (or 5 miles) on a side. For the same
electricity production, this is equivalent to the area for coal mining during the coal
powered plant’s life cycle, if it is surface mining, or three times the area for a nuclear
plant, counting the uranium mining area [3]. This is also the same area required to
build a 600 km (373 miles) long highway (using a 100 m wide strip of land).

Finally, we can calculate how much land is needed to power the entire US with
photovoltaics (neglecting the storage issue). The US used about 3.6 × 1012 kWh of
electricity in 2000. This could be met with 2 × 1010 m2. If we compare with the area
of paved roads across the country, of about 3.6 × 106 km and assume an average width
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of 10 m this leads to 3.6 × 1010 m2. It is to be concluded that all the electricity needed
in the US can be met by covering the paved roads with PV modules. Of course, no
one is seriously proposing this action. We use the road analogy to show that if society
wanted, it could establish land use priorities favorable to photovoltaics just as it has
done to accommodate the ubiquitous automobile. We are certain that each state could
find areas of unused land around airports, parking spaces, rooftops, highway dividing
strips, or desert land that could be used for photovoltaics.

These simplistic “back-of-the-envelope” calculations show that having enough
area for PV modules is not a limit for a homeowner or a large city. Certainly, there are
sunny places in every country that could be used for generating significant amounts of
PV power. As will be evident in other chapters, it is the initial cost of the photovoltaics,
not the amount of land that is the primary barrier to be overcome.

2. Photovoltaics can meet all of the world’s needs today if we would just pass laws requir-
ing photovoltaics and halting all fossil and nuclear plants:

Besides the difficulty of convincing the people’s representatives to pass such
a law, the first technical problem faced would be the intermittent nature of the solar
radiation, available only during the day and strongly reduced in overcast skies. Energy
storage would solve this problem but no cheap storage method appears on the horizon.
Nevertheless, well-developed electric grids may accept large amounts of PV electricity
by turning off some conventional power plants when PV plants are delivering power.
Adequate grid management would allow up to 20 to 30% of the electric production to
be intermittent [4].

But now for a dose of reality. The cumulative production of PV modules up to
the year 2002 is about 2000 MW. Thus, if you took all of the PV panels that were
ever made up to and including the year 2002, and put them all in the same sunny
place at the same time, they would generate enough electricity to displace about one
of last century’s 500 MW smoke- or radioactive-waste–producing power plants. (This
assumes that the solar plant would operate at full output for an equivalent of six hours
per day owing to the daily variation in sunlight). Clearly, if we want photovoltaics to
make any meaningful contribution to the world’s energy supply, very massive increases
in manufacturing capacity are needed. Additionally, PV electricity is very expensive,
presently between 5 to 10 times more expensive than conventional alternatives. Mass
use of PV electricity today could produce significant negative distortion of the eco-
nomic system.

Thus, requesting the immediate and exclusive use of photovoltaics is not feasible
technically or, probably, economically. It would also be socially unacceptable.

3. Photovoltaics cannot meet any significant fraction of world needs. It will remain a
small-scale “cottage” industry that will only meet the needs of specialty markets like
remote homes in developing countries or space satellites:

Figure 1.3 shows the evolution of markets associated with different applica-
tions [5]. Some used to be considered as specialty markets, for example, the category
of “world off-grid power” which is trying to supply power to the ∼1/3 of the world’s
citizens who lack it. The grid-connected market, whose growth has been meteoric
in the past decade, is by no means a small market. Ironically it is the large-scale
(recently awakened) centralized power plant market which is the smallest “specialty”
application in today’s world. Thus, evidence from the recent past tends to refute
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Figure 1.3 Trend in worldwide PV applications (From Reference [5] Maycock P, Renewable
Energy World 3, 59–74 (2000)

the modest forecasts that some attribute to photovoltaics. We shall come to this
point again.

4. No more R/D is needed since PV technology has demonstrated the technical capability
to perform, so we should stop all public funding and let the economic markets decide
if it is worthwhile:

The present cost of photovoltaics is affordable for certain markets but it is
still too high to actually compete with conventional electricity. If PV technology is
to be promoted for environmental or social reasons, public subsidy to R&D and to
installation will be necessary to stimulate production and thereby reduce costs. Without
continued subsidies, photovoltaics will probably remain as a specialty cottage industry
for the next half century.

Public support for photovoltaics is one of the major factors compelling politi-
cians to fund R&D. This funding had been comparable to PV sales in the 1980s,
as shown in Figure 1.4. Private funding has doubled this public support so that PV
companies themselves have also heavily supported the development of photovoltaics.
After two decades of constant investment in a promising market that was slow to
actually start, the market finally awoke and became one of the fastest growing in the
world by the beginning of the twentieth century, with sales now greatly exceeding
public investment.

But, this fast growing market is still dependent on public/government funding.
As with many goods and services (e.g. military hardware, commercial air travel), pho-
tovoltaics is partly publicly financed. In Germany or in Japan, for instance, significant
public support is being given to grid-connected installations. If photovoltaics is going
to become a major energy contender, the countries where the support has been lack-
ing will remain technologically inferior with respect to those, where the support has
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Figure 1.4 Public funding for R&D (triangles) compared to module (diamonds) and system
(squares) sales. (This curve is drawn from the data of Eckhart et al. in Chapter 24, “Financing
PV Growth”, in this book)

been stronger. This should be taken into account while making decisions about energy
policy and public or private financing.

The critical question then is: Should the support be focused in R&D, or is PV
technology already mature enough (as many claim) to focus on the cost reduction via the
economy of scale permitted by the larger volume of production required by a subsidized
market? This point will be discussed latter in this chapter.

5. Photovoltaics is polluting just like all high-technology or high-energy industries only
with different toxic emissions:

One of the most valuable characteristics of photovoltaics is its well-deserved
image as an environmentally clean and “green” technology. This healthy image obvi-
ously results from the cleaner operation of a PV electricity generator compared to a
fossil-fuel fired generator, but this must also extend to the manufacturing process itself
as well as the recycling of discarded modules. Manufacturing of PV modules on a large
scale requires the handling of large quantities of hazardous or potentially hazardous
materials (e.g. heavy metals, reactive chemical solutions, toxic gases). Let it be stated
at the beginning that the present Si-based PV technology which dominates the market
has few environmental concerns and is considered totally safe to the public.

The PV industry is very aware of the value of its clean “green” image and
has worked hard over the years to establish and maintain high standards of environ-
mental responsibility [6, 7]. Conferences on PV Safety and Environmental Issues have
been held since the late 1980s and their proceedings have been published [8, 9]; the
PV Environmental Health Safety Assistance Center at Brookhaven National Labora-
tory in New York, USA provides worldwide leadership in risk analysis and safety
recommendations for the PV industry [10].

Safe handling procedures for some of the materials and processes were already
well established from the integrated circuit or glass coating industries. But in the case
of unique materials and processes, safety procedures had to be developed by the PV
industry. This is especially true of the thin-film technologies [11]. The PV industry
recognized early that being proactive and designing safety into the process, from the
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beginning, was the responsible thing to do and would ultimately result in reduced
costs. The international nature of the PV industry introduces some variability in the
standards which must be met.

Hazards can be classified by whether they affect workers at a PV manufacturing
plant, customers with photovoltaics on or near their homes, or the public who consumes
air and water near the PV plant. The population with greatest potential health risks
are employees in PV manufacturing. Very little risk is associated with the public or
the PV owner or installer. Among the most heavily studied issues unique to the PV
industry is the potential toxicity of semiconductor CdTe and the safe usage of hydride
gases AsH3, SiH4, GeH4, PH3, B2H6, and H2Se, which are used in the growth of
GaAs, a-Si, a-SiGe, and Cu(InGa)Se2 layers. There has been considerable research
and risk analysis of CdTe as a PV material [12–14]. The general conclusion is that
CdTe in modules does not pose a risk to the public. Similarly, procedures and hardware
ensuring safe usage of the hydride gases listed above have been well established in
both the electronics and PV industries [15].

Environmental monitoring of the workplace for hazardous levels in the air or on
surfaces, and biological monitoring of the employee for evidence of exposure should be
routine. Once the module is manufactured, the only way for the public to be exposed
to hazardous materials existing in some kind of modules is by absorbing them via
ingestion or inhalation. Accordingly, accidental human absorption is not at all likely.
Even in event of a house fire, studies have shown that PV modules do not release any
potentially hazardous materials [16].

A related issue is what to do with thin film PV modules at the end of their
projected 25- to 30-year life. An excellent strategy is to recycle the modules. This
solves two problems at once, namely, keeping potentially hazardous materials out
of the environment and reducing the need for additional mining and/or refining of
new materials. Semiconductor vendors have indicated a willingness to accept used
modules, and to extract and purify the CdTe, CdS, or Cu(InGa)Se2 for resale and
reuse [17, 18].

Thus, we can say with confidence that photovoltaics is nearly the cleanest and
safest technology with which to generate electricity. It is especially true of the present
Si technology.

6. PV modules never recover all of the energy required in making them, thus they represent
a net energy loss:

The focus of photovoltaics is on generating energy (specifically electrical energy)
with many beneficial characteristics as noted in Table 1.1. Among those who envision
photovoltaics having an increasingly larger role in producing the world’s electric-
ity, there is awareness that photovoltaics must produce much more energy than was
required to produce the PV system. Otherwise, it would be a net energy loss not a
net energy source. The “energy payback” has been widely studied. It is described
in terms of how many years the PV system must operate to produce the energy
required for its manufacture. After the payback time, all of the energy produced is
truly new energy.

This topic is discussed in Chapter 21. An excellent review has been given by
Alsema [19]. In general, results of several studies have arrived at some general con-
clusions. Specific payback times have ranged from 3 to 5 years for crystalline Si and
1 to 4 years for thin films. For crystalline Si, forming the crystalline Si wafers is
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the major energy requirement. For thin films, the semiconductor layers are 100 times
thinner, and deposited at ∼1000◦C lower temperature, so their energy requirement is
negligible, in comparison. Instead, it is the energy embodied in the glass or stain-
less steel substrate, which is the major energy sink. Also, a seemingly insignificant
component, the cosmetic Al frame around the module, is responsible for a surpris-
ingly large fraction of energy. In fact, this can be the dominant energy sink for
thin-film a-Si or Cu(InGa)Se2 modules [20, 21]. Although thin-film modules have
a shorter energy payback, they also have lower efficiency, which means a larger
BOS is needed to support the larger number of modules. Thus, a larger amount of
energy is embodied in the BOS for thin-film photovoltaics compared to crystalline Si
photovoltaics.

The case of concentrators is less studied, but again the use of semiconductor is
reduced and the BOS becomes more important than even for the thin films because
the concentrating structures are very massive. However, their efficiency is higher. In
summary, we can guess that in this case the situation will be similar to the case of
thin films.

1.4 HISTORY OF PHOTOVOLTAICS

The history of photovoltaics goes back to the nineteenth century, as shown in Table 1.2.
The first functional, intentionally made PV device was by Fritts [22] in 1883. He melted
Se into a thin sheet on a metal substrate and pressed a Au-leaf film as the top contact.
It was nearly 30 cm2 in area. He noted, “the current, if not wanted immediately, can
be either stored where produced, in storage batteries, . . . or transmitted a distance and
there used.” This man foresaw today’s PV technology and applications over a hundred
years ago. The modern era of photovoltaics started in 1954 when researchers at Bell
Labs in the USA accidentally discovered that pn junction diodes generated a voltage
when the room lights were on. Within a year, they had produced a 6% efficient Si pn
junction solar cell [23]. In the same year, the group at Wright Patterson Air Force Base
in the US published results of a thin-film heterojunction solar cell based on Cu2S/CdS
also having 6% efficiency [24]. A year later, a 6% GaAs pn junction solar cell was
reported by RCA Lab in the US [25]. By 1960, several key papers by Prince [26], Lofer-
ski [27], Rappaport and Wysoski [28], Shockley (a Nobel laureate) and Queisser [29],
developed the fundamentals of pn junction solar cell operation including the theoretical
relation between band gap, incident spectrum, temperature, thermodynamics, and effi-
ciency. Thin films of CdTe were also producing cells with 6% efficiency [30]. By this
time, the US space program was utilizing Si PV cells for powering satellites. Since space
was still the primary application for photovoltaics, studies of radiation effects and more
radiation-tolerant devices were made using Li-doped Si [31]. In 1970, a group at the
Ioffe Institute led by Alferov (a Nobel laureate), in the USSR, developed a heteroface
GaAlAs/GaAs [32] solar cell which solved one of the main problems that affected GaAs
devices and pointed the way to new device structures. GaAs cells were of interest due
to their high efficiency and their resistance to the ionizing radiation in outer space. The
year 1973 was pivotal for photovoltaics, in both technical and nontechnical areas. A sig-
nificant improvement in performance occurring in 1973 was the “violet cell” having an
improved short wavelength response leading to a 30% relative increase in efficiency over
state-of-the-art Si cells [33]. GaAs heterostructure cells were also developed at IBM in
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Table 1.2 Notable events in the history of photovoltaics

• 1839 Becquerel (FR) discovered photogalvanic effect in liquid electrolytes
• 1873 Smith (UK) discovered photoconductivity of solid Se
• 1877 Adams and Day (UK) discover photogeneration of current in Se tubes; the first observation of

PV effect in solids
• 1883 Fritts (US) makes first large area solar cell using Se film
• 1954 First 6% efficient solar cells reported: Si (Bell Lab, USA) and Cu2S/CdS (Air Force, USA)
• 1955 Hoffman Electronics (USA) offers 2% efficient Si PV cells at $1500/W
• 1958 NASA Vanguard satellite with Si backup solar array
• 1959 Hoffman Electronics (USA) offers 10% efficient Si PV cells
• 1963 Sharp Corp (JP) produces first commercial Si modules
• 1966 NASA Orbiting Astronomical Observatory launched with 1 kW array
• 1970 First GaAs heterostructure solar cells by Alferov, Andreev et al. in the USSR
• 1972 First PV conference to include a session on terrestrial applications (IEEE)
• 1973 A big year in photovoltaics: Worldwide oil crisis spurs many nations to consider renewable

energy including photovoltaics; Cherry Hill Conference in USA (established photovoltaics’ potential
and legitimacy for government research funding); World’s first solar powered residence (University of
Delaware, USA) built with Cu2S (not c-Si!) solar modules

• 1974 Project Sunshine initiated in Japan to foster growth of PV industry and applications; Tyco (USA)
grows 2.5 cm wide Si ribbon for photovoltaics, first alternative to Si wafers

• 1975 First book dedicated to PV science and technology by Hovel (USA)
• 1980 First thin-film solar cell >10% using Cu2S/CdS (USA)
• 1981 350 kW Concentrator array installed in Saudi Arabia
• 1982 First 1 MW utility scale PV power plant (CA, USA) with Arco Si modules on 2-axis trackers
• 1984 6 MW array installed in Carrisa Plains CA, USA [35]
• 1985 A big year for high-efficiency Si solar cells: Si solar cell >20% under standard sunlight

(UNSW, Australia) [36] and >25% under 200X concentration (Stanford Univ. USA) [37]
• 1986 First commercial thin-film power module, the a-Si G4000 from Arco Solar (USA)
• 1987 Fourteen solar powered cars complete the 3200 km World Solar Challenge race (Australia) with

the winner averaging 70 kph
• 1994 GaInP/GaAs 2-terminal concentrator multijunction >30% (NREL, USA) [38]
• 1995 “1000 roofs” German demonstration project to install photovoltaics on houses, which triggered

the present favorable PV legislation in Germany, Japan and other countries
• 1996 Photoelectrochemical “dye-sensitized” solid/liquid cell achieves 11% (EPFL, Switzerland) [39]
• 1997 Worldwide PV production reaches 100 MW per year
• 1998 Cu(InGa)Se2 thin-film solar cell reaches 19% efficiency (NREL, US) [40] comparable with

multicrystalline Si. First concentrating array for space launched on Deep Space 1 by US (5 kW using
high efficiency GaInP/GaAs/Ge triple junction cells)

• 1999 Cumulative worldwide installed photovoltaics reaches 1000 MW
• 2000 Olympics in Australia highlight wide range of PV applications, and the awarding of the first

Bachelor of Engineering degrees in Photovoltaics and Solar Engineering (UNSW, Australia)
• 2002 Cumulative worldwide installed photovoltaics reaches 2000 MW. It took 25 years to reach the

first 1000 MW and only 3 years to double it; production of crystalline Si cells exceeds 100 MW per
year at Sharp Corp. (Japan). BP Solar ceases R&D and production of a-Si and CdTe thin-film modules
in USA ending >20 years of effort
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the USA having 13% efficiency [34]. Also in 1973, a crucial nontechnical event occurred
called the Cherry Hill Conference, named after the town in New Jersey, USA, where
a group of PV researchers and heads of US government scientific organizations met to
evaluate the scientific merit and potential of photovoltaics. The outcome was the deci-
sion that photovoltaics was worthy of government support, resulting in the formation of
the US Energy Research and Development Agency, the world’s first government group
whose mission included fostering research on renewable energy, which ultimately became
the US Dept. of Energy. Finally, in October 1973, the first World Oil Embargo was
instituted by the Persian Gulf oil producers. This sent shock waves through the indus-
trialized world, and most governments began programs to encourage renewable energy
especially solar energy. Some would say this ushered in the modern age of photovoltaics
and gave a new sense of urgency to research and application of photovoltaics in terrestrial
applications.

In the 1980s, the industry began to mature, as emphasis on manufacturing and costs
grew. Manufacturing facilities for producing PV modules from Si wafer pn junction solar
cells were built in the USA, Japan, and Europe. New technologies began to move out
of the government, university and industrial laboratories, and into precommercialization
or “pilot” line production. Companies attempted to scale up the thin-film PV technolo-
gies like a-Si and CuInSe2, which had achieved >10% efficiency for small area (1 cm2)
devices made with carefully controlled laboratory scale equipment. Much to their disap-
pointment, they found that this was far more complicated than merely scaling the size of
the equipment. Most large US semiconductor companies, gave up their R/D efforts (IBM,
General Electric, Motorola) lacking large infusions of private or government support to
continue. One common result was the purchase of American companies and their tech-
nologies by foreign companies. In 1990, the world’s largest solar manufacturer was Arco
Solar (CA, USA), owned by oil company Atlantic Richfield, which had c-Si and thin-
film a-Si in production and thin-film CuInSe2 in precommercialization. They were sold
to the German firm Siemens and renamed Siemens Solar (in 2001, the Dutch company
Shell Solar would buy Siemens, becoming another large internationally based company
with multiple PV technologies in production). Also in 1990, Energy Conversion Devices
(MI, USA) formed a joint venture called United Solar Systems Corp. with the Japanese
manufacturer Canon to commercialize ECD’s roll-to-roll triple-junction a-Si technology.
In 1994, Mobil Solar Energy (MA, USA), which had developed a process for growing
solar cells on Si ribbon (called the Edge defined film growth or EFG process) instead of
more costly wafers, was sold to the German company ASE and renamed ASE Americas.
The British solar company BP Solar acquired patents to electrodeposition of thin-film
CdTe solar cells in 1989, when it’s parent company purchased the American oil giant
Standard Oil of Ohio. At the same time, it acquired the patents of the University of
New South Wales (Australia) to fabricate the Laser-Grooved Buried-Grid (LGBG) cells,
which became the most efficient silicon cells in fabrication. In 1996, it signed a license
agreement with the Polytechnic University of Madrid (Spain) to exploit the Euclides con-
centration technology that used their LGBG cells as concentrator cells. In 1999, BP Solar
acquired Solarex from Enron (another huge fossil-fuel energy company) that had crys-
talline and amorphous Si solar cell technology. Thus, BP Solar established themselves
with manufacturing interests in all three technology options (standard Si wafers, thin films
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and concentrators).1 Meanwhile, the Japanese PV industry began to take off. Production
of c-Si modules and intensive research on thin-film technology in Japan led to many
innovative device designs, improved materials processing, and growing dominance in the
world PV market.

Along with the maturing of the solar cell technology, the BOS needed to grow.
Many products like inverters, which convert the DC power into AC power, and sun
trackers had only limited application outside of a PV power system, so once again there
was only limited technical and financial resources for development. In many system
evaluations, the inverter was repeatedly identified as the weak link in terms of reliability
and AC power quality [41]. Their costs have not fallen nearly as fast as those for the PV
modules. While much effort and resources had been focused on the solar cell cost and
performance, little attention had been paid to installation and maintenance costs. It was
quickly discovered that there was room for much improvement.

An early development that helped many companies was to sell PV cells for
consumer-sized, small-scale power applications. The solar-powered calculator, pioneered
by Japanese electronics companies as a replacement for battery-powered calculators in
the early 1980s, is the best-known example. This led to the early use of thin-film a-Si PV
cells for various applications. Another example was solar-powered outdoor lighting. These
novel consumer applications, where portability and convenience were more valued than
low price, allowed the PV companies to maintain some small income while continuing
to develop power modules.

Another application was the rural electrification of remote villages in an attempt
to help roughly one-third of the world’s citizens to gain access to a modest amount of
modern communication and lighting. Most of these PV installations were very small, on
the order of 10 to 40 W per household (100 times smaller than the “needs” of a modern
home in the developed world.) Most of these installations were funded by some interna-
tional aid agency. Reviews and follow-up studies of these programs have indicated very
large failure rates, primarily due to lack of technical infrastructure [42], training, cultural
misunderstandings, design of the payment structure, and other nontechnical reasons [43].
Rarely have the PV modules failed. Even with subsidies from the international agencies,
the high initial cost of ownership ($100–1000) was still a major barrier in much of the
world where this represents a year’s income for a family [44].

On the opposite end of the size scale were the MW-size PV plants installed by
utilities in developed countries in the 1980s to evaluate their potential in two applica-
tions: as a peak-load-reduction technology, where the photovoltaics provides additional
power primarily to meet the peak demand during the afternoon [45]; or as distributed
generators, to reduce transmission and distribution losses [46]. Several American utili-
ties investigated these applications, to assess the technical as well as financial benefits
for photovoltaics in utility scale applications. Other novel configurations of grid-tied PV

1 While this book was going to press in November 2002, BP Solar suddenly announced the closure of its two
thin-film manufacturing efforts in the United States (a-Si in Virginia and CdTe in California) in order to focus
more resources on its multicrystalline Si wafer PV production. This was a great disappointment to all those who
worked so hard to establish these thin-film technologies and facilities, which were among the most advanced
thin-film PV products in the world.
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systems were evaluated as so-called “demand side management” options where the on-
site distributed photovoltaics is used to reduce demand rather than increase supply [47].
Although American utilities lost interest in PV in the late 90s due to deregulation, grid-
connected applications in Europe and Japan began to grow rapidly, primarily owing to
strong government support. Both small- and large-scale grid connected PV installations
are blossoming in these countries [48, 49].

Yet another important development in the application of PV in the late 1990s,
was building integrated PV (BIPV [50]), where PV cells are incorporated into a standard
building product, such as a window or a roof shingle, or into an architectural feature like
an exterior sun awning or semitransparent skylight. In this way, the cost of the PV is
partially offset by the cost of the building materials, which would have been required
anyway, so the incremental cost of the photovoltaics is much lower. BIPV is discussed in
Chapter 22. The success of grid-connected residential or BIPV commercial applications
has been possible because several countries led by Germany have established high rates
to pay for the PV electricity produced by solar installations in private houses. In this
scheme, the installation owner receives $0.5/kWh for the electricity they feed into the
public electric grid (as of 2001). But the owner buys the electricity consumed in their
own house at the normal cost of ∼$0.1/kWh from the grid. Additionally, German banks
provided generous loans for purchasing the installation. Similar concepts are used in
Spain, the Netherlands, and other countries in Europe. But, the success has been still
bigger in Japan where homebuilders receive a rebate from the government for about 30%
of the PV system cost. Then, their electric bill is determined by the utility using the “net
metering” where the customer pays only the net difference between what they used and
what they generated. Rebates and net metering are available in some, but not all, states
in the USA as of 2002. Interestingly, government support of photovoltaics in Japan has
been decreasing while the market for PV homes has continued showing an impressive
growth rate.

1.5 PV COSTS, MARKETS AND FORECASTS

In the first 20 years of PV research, from the mid 1960s to the mid 1980s, the main focus
was to make the product more efficient so it produced more power. Impressive gains in
cell and module efficiency were made. Costs also fell dramatically as solar cells moved
from pilot scale to semiautomated production.

Although the important figure of merit for cost is $/kWh, typically $/WP is often
used. Modules are rated in Watts of peak power (WP). This is the power the module
would deliver to a perfectly matched load when the module is illuminated with 1 kW/m2

of luminous power of a certain standard spectrum while the cell temperature is fixed
at 25◦C. (By the way, these “standard test conditions” or STC rarely occur in real out-
door applications! See Chapter 16 for a complete discussion of testing conditions and
Chapter 20 for real outdoor conditions.).

Figure 1.5 shows costs ($/WP) and production measured in MWP over the com-
mercial history of photovoltaics. Up until about year 2000, these values represent mostly
c-Si solar cell technology. These two curves are typical of most new technologies.
Initially, prices are high since volume production is low, so development and start-up
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Figure 1.5 Historical trends of cost per Watt for solar cells and volume of production. Data from
various sources. Beware: these costs are for PV modules not completed systems, which typically
increase by a factor of 2 to 3

costs are spread over the relatively few units sold. The high price excludes most buyers
except unique niche applications (i.e. remote telecommunications transmitters, where the
unique properties of photovoltaics makes it the most appropriate source of electricity)
government-sponsored programs (i.e. satellites, weather monitoring stations, military out-
posts and also human development programs in remote areas including water pumping),
and curious wealthy pioneers (i.e. private homes in the mountains for environmentally
concerned millionaires). As volume production increases, costs fall as economies of scale
take over. The technology is now within economic reach of wider markets and demand
grows rapidly as people with moderate incomes can afford the product. Eventually, the
decrease in price slows, and it becomes harder to improve the cost and performance of
a given product. But each small decrease in cost opens up larger markets and applica-
tions. Once a certain price is reached, a massive new market will open up with ample
opportunity for investors to finance new manufacturing capacity.

This relation between cumulative production of PV modules in MWP (M) and
price in $/WP (p) can be described by an experience curve, which is characterized by a
parameter E called the experience exponent [51, 52] or

p(t)

p0
=

[
M(t)

M0

]−E

(1.1)

where M0 and p0 are the cumulative market and the price at an arbitrary initial time
t = 0 (that we can take at the beginning of the early commercialization). The experience
curve for photovoltaics is shown in Figure 1.6 where lowest price per WP for a given
year is plotted against the cumulative module production up to that year. When graphed
as a log–log plot, it is the slope that is of significance since it defines the experience
factor given as 1–2−E . This quantity indicates how much costs are reduced for every
doubling of cumulative production. Figure 1.6 presents an exponent E = 0.30 which
gives an experience factor of 0.19. Thus, prices have fallen 19% for every doubling in
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cumulative production over the past 30 years. If the trend continues, the price of $1/WP

will be reached when the cumulative production reaches 105 MWP.

It should be said that while the annual growth in sales of photovoltaics is quite
spectacular, averaging 33% per year from 1995 to 2000, the experience factor of 0.19
is rather mediocre. For example, for semiconductor memories it is about 0.32, although
for wind power it is only 0.15. PV technology has not reduced prices very effectively.
This supports the idea that R&D must be supported to look for innovative options able
to reduce prices beyond the safe path of the experience curve (additional argument for
myth 4).

When this cumulative market will be reached can be determined, if we know the
demand elasticity S. Technically, this is the logarithmic derivative of the annual market
with respect to the price (changed of sign) and shows that one percent of price decrement
will produce S percent of market increase. This parameter allows us to determine when
in the future a certain level of price is reached [52].

Based on this, the installed PV power is given in Figure 1.7 for reasonable values
of the demand elasticity. We can observe a fast initial growth, followed by a period of
moderate growth. This second period is determined by the investment that society is
willing to invest in this expensive energy technology. Extreme curves of the shaded area
correspond to the expenditure for photovoltaics of the case that 0.05% (lower curve) and
the 0.2% (upper curve) of the GDP of the industrialized countries is invested every year
in PV electricity. As a reference, about 0.3% of the industrialized countries GNP is being
given today as aid for development.

In 1992, a study (the RIGES scenario [54]) was presented to the Rio Summit ana-
lyzing the possibility of reducing the CO2 emissions while maintaining a high economic
growth rate in the developing countries. The dots represent the amount of photovoltaics
to attain the RIGES requirements. In other words, the dots are the amount of installed
photovoltaics required to be environmentally relevant and socially advanced. Note that
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Figure 1.6 Experience curve for photovoltaics from 1976 until 1998 [53]. Straight line is fit
indicating an experience factor of 1 − 2−0.3 = 0.19
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Figure 1.7 Long-term forecast of cumulative installed peak PV power. The dashed area represents
the expected cumulative installed capacity for a range of assumptions associated with the demand
elasticity. PV prices (not shown) will not be competitive in the period shown unless the conventional
electricity doubles in price (in constant dollars). However, photovoltaics will be competitive if
some innovation develops and is commercialized with a “quick learn” experience factor like that
of the microelectronic memories (0.32). Dots represent the level of electricity penetration to reach
environmental goals (see text)

the goal for 2050 is to produce the 34% of the total world electricity production; by no
means a niche market to be produced by a cottage industry!

It is observed that with the present low experience factor, the environmental goals
are not achieved. Nevertheless, this forecast predicts that the PV industry will be very
large by the middle of the century.

The curve labeled high price refers to the case where conventional electricity prices
are doubled. In this case, photovoltaics will reach price competitiveness with the existing
electricity before the middle of the century (the almost-vertical line means photovoltaics is
cheaper than conventional electricity but realistic growth will occur more slowly). Perhaps
a hidden but practical conclusion of this analysis is that support to the PV industry will
result in an additional element of security in the supply of electricity. Energy security is
of increasing interest for the public officials as well as for citizens.

The preceding cases correspond to the situation governed by a constant experience
factor. No technological breakthrough is considered. What would be the situation if a
breakthrough were produced? A breakthrough technology would be characterized by a
higher experience factor and should be able to reduce costs by experience faster than
present PV technology. The curve labeled quick learning in Figure 1.7 shows the case
of a technology with the experience factor of the microelectronic memories. Note that in
very few years (after real commercialization starts) it would be able to reach competition
with conventional electricity.

However, note that this success is based on reaching a certain cumulative market
(in this exercise 10 000 MW) despite the higher price of this technology at its early stage
as compared to the competing PV technology. This is a commonly occurring situation and
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must be taken into account by investors. Comparison must not be made between prices
of different alternatives at the same moment in time but for equal cumulated market.
In other words, we must compare the price of an option today with that of its more
mature competitor in some moment of the past and we must also consider the experience
factor. In other words, sometimes a product that at a given moment is more expensive
than its competition can become cheaper sooner because it bears internally the seed for
lower cost and comparable performance. But, of course, not every more-expensive novel
product bears this seed. This is the risky nature of entrepreneurship.

We conclude, and this is our position concerning the controversy pointed out in
myth 4, that basic R&D in photovoltaics must be looking for breakthroughs if we want
photovoltaics to fulfill the goals that society requests. At the same time, support to the mar-
ket will help create a sizeable industry that will be able to commercialize breakthroughs
worldwide. In any case we are not talking of a cottage industry. The PV industry has
the potential of becoming a major electricity supplier in the twenty-first century and
to constitute a powerful industry able to abate environmental stresses, to facilitate the
human development of the poorest, and to constitute an element of safety in our elec-
tric supply.

1.6 WHAT ARE THE GOALS OF TODAY’S PV RESEARCH
AND MANUFACTURING?

Chapters 5 to 15 in this book focus on individual technologies and will give specific
examples of where the research and manufacturing effort is concentrating to reduce costs
and improve performance. But several trends are common to all. These are listed in
Table 1.3.

Since the overall goal is to produce a low cost PV system, we need more than
low-cost-efficient solar cells, we need a low cost efficient system including mount-
ing hardware, power conditioning electronics, fuses, cables, storage, tracking, and so
on. Less research and development has gone into these areas than into PV solar cells
and modules.

Table 1.3 Goals of current solar cell research and manufacturing

• Use less semiconductor material by making thinner cells or
• Use less expensive semiconductor materials. These tend to be less pure and less perfect.
• Improve solar cell performance with less expensive, less perfect semiconductors
• Even with this poorer material keep a high production yield, that is, reduce the number of cells or

modules rejected by the quality control.
• Increase material utilization by reducing waste in semiconductor and cell fabrication
• Increase solar cell flux on the solar cells by using concentrators without increasing cost or optical

losses too much. In this way, less semiconductor material is used.
• Increase solar radiation utilization by absorbing more of the spectrum efficiently
• Increase speed and throughput of manufacturing processes
• Simplify processing steps (this reduces fabrication costs and increases the yield) and reduce

equipment costs
• Reduce costs and improve reliability of BOS (auxiliary elements).
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1.7 GLOBAL TRENDS IN PERFORMANCE
AND APPLICATIONS

Figure 1.8 shows the trends in efficiency achieved over the past 20 years for all the major
PV technologies. These results are for small area “champion cells”, the one-of-a-kind
result that establishes the potential of a given material system and device technology.
The highest efficiency is for the most expensive and complex devices, based on III–V
technologies like GaAs and GaInP, consisting of multiple devices with different optical
and electrical properties, grown on top of each other. They are discussed in Chapter 9.
These multijunction (MJ) cells outperform other cell technologies for three reasons.
They are made from very perfect and high-purity crystalline materials, they can cap-
ture either a wider range of the solar spectrum or the same range more efficiently than
other devices, and they are operated with high concentration factors, using lenses, which
increases the efficiency for reasons discussed in Chapter 3. Not surprisingly, they are also
extremely expensive.

The workhorse of the PV industry is still Si as discussed in Chapters 5, 6, and 7. Si
wafers in the form of either single crystal Si or multicrystalline (also called polycrystalline)
Si accounts for 90% of the PV market. Although champion single crystal (c-Si) and
multicrystalline Si (multi-Si) cells have been recorded with 25% and 20% efficiency,
respectively (both made at UNSW in Australia), the difference in module performance
between the two Si-wafer technologies is much smaller. They have typically 14% and
12% efficiency in commercial modules, respectively. Despite three decades of research
and manufacturing, clever scientists and engineers are still finding ways to improve the
performance of Si-wafer photovoltaics. They are also finding ways of reducing the cost.
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Figure 1.8 Best small area (0.5–5 cm2) efficiency for various cell technologies measured under
standard laboratory test conditions. MJ concentrators are double junctions before 1995, and triple
junctions after. a-Si represents stabilized efficiency after extended light soaking and are MJ after
1990 (see Chapter 12)
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Among these attempts are the developments of silicon sheets, which avoid the wafering
of bulky Si ingots, a very expensive and wasteful process. Ribbon sheets have already
reached a noticeable fraction of the market with two companies: RWE in Germany/USA
(leading) and Evergreen Solar in the USA.

Continuing down the efficiency axis we come to the three leading thin-film PV
contenders, Cu(InGa)Se2 (CIGS) (Chapter 13), CdTe (Chapter 14), and a-Si (Chapter 12),
in that order. The main motivation for interest in thin-film photovoltaics has always been
the possibility of lower cost, not higher performance. Their champion cell performance
has always been a factor of about 2 lower than Si-wafer technologies until ∼2000, when
Cu(InGa)Se2 cells with efficiencies of 19% were reported, putting them in potentially
close competition with multi-Si, although there are vast differences in the manufacturing
experience base between Cu(InGa)Se2 (no base) and multi-Si (large base). The benefits
and challenges of thin-film PV technologies are discussed in detail in Section 1.9. Finally,
we note that the category of “Si film” solar cells in Figure 1.8 is a special case of solar cells
developed entirely by one company (Astropower in the USA), in which they are attempting
to achieve the high performance of polycrystalline Si with the low-cost approach of thin
films. More information about thin-film Si technology is given in Chapter 8.

The results in Figure 1.8 clearly show that there are many promising technologies
in terms of their possibility of achieving rather high efficiency. But the reality is that, as
seen in Figure 1.9, almost 90% of the world’s PV power modules are either single c-Si
or multi c-Si. The evolution shows a trend away from c-Si towards the multicrystalline-Si
technology with the market share of Si sheet also increasing. About 10% of worldwide PV
sales are a-Si/a-Si or a-Si/a-SiGe multijunctions and the remaining <1% is Cu(InGa)Se2,
CdTe, and concentrators. The multijunction concentrators based on GaInP/GaAs cells
have yet to find commercial application on Earth but nonconcentrating GaInP/GaAs cells
are commonly used for space missions where their high efficiency is more important than
their high cost. High performance GaInP-based technology is discussed in Chapter 9 and
PV space power is described in Chapter 10.

Who is making all the PV modules? Figure 1.10 shows the breakdown by the
three major geographic regions of Europe, Japan, and the United States. Note that this
is a logarithmic scale, indicating very steady growth for the past decade of 20 to 30%.
Production in 2001 was actually 36% higher than in 2000. The USA has had steady
growth and led the world in photovoltaics between 1992 and 1998 when Europe and Japan
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Figure 1.10 World production of PV modules

had static manufacturing growth. Then in 1998, progressive and supportive government
policies in many European countries and in Japan resulted in a substantial increase in
production. These policies were driven partly by a strong commitment to CO2 reduction
as proscribed by the Kyoto Protocol. European production is dominated by Spain closely
followed by Germany, and to a lesser extent France, Italy, and The Netherlands. Note
that these figures do not indicate the final residence of the PV module, only its place of
birth. For example, a large fraction of PV modules made in the US (∼70%) and Spain
(∼80%) are in fact exported.

We present in Figure 1.11 the top ten PV manufacturers in 2001 [55]. The list
is headed by the Japanese electronics company, Sharp, followed in the third position
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Figure 1.11 The top ten PV cell manufacturers in 2001
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by Kyocera, another Japanese company. The second place is held by the UK-based oil
multinational BP Solar with c-Si and multi-Si plants in United States, Spain, Australia,
and India. BP Solar also had two thin-film technologies in commercialization in the
United States, namely a-Si and CdTe, (see footnote in Section 1.4). The biggest PV
manufacturer in the USA today is Shell Solar (formerly Siemens Solar) but is held by
European capital. As of this writing, of all the companies in Figure 1.11, only Astropower
(US), Isofoton (Spanish), and Photowatt (French but held by Canadian investors) focus
their business exclusively on photovoltaics. The others are either divisions or subsidiaries
of large companies with diverse manufacturing interests.

Figure 1.3 showed the worldwide trend for various applications. Growth has been
driven by distributed, grid-connected PV applications since 1996, mostly in Europe and
Japan, as discussed above. There is steady growth in use of photovoltaics for diesel
hybrid and communication. These are off-grid applications, typically in remote locations.
Previously, operating a diesel generator 24 h a day or replacing large battery packs was
the only alternative. PV diesel hybrids can be cost-effective in these cases [56].

Note that Figure 1.3 shows that large-scale, centralized solar power plants are
almost nonexistent. These huge “solar electric farms” were envisioned in the early days
of photovoltaics to be built in sunny arid deserts, where land was essentially worthless for
other uses (note, that photovoltaics operates without water in contrast to conventional ther-
mal power plants). These huge facilities would replace conventional power plants, at least
for daytime power. The world’s largest centralized PV power plant to date was installed in
central California between 1984 and 1985. The operation and performance over several
years was reported [57], including operation and maintenance costs [58]. After several
years of operation, the installation was disassembled and the modules were sold individ-
ually on the market. Presently, the largest centralized PV power plant is 3 MW in Serre,
Italy [59]. There have been several other large-scale PV installations, and their installa-
tion techniques, labor, and operation costs have been well documented. In particular, the
0.4 MW a-Si plant in California, USA [60] and the 0.48 MW concentration plant [61]
in Tenerife, Spain are notable because they do not use the ubiquitous unconcentrated
c-Si technology.

1.8 CRYSTALLINE SILICON PROGRESS AND CHALLENGES

Figure 1.9 showed that c-Si, as either single or multicrystalline wafers or ribbons, was
responsible for almost 90% of worldwide PV production in 2001. How did its domi-
nance occur?

First, there was a tremendous worldwide scientific and technical infrastructure
for Si starting in the 1960s. Huge government and industrial investments were made in
programs for understanding the chemical and electronic properties of Si, how to grow
it with the required purity and crystalline structure, and to create the equipment needed
to perform all the processing steps. The motivation was not just idle scientific curiosity,
but rather the competitive drive to manufacture increasingly complex integrated circuit
chips, which created first the analog then the digital electronic revolutions leading to
our current information, entertainment, and telecommunications industries. The promise
of wealth and market dominance led public and private organizations to unlock many
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secrets of Si technology. The silicon band gap, of 1.1 eV, is almost optimum to make a
good solar converter, as explained in Chapters 3 and 4. The PV industry could utilize the
preceding gains for their own application without having to re-create this scientific and
technological infrastructure. In addition, Si is one of the most abundant minerals in the
Earth’s crust. Thus, there was no physical limitation to providing a huge fraction of the
Earth’s electricity needs with the known Si reserves.

However, for mechanical reasons (it is brittle), silicon requires relatively thick
cells, with a typical wafer thickness of about 300 µm. Therefore, some of the electrons
pumped by the photons to the conduction band have to travel large distances, on the
order of the thickness, to be extracted by the front face through the selective contact
to this band (the pn junction). Consequently, a good material with high chemical purity
and structural perfection is required to fight the natural tendency of the conduction-band
electrons to return to the valence band. This loss process is called recombination. To avoid
this loss, the electrons must be highly mobile, as they are in perfect silicon. Impurities
and imperfections must be avoided as they can absorb the extra energy of the conduction-
band electrons and convert it into heat, thus eliminating the free electron from traveling
through the circuit by immediately restoring it to the valence band energy. Producing
heat, which is desirable in solar thermal panels, where this heat is transferred to a fluid,
is undesirable in PV modules, where we try to recover the solar energy as electricity, of
much higher value.

Metallurgical Grade (MG) Silicon is obtained by reduction of quartz with coke in
an arc furnace. Then it is strongly purified by a method developed by and named after
the Siemens Company consisting of the fractional distillation of chlorosilanes, which are
obtained from the reaction of HCl with Si. Finally, silanes are reduced with hydrogen
at high temperatures to produce hyperpure silicon, usually called Semiconductor Grade
(SG) Silicon or just polysilicon (it is called polysilicon because it has many grains of
crystalline Si, typically of about 1 mm).

The polysilicon now has the desired chemical purity (unwanted impurities below
the parts per billion (ppb) level, or less than one impurity atom for every 1012 Si atoms,
for some impurity atoms), but its structural quality is deficient. The structural quality is
improved by melting the polysilicon (>1400◦C) and “freezing” or allowing it to solidify
very slowly around a rotating crystalline seed, usually by the Czochralski (Cz) method.
In this way, a cylindrical single crystalline ingot is obtained of about 25 cm diameter and
of 100 cm length. In this step, a very small number of atoms of boron are introduced in
the melt to allow the appropriate metallic contacts deposited later to be selective to the
valence-band electrons. This forms the p-type side of the pn junction.

The ingot is now cut in wafers with a saw. For this a very long wire (up to 500 Km)
is wound many times on rotating drums cuts with slurry the silicon ingot into wafers.
However, the process is slow and about half of the silicon is lost in the sawdust. The
challenge here is to cut the wafers thinner so as to make more profit from the silicon.
Wafers of 150 µm instead of the standard 300 µm are used in some companies. The
techniques and challenges related to crystal growth and sawing are described in detail in
Chapter 6.

The wafer is now etched slightly to remove the saw damage and to condition (tex-
ture) the surface for better light absorption. Then the conduction-band selective contacts
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are made by introducing atoms of phosphorus to one surface of the wafer, making it the
n-type partner in the pn junction. This is done by locating the wafers in a phosphorus rich
atmosphere at high temperature so that these atoms penetrate slightly (∼0.2 µm) into the
silicon wafer.

Then metallic grids are printed on the boron and phosphorus-doped zones (some
tricks, sometimes proprietary, are used to separate boron- and phosphorus-doped regions
properly) and the solar cell is thus finished. The grids make it easier to collect the
electricity without resistance losses and are commonly applied with low cost screen-
printing methods. But a solar cell is brittle and produces low voltage (about 0.5 V) so
that some 36 cells (or multiples of this number) are interconnected with tinned copper
ribbons and encapsulated in a sandwich formed of a sheet of tempered glass, an embedding
polymer that surrounds the solar cells, and a back sealing plastic layer. The reason for
multiples of 36 cells is so that their output voltage ∼15 V will be compatible with most
DC battery charging applications.

The lowest (publicly offered) module selling prices in 2002 were about $3/WP.
The breakdown of costs, as given in Chapter 6 are presented in Figure 1.12. The wafer
itself represents about 65% of the module cost, approximately equally divided between
purification, crystallization, and sawing. This hyperpure silicon is found today as a scrap
or waste product from the microelectronics industry at a price of ∼$50/kg. The increase
of the PV market in the 1990s has nearly exhausted this market. Additional supplies are
coming from the former Soviet Union, whose microelectronic industry has disappeared
due to western competition. The Siemens method is considered ultimately too expensive
for photovoltaics, but the purity it provides seems necessary for the fabrication of solar
cells. Attempts in the 1980s to fabricate a low-cost solar silicon (SolSil) did not succeed
due in part to the scarce interest generated by the small markets of the time. Today, new
attempts are being made. These might include purification in the MG silicon production
steps and in the crystal growth steps avoiding the expensive chlorination procedure and
using the molten step of the crystal growth for further purification, or alternately, reducing
the chlorosilanes in the molten phase prior to the crystal growth. It is not clear whether they
can achieve the needed purity level. Even if feasible it is uncertain whether such wafers
would be less expensive than the standard Siemens process or some simplified versions
of it. There are fears that a shortage of hyperpure polycrystalline silicon availability
might seriously hinder the growth in cell production demanded by the market. Chapter 5
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Cell fabrication
10%

Module
assembly
25%

Pure poly Si
23%

Crystal
growth
23%
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Figure 1.12 Breakdown of costs in the fabrication of a Si-wafer-based PV module. The right side
presents the wafer costs
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describes in detail the problems and challenges associated with silicon production and
purification.

An important advance in solar cell fabrication was the demonstration that solar
cells with high efficiency can be fabricated from wafers containing hundreds of large-grain
(1–10 mm) multicrystals, called multicrystalline (multi-Si) or polycrystalline (poly-Si),
although this later term is less favored because it may cause confusion with the feedstock
(polysilicon). The multi-Si growth procedure is much faster and the wafer is cheaper.
The loss of efficiency of a few percent (absolute) caused by the random orientation of
crystalline grains in a multi-Si wafer compared to a single c-Si wafer is balanced by the
lower cost so that the price per watt peak is the same on a module basis. But the simplicity
of the multi-Si wafer-growing equipment and process is producing a clear trend towards
the use of the multicrystalline option as seen in Figure 1.9.

An interesting option in Si solar cell manufacturing is the growth of
ribbons [62, 63]. Ribbons do not require the expensive sawing process. However, the
growth of the ribbon crystal is slower because they usually grow in the plane perpendicular
to the ribbon surface, with very small area (the ribbon width times the thickness). In
contrast, wafers grow in the plane of the wafer surface whose area is the wafer area.
The standard ingot solidification process is a very effective purification process due to
the preferential segregation of impurities to the molten silicon. However, in ribbon Si the
plane of solidification moves faster (although with very small area), so the segregation
is less effective. In summary, the ribbon cells are almost as good as the multicrystalline
bulk-grown cells and possibly cheaper. Challenges lie in increasing the growth speed and
the resulting cell efficiency.

Although the solar cell manufacturing process represents a relatively small fraction
of the total cell cost, it strongly affects the overall cost in $/WP because it determines the
cell and module efficiency. This efficiency depends on the quality of the wafer or ribbon
utilized but it also greatly depends on the cell process itself.

As a matter of fact, an efficiency of 25% has been achieved for laboratory cells
in a long complex process where every possible efficiency-improving detail has been
implemented to produce a complicated but nearly ideal device structure. This is explained
in Chapter 7. However, most factories use some variation of the wafer and cell fabrication
process described above, including the screen-printing process, that leads to 15% single
crystal cells or 13% multicrystal cells. In modules, these efficiencies are reduced to 14%
or 12%, mainly due to the redefinition of area that now includes the module frame. This
process is considered the best compromise between costs and performance.

The existence of the large efficiency gap between laboratory and commercial cells,
together with the increasing markets, suggest that novel, high efficiency commercial cell
processes will appear in the next years. Some companies (BP Solar or Sanyo, for instance)
are already on this path and have different processes leading to 17 to 18% cells in
production. It is worth noting, that the ribbon technology is incompatible (see Chapter 7)
with the ubiquitous screen-printing processing, so that a new processing, which may not
be so cheap, is required to fabricate cells with this material.

An additional factor very seriously affecting the cell cost is the production yield. In
the fabrication of any semiconductor device, not every unit introduced into the production
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line is successfully completed. In good single crystal Si cells, the manufacturing yield is
95%. Many supposedly cheap technologies find their Achilles’ heel in the low yield.

Finally, the module fabrication requires interconnecting and encapsulating the cells.
These steps also have room for some cost reduction. The use of cheaper materials may
help somewhat, as well as better automation, better module interconnection, and integra-
tion designs.

1.9 THIN FILM PROGRESS AND CHALLENGES

One might ask “why develop a totally different semiconductor technology for photo-
voltaics when Si is so well established?”. The simplest answer is “to achieve lower cost
and improved manufacturability at larger scales than could be envisioned for Si wafer-
based modules.” In fact, we have already defended our belief that Si technology, very
important in the next decades, will not be able to reach the ultimate goals required for
mass worldwide penetration of photovoltaics (Section 1.5). What were the disadvantages
of c-Si that led to the early investigation and eventual commercialization of alternatives? It
was recognized early in the development of photovoltaics that Si crystals were expensive
and slow to grow. It was also recognized that of all the viable semiconductors, Si would
require the greatest thickness to absorb sunlight, due to its unique optical properties. Si is
the most weakly absorbing semiconductor used for solar cells because it has an indirect
band gap while most of the other semiconductors have a direct band gap (see Chapter 3
for a more complete explanation of direct and indirect band gaps). Therefore, at least ten
times more crystalline Si is needed to absorb a given fraction of sunlight compared to
other semiconductors like GaAs, CdTe, Cu(InGa)Se2, and even other forms of Si such
as a-Si. Thicker semiconductor material means higher material volume but also a higher
quality material because of the longer paths that the high-energy electrons excited by the
photons must travel before they are delivered to the external circuit to produce useful
work. All this leads, as seen before, to high material cost. In addition, we mention that,
presently, much of the Si-PV industry relies on buying scrap material from the electronics
industry. As photovoltaics’ demand grows, the supply of scrap material might become
insufficient (see Chapter 5).

It was recognized almost as early as c-Si PV cells were developed in the 1950s that
other semiconductors could make good solar cells. Most of them exist in a form called
thin films. When they are fabricated into useful devices, they are so thin that they must
be deposited on a foreign material called a substrate for mechanical support like a layer
of paint on a piece of wood or the reflective metal coating on glass to form a mirror.
A framework for analyzing the material properties, device structures, and manufactur-
ing issues unique to thin-film solar cells (TFSC) was developed [64] since they differ
considerably from Si wafers. Throughout the 1970s, progress in Cu2S/CdS solar cells
led to the development of new theories to explain the device performance, new methods
of materials processing, and new concepts in semiconductor device manufacturing [65,
66]. Between 1981 and 82, four thin-film technologies demonstrated the ability to cross
the magical 10% efficiency barrier, thus becoming candidates for serious consideration:
Cu2S/CdS [67], a-Si [68], CuInSe2/CdS [69], and CdTe/CdS [70]. (It is an inexplicable
fact in this business that 10% efficiency seems to suddenly confer respectability and sta-
tus to any PV technology.) Of these four TFSC technologies, Cu2S/CdS would soon be
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rejected for commercialization due to fundamental and fatal stability problems related to
electrochemical decomposition [71]. In contrast, a-Si has a minor stability problem that
is not catastrophic and has not been a major barrier to further development and produc-
tion as discussed in Chapter 12. No fundamental stability problem has been found with
Cu(InGa)Se2 and CdTe modules. Consequently, significant industrial and government-
sponsored research and development resources have been directed worldwide at TFSC
technology. This has led to steady progress in champion cell efficiencies as seen in
Figure 1.8.

The main advantage of TFSC is that they will eventually have lower costs than
c-Si-wafer PV technology when they are produced in sufficiently large volumes to off-
set the initial capital investment. The lower costs of TFSC derive from the following
characteristics: they are typically 100 times thinner than Si wafers (∼1–3 µm for all
the semiconductor layers) deposited onto relatively low-cost substrates such as glass,
metal foils, and plastics; they are deposited continuously over large areas at much lower
temperature (200 to 500◦C vs ∼1400◦C for c-Si); they can tolerate higher impurities
(thus needing less expensive purification of raw materials); and they are easily inte-
grated into a monolithic interconnected module. For a reference, the semiconductors
in typical TFSC are 10 times thinner than a human hair. TFSC are either polycrys-
talline with small ∼1 µm sized grains such as Cu(InGa)Se2 or CdTe, or else amor-
phous like a-Si. This is a consequence of being deposited at temperatures too low to
allow perfect crystalline bond formation. TFSCs typically consist of 5 to 10 different
layers whose functions include reducing resistance, forming the pn junction, reduc-
ing reflection losses, and providing a robust layer for contacting and interconnection
between cells. Some of the layers are only ∼20 atoms thick (10 nm), yet they may
be a meter wide! This requires excellent process control. The manufacturing process is
designed such that they are deposited sequentially on moving substrates as in a contin-
uous process line. This minimizes handling and facilitates automation, including laser
scribing, to isolate and interconnect individual cells on the module, called monolithic
integration.

With all the advantages of TFSCs, why does c-Si or multi-Si still dominate 90%
of the world market? This brings us to the disadvantages of TFSC: they have lower
efficiencies (so far), and they have a much less-developed knowledge and technology
base compared to c-Si. Consequently, under-capitalized companies have had to struggle
to develop not only an understanding of the materials and devices but also the equipment
and processing to manufacture them. The thin-film PV industry has had to develop the
technologies all by itself with considerably less financial resources than the Si industry
had. They were not able to adopt a mature technology like the Si PV community did from
the Si electronics industry.

What are the strengths and remaining challenges for the TFSC industry? We
will review the salient characteristics of the three leaders: a-Si, Cu(InGa)Se2/CdS,
and CdTe/CdS.

Amorphous Si (Chapter 12) is deposited from hydride gases such as SiH4 using
plasma to decompose the gas. This is called plasma-enhanced CVD (PECVD) and allows
for large areas to be coated rather uniformly and with excellent control. However, the
utilization of gases is only around 10 to 30%, meaning much of the source material is
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wasted. The material has 1 to 10% hydrogen bonded to the Si, and is often designated as
a-Si:H. The H atoms passivate a large number of the defects resulting from the incom-
plete bonding of the Si atoms. The atomic structure has no long-range order like all other
crystalline or polycrystalline materials. This can be an advantage. Films are typically
deposited between 150 to 300◦C, the lowest temperature of any of the TFSC materials,
allowing the use of lower-cost, low-temperature substrates. a-Si solar cells are deposited
on glass, stainless steel foil, or plastic. The last two substrates are flexible allowing for
“roll-to-roll” manufacturing where all the layers are deposited as the roll moves through
their process zone. The pn junction is formed by doping the thin contact layers as they
grow with dopant gases containing the boron or phosphorous atoms. All practical a-
Si modules contain multiple junction devices where two or three junctions are grown
on top of each other. This allows for more efficient utilization of the sunlight. The total
thickness, including multiple junctions and all the contact layers, is less than 1 µm exclud-
ing the substrate. The highest reported efficiency was 15% for a triple junction, which
degraded to about 13% before stabilizing. While a-Si TFSCs cells may have slightly
poorer performance compared to other TFSCs when tested under laboratory conditions
(Figure 1.8), they have a unique feature that improves their relative performance outside
in real conditions; namely, their efficiency is temperature-independent while for all other
PV technologies, c-Si or thin-film, the efficiency decreases as the module heats up as in
real outdoor conditions. This can result in those other modules losing 2 to 4% (absolute)
of their rated output in the summer time and helps a-Si look more favorable. The three
major challenges for a-Si technology are: 1) to improve the efficiency from today’s 6 to
8% up to 10 to 12%; 2) minimize or eliminate the self-limited degradation which reduces
efficiency by 2 to 3% (absolute); and 3) to increase the deposition rate of the layers and
the utilization of the gases to allow for faster, lower-cost manufacturing.

Polycrystalline layers of Cu(InGa)Se2 (Chapter 13) alloys have produced the high-
est efficiency TFSC devices and modules. TFSCs based on CuInSe2 (no Ga) achieved 12 to
15% efficiency but were limited by the low band gap. Alloying with Ga and/or S increases
the band gap and increases the efficiency of delivering the electrons to the circuit (as
discussed in Section 1.2). While many deposition methods have been explored in the lab-
oratory, there are two different processes under commercial development. Co-evaporation
forms the alloy by simultaneous evaporation of the Cu, In, Ga, and Se from sources onto
a heated substrate. The other process is called selenization, because layers of Cu, In,
and Ga are deposited by various means onto a substrate, then heated in the presence of
Se from a gas such as H2Se or a Se vapor, thus contributing the fourth constituent of
the alloy. Substrate temperatures typically reach 500 to 600◦C during some stage of the
growth. Substrates of Mo-coated glass are typically used although metal foils or plastic
are being investigated. The Cu(InGa)Se2-films are p-type, typically 1 to 3 µm thick and
have crystallites or grains on the order of 1 µm. The pn junction is formed by depositing
an n-type layer of CdS, ZnO, or other new materials under development to replace the
CdS. The highest reported cell efficiency is presently 19% and several companies have
reported modules with >10% efficiency. However, progress has been largely empirical
since little fundamental understanding of the materials or devices is available. A very
active area of research is developing methods to incorporate other alloys to increase the
band gap even further. The three major challenges for Cu(InGa)Se2-related technology
are: 1) to control the composition (Ga, S, Se, or Na) of the alloy through the film in a
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manufacturing environment on a moving substrate; 2) to find alternative junction part-
ners to replace CdS; and 3) to find new alloys or new deposition methods to give high
performance devices with higher band gap alloys.

Polycrystalline layers of CdTe (Chapter 14) have been investigated for photo-
voltaics since the 1970s. In contrast to limited process options for a-Si or Cu(InGa)Se2,
there are over 10 methods to deposit the CdTe films that have produced CdTe solar
cells exceeding 10% efficiency. Four have reached precommercialization: spray pyrolysis
(SP), electrodeposition (ED), vapor deposition (VD) and close spaced sublimation (CSS).
Some take place in liquid baths that are barely warm ∼50◦C with CdTe deposition rates
of µm/hr (ED) while others take place in vacuum systems at temperatures high enough
to soften glass ∼600◦C with CdTe deposition rates of µm/min (CSS). There seem to be
three critical steps, however, that all efficient CdTe solar cells require. First, they need
a post-deposition anneal in the presence of Cl and O2 at around 400◦C. This chemi-
cal/thermal treatment enlarges the grains, passivates the grain boundaries, and improves
the electronic quality of the CdTe. Second, all CdTe layers need a surface treatment before
applying a contact. This treatment can be a wet or dry process and prepares the CdTe
surface by etching away unwanted oxides and leaving a Te-rich layer needed to make
a low-resistance contact. Third, all high efficiency devices have a Cu-containing mate-
rial somewhere in their CdTe contact process but again, there are many ways this can
be achieved. Whichever process is used to deposit the CdTe, it has been found that the
entire device process is highly coupled since processing steps strongly influence previ-
ous layers. This is partially due to the CdTe grain boundaries which act like paths for
interdiffusion.

The pn junction is formed by first depositing an n-type layer of CdS on a transparent
conductive oxide substrate followed by the CdTe layer and appropriate chemical annealing.
Once the solar cell is made, the CdTe films are slightly p-type, typically, 2 to 8 µm thick
and have crystallites or grains on the order of 1 µm. The highest reported efficiency for
a CdTe/CdS device is presently 16%. Some CdTe modules have been in outdoor field-
testing for over five years with negligible degradation, yet other CdTe devices degrade
during accelerated life testing indoors. Of the three leading TFSC technologies, CdTe
may have the most challenges. The dual role of Cu must be resolved; it seems to be
required to produce a high-efficiency device but it is also implicated in long-term stability
problems. The various optimizing treatments need to be better understood so they can
be simplified and transferred into production. CdTe modules may be more sensitive to
atmospheric interaction (O2, H2O) requiring better encapsulation methods. Finally, safe
and cost-effective Cd usage in the workplace followed by recycling at the end of the
module’s life need to be determined.

In fact, technically astute investors know that other factors can be more impor-
tant than efficiency in selecting a technology for development. This point is made loud
and clear by examining the relative performance of the three major TFSC technolo-
gies – Cu(InGa)Se2, CdTe, and a-Si – in Figure 1.8. Note that a-Si has always had the
lowest efficiency. Yet, of the three, it was a-Si that has been commercialized much earlier
and more widely. It enjoys by far a much greater manufacturing capacity. As of 2001 [72],
a-Si accounted for almost 9% (34 MW) of the world PV power module production, while
CdTe and Cu(InGa)Se2 power modules together accounted for less than 0.3% (1 MW),
despite a-Si champion-cell-stabilized efficiency lagging the others by several percent. In
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reality, typical production modules of a-Si and CdTe are in the 7 to 8% range while
Cu(InGa)Se2 is 9 to 10%.

Why has so much capital been invested to develop a-Si technology over CdTe and
Cu(InGa)Se2? A major factor was that a-Si had a stronger worldwide scientific research
base, which ensured that the relation between deposition conditions and fundamental mate-
rial and device properties were well characterized. In contrast, CdTe and Cu(InGa)Se2 are
“orphans” because they have no real application outside of photovoltaics. Therefore, the
entire knowledge base and technical infrastructure had to be developed mostly by under-
funded industrial groups and a small number of university and government research labs.
This shows that translating research-grade champion cell performance into production
modules coming off-the-line day after day is a very challenging task. Figure 13.23 in
Chapter 13 shows the time delay in translating efficiency achieved in the lab for a small
area cell to a prototype large area module for the Cu(InGa)Se2 technology. Delays of six
to eight years are typical. To conclude, the highest efficiency technology is not always
going to be the best choice for a low-cost, high-yield process, at least not until much of
the technical background is in place.

Recognizing that the ideal PV technology would have some of the merits of c-Si
but be deposited as a thin film a few microns thick, several groups have elected to try
to achieve the “best of both worlds” by developing thin films of multi-Si deposited on
a substrate. This is the subject of Chapter 8. At present, the best thin-film multi-Si solar
cells have the same efficiency as their CuInGaSe2, CdTe, or a-Si based predecessors. This
is partly because multi-Si thin-film photovoltaics also inherits some of the problems of
both c-Si and thin films. In particular, passivation of grain boundaries and surfaces seems
to be a major problem, yet many of the well-established passivation methods from c-Si
are not applicable to multi-Si thin films.

But there are new thin-film technologies such as the dye-sensitized solar cell that
operate on a very different principle than an all-solid-state solar cell, almost more like
photosynthesis than photovoltaics. This fascinating new solid–liquid technology, not free
of challenges either, is described in Chapter 15.

1.10 CONCENTRATION PV SYSTEMS

If solar cells are expensive, focusing concentrated sunlight onto fewer solar cells was
considered from the earliest times as a way of reducing costs. For example, instead of
a typical 100 cm2 solar cell absorbing 100 cm2 worth of sunlight, one could focus the
sunlight from 100 cm2 onto a 1 cm2 of solar cell, thus reducing the solar cell cost by
99% while still utilizing the same amount of sunlight. This neglects the cost of the optical
focusing elements and other special equipment needed for concentrator technology. Of
course, two conditions were required. One is that the optical surface collecting the light
and redirecting it to the cells had to be cheaper than the cell area it replaced and the
second is that the efficiency of the cells under concentrated sunlight should not decrease
substantially. The first condition is generally fulfilled if we consider only the optical
surfaces. However, keeping the cells constantly in focus requires a moving structure to
keep the optics pointing at the sun as it moves across the sky, which adds cost to the
system. As for the cell efficiency, there are fundamental reasons (see Chapter 3) why
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it should increase with increasing luminous flux. However, in practice, ohmic resistance
losses caused by the handling of large currents limits the efficiency increase. Thus, cells
for concentrator applications must be carefully designed to minimize such losses and
therefore they become more expensive. Yet, the small area of cells used in a concentration
system, or alternatively, the large amount of electric power produced by each cell, allows
for paying higher costs for the cells, and therefore allows them to incorporate many
refinements in order to make such cells very efficient.

One factor that reduces the system efficiency is the loss associated with the optical
hardware used to concentrate the light. Additionally, only the direct sunbeam is collected
since scattered (diffuse) light is not focused. This again reduces the electric output by
at least 15%. However, this last reduction is compensated for in many sunny locations
by the fact that the tracking system always aims the cell directly at the sun (at least
for two-axis tracking systems). In contrast, with the more typical stationary modules,
the output power varies like the cosine of the angle of the sun, so this is very low in
morning and late afternoon, when the sun is at an oblique shallow angle relative to the
module (equations describing the sun’s motion and the relative illumination on a module
versus time of day or time of year is given in Chapter 20). Accounting for these gains
and losses, it is generally found that concentrator efficiency today tends to be somewhat
higher than flat module efficiency and this tendency will increase in the future with the
adoption of higher efficiency cells. It is also believed that concentrators should ultimately
be cheaper than flat module silicon solar cells. However, this statement has not been
confirmed in practice due to the lack of a real market, apart from a few purchases for
demonstration purposes.

Actually, concentrators are appropriate for relatively large installations while the
PV market has evolved so far in smaller installations such as grid-connected houses,
remote homes, or telecommunication applications whose size is seldom bigger than 5 kW.
Therefore, only very few companies fabricate concentrator cells today, and their prices
are very high because they have large general costs for very small production volumes.
However, the situation may change. The general increase of the PV markets will probably
stimulate the appearance of niches better adapted to concentrators.

The difficulty of developing concentrators must not be underestimated. Combining
the requirement for high performance with the low cost is a formidable challenge. In
particular, the optics must be low cost, yet permit highly accurate focussing, high optical
efficiency, and equal illumination in all cells. The tracking structure must be cheap and
accurate, cells must be efficient and not too expensive, and finally the cooling and current
extraction must be effective and cheap. Chapter 11 deals in detail with concentrator issues.

1.11 BALANCE OF SYSTEMS

A photovoltaic system consists of more than PV modules composed of solar cells. In
addition, it requires elements that are generically known together as “Balance Of System”
(BOS). The BOS is, typically, composed of the battery, the control unit and the inverter,
the mechanical support structure, the electric cabling, and protection devices such as
fuses, grounding rods, and disconnect switches. We present in Figure 1.13 the cost of a
PV stand-alone installation with storage, as presented in Chapter 2.
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Figure 1.13 Breakdown of costs of a stand-alone PV installation with an optimum size storage.
Differences in the initial investment and the life cycle investment are due to replacement of batteries
during the 20 year life

We can see that in this case the PV modules represent approximately a quarter of
the cost, while the cost of the batteries exceed that of the PV modules, especially when
their periodic replacement over 20 years is included. This makes a very important and
little appreciated point: even if we could make PV modules for free, the life cycle cost of
the stand-alone system in Figure 1.13 would only be reduced by 25%! Clearly, batteries
must be examined more closely. It is fortunate that many important applications do not
require battery storage and therefore are free from this major cost burden.

Batteries are in most cases the lead-acid type. While automobile batteries are
optimized for providing strong current for a short period to start the car, the ideal batteries
for PV systems are so-called “deep cycle” batteries that can yield a large fraction of their
charge (deep discharge cycle) and must operate with high efficiency and long duration.
Yet, many PV applications use standard “shallow discharge” auto batteries due to their
ubiquitous availability and lower initial cost (due to massive worldwide markets and
applications) to the detriment of the long-term PV system cost. Some of the modern
batteries such as those based on lithium ion or lithium polymer used in laptop computers
or mobile phones could be used in solar applications but they are too expensive and are
not significantly better than properly managed lead-acid batteries. This is studied in detail
in Chapter 18. As said before, the relatively high cost of the batteries is further increased
when we consider the costs over the PV system’s life cycle since the batteries have
to be replaced every four to eight years due to their relatively short lifetime. Therefore,
good maintenance procedures to increase the battery lifetime are important but not always
applied. Alternative methods of storage exist but they will not replace lead-acid battery,
at least, not in the next ten years.

The battery charge controller is essential for the long life of the battery. It is an
electronic device that prevents overcharging and excessive discharging, both of which
can dramatically shorten the battery’s life. In large systems, equilibration of the battery
charging (so that all battery cells charge equally) should also be incorporated. In hybrid
systems, which combine photovoltaics and a diesel or wind generator, the control unit
must connect and disconnect the different generators according to a plan. Also, loads can
be categorized, so that in case of low battery charge and low PV output, some loads can
be disconnected while some essential ones are maintained active.
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In many cases, battery storage is not necessary. For PV-powered water pumping,
the water is pumped and stored while the sun is shining. For the grid-connected homes (one
the fastest growing applications) and office buildings, the photovoltaics produces energy
during the day and the grid supplies the energy during the night or on cloudy days, thus
eliminating the need for batteries, simplifying system design, and reducing BOS costs.
In PV-powered generating plants, the electricity is produced while the sun shines. The
success of grid-connected PV applications is very sensitive to price competition with
conventional electricity (even if the PV electricity is subsidized, as it occurs in Europe
and Japan). Luckily the expensive batteries do not hamper this competition.

PV modules produce direct current (DC) which is suitable for directly charging
batteries or powering a small number of special products. However, most appliances run
on alternating current (AC). Consequently, an inverter must be used to convert the DC
into AC. Inverters are widely used for many industrial applications. They are fabricated
in large quantities as uninterruptible power supplies (UPS), to convert the DC electricity
stored in batteries into AC electricity in the case of grid failure. They are used in hospitals
and other installations where electricity failure is not tolerable. Small UPSs are often
used in computers that must operate continuously. The PV inverter has an additional
and important role: to vary the electrical operating point of the PV array to maintain
its output at the maximum value, that is, the variable bias point at which the PV array
produces highest power extraction. Changes of temperature and insolation change the
voltage where maximum power extraction occurs. The electronics of the inverter typically
include maximum power tracking. The inverters used in photovoltaics and the rest of the
power conditioning electronics are explained in Chapter 19. Inverters have often been the
source of poor reliability in early systems. Feedback to manufacturers and more robust
components has greatly reduced these problems.

Because of the cost, the electronics for power conditioning is sometimes consid-
ered as a serious hindrance in the development of photovoltaics. However, we think
the appearance of a significant market will reduce costs to reasonable limits. One fresh
approach is to have a small inverter on the back of every module instead of a centralized
inverter for the entire system. This modular approach has many advantages and is being
put into production in USA [73] and Germany [74], but at present it is more expensive
and will be so unless mass production reduces costs with respect to the theoretically
cheaper bigger inverters.

The system-mounting structure is also important, in particular, in concentrating
systems. In fact, this is the second most important cost element in concentrating PV
systems, after the modules. In contrast, the power conditioning cost is comparable to many
other small costs associated with the plant construction. This can be seen in Figure 1.14,
where we present the breakdown of costs for a TFSC (CuInSe2, an ancestor of today’s
Cu(InGa)Se2) flat module central plant and a concentrating central plant. Both sets of
calculations are based on the same criteria for the two technologies involved (but based
on realistic but futuristic assumptions) and presented in Chapter 21.

The plant cost is about twice the module cost: more for concentrators, less for
“flat-plate” modules. Notice, that the cost of land is absolutely negligible land (provided
the plant is built where land prices are low). It has to be stressed again that modules at
the costs in the figure are not yet achievable.
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Figure 1.14 Calculated breakdown of costs of the construction of a PV central plant based on
two anticipated technologies. Above, CIS flat module cells; below, Fresnel lens concentrator with
Si cells operating at 500 suns. (Data from Whisnant et al. in Chapter 21)

We present in Figure 1.15 a calculation of costs of different types of modules in
an advanced manufacturing process calculated with the same procedure. Again, the origin
of this is Chapter 21, devoted to cost calculations. Although cost calculations for the
Cu(InGa)Se2 technology is not available, their costs are not expected to be too different
to those of a-Si. Indeed, the cost model in Chapter 21 includes many more parameters
and assumptions and the results depend on such choices. Nevertheless, according to the
model, the common c-Si Cz module (with efficiency of about 14 to 15%) is clearly more
expensive than any one of the other options (provided they have a minimal efficiency of
5 to 7%). Dendritic web technology refers to one form of Si ribbon technology that is
starting to find a place in the market.

Using again the cost model in Chapter 21 we can calculate the cost of the electricity
generated. Table 1.4 shows the difference of electric output of the two equally rated
plants.2 Obviously, the yearly efficiency (referred to as the module aperture area) is
different. Furthermore, they both present different capacity factors as defined by the ratio
of the produced energy (in kWh or MWh) to the rated power (in kWp or MWp) times the
total number of hours in a year (365 × 24). To calculate the electricity cost (in $/kWh),
one term is the financial cost of all the expenditures and another much smaller one is
the operation and maintenance costs (very small as stated at the beginning). The price
per kWh must be compared to the typical average price of $0.05/kWh for conventional

2 Figure 1.15 and Table 1.4 present cost data scaled to 1985 or 1990 equivalent dollars, as does discussion and
results in Chapter 21. Although quantitatively “out of date”, they are still quite useful for relative comparison.
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Table 1.4 Annual performance and energy cost summary for central
station plants. Calculations for constant 1990$, for a 50 Mwp plant in
Central California, USA. Source Whisnant et al., Chapter 21

Fresnel
lens concentrator

CIS
Flat-plate

Energy output (MWh) 140 100 112 000
Capacity factor 32.0% 25.8%
Annual energy efficiency 18.8% 9.9%
Annual expenses ($106)

Capital charge 16.69 11.95
Operation & maintenance expense 0.61 0.18
Total 17.30 12.13

30-YR Levelized energy cost ($/kWh)
Capital charge 0.119 0.106
Operation & maintenance costs 0.004 0.002
Total ($/kWh) 0.123 0.106

electricity. Photovoltaics is more than twice as expensive. However, this cost can be
attractive for a part of the electricity generated by a utility, such as when it meets peak
power demand.

For the end-user, the cost of the conventional electricity can be very similar to
the one in the table. The cost of installing a PV grid-connected system in a house or
building is not much more expensive than the centralized power plant presented in the
table but the marketing cost of this distributed residential product will increase the final
installation cost. It is to be stressed, that the costs used here are merely an indication
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of the relative significance of various factors. These assumptions and model parameters
may not apply to some immature or as-yet undeveloped technologies. Yet, these exercises
can be useful to decision makers, especially if complemented by sensitivity studies (as in
Chapter 21).

As a final comment, the costs presented in this section are final costs calculated
by a detailed account of all the elements utilized in a plant or module and an estima-
tion of the performances achieved. In contrast, the costs in Section 1.5 are based on
fundamental economic laws that are found empirically to occur regardless of technolog-
ical details, yielding costs as a function of the time. Thus, the costs, as calculated in
the present section, may be considered as a point of that curve, to occur somewhere in
the future.

Of course, all components in the system have some parasitic power loss. Yearly
average AC efficiencies of 10% are common in a well-managed grid-connected system
with modules starting at 14%. Much of this loss can be attributed to temperature: cells
operate at 20 to 30◦C over the ambient which reduces their efficiency and output since
efficiency decreases with temperature (except for a-Si). Additionally, 8 to 10% relative
losses are expected for the DC–AC conversion in the inverter. Round trip battery losses
(charge–discharge) in stand-alone applications can be an additional relative 10 to 20%.

1.12 FUTURE OF EMERGING PV TECHNOLOGIES

The solar resource is huge although its energy density is rather low. However, it is not so
low as to lose any hope of massive utilization but it is not high enough to make it easy.

Obviously, the proper strategy for recovering a dispersed resource is to do it with
high efficiency at a low cost per area. But the standard PV-effect, as described in this
chapter, only delivers to the external circuit with high efficiency those charge carriers
generated by the few photons with energy close to the band gap. The excess energy of
photons whose energy is greater than the band gap is typically wasted as heat. Even
worse, all of the energy of the photons whose energy is below the band gap is wasted
since they are not absorbed and therefore generate no charge carriers.

Thus, as described in detail in Chapter 4, the maximum efficiency that can be
obtained under the best conditions from a single junction solar cell is in the range of 40%.
The best efficiency so far obtained for single-junction solar cells is 27.6%, with GaAs
research-type cells [75] under concentrated sunlight of 255 suns, that is, of 255 times the
unconcentrated standard power density (i.e. at 255 kW/m2). Typical commercial silicon
cell efficiency is ∼15% measured at standard conditions (input optical power density of
1 kW/m2, 25◦C and standard terrestrial solar spectrum).

One way of extracting more power from the sun is to use stacks of cells of semi-
conductors having different band gaps. Higher band gap semiconductors are located on
top of the stack allowing photons of energy less than their band gap to pass through,
where they can be absorbed by inner cells of lower band gap. The limit efficiency of
these stacks, as presented in Chapter 4, with infinite number of cells of different band
gap is 86%, as compared with the 40% of the single band gap cells. Efficiencies up to
32% (under standard unconcentrated terrestrial solar spectrum) have been achieved for a
monolithic three band gap stacked cells of GaInP/GaAs/Ge [76].
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The interest in multijunction cells has been reawakened by the requirements of
space cells, where price is less relevant than the performance in many cases (Chapter 10).
However, they can be used in terrestrial applications provided they are operating at very
high concentration. There is a trend to develop cells operating at 1000 suns. Efficiencies
up to 26% with a single band gap GaAs solar cell [77] and of over 29% with a double
band gap GaInP/GaAs cells [78] have been achieved (Chapter 9). Also, the development
of low-cost concentrators able to operate at 1000 suns is a subject of current research [79].
The prospects are very promising because such technologies predict in the long-term to
produce electricity competitive with conventional sources. A cost estimate is presented in
Table 1.5. In the 1-J no learning case, the costs are similar to those in Table 1.4. However,
in the learning case the costs are, in extremely good locations (EGL), very competitive
with conventional electricity, provided that we achieve very high efficiencies. In this
calculation, the experience factor for the cells is the same as in microelectronics; for the
rest of the elements the learning curve is same as the present one for modules [80].

The role of the experience factor has been stressed when describing Figures 1.6
and 1.7. Conventional cells have a relatively low experience factor, we think, because they
are limited in the maximum efficiency they can reach. Multijunction cells, in contrast,
have a much higher efficiency limit and therefore they can progress in efficiency for a
longer time. This is one reason to attribute to them a faster experience factor.

Multijunction cells are also crucial to the success of the thin-film photovoltaics. In
the a-Si thin-film PV technology, the highest cell and module efficiencies being reported
for the past decade are for triple junctions as described in Chapter 12. The use of mul-
tijunction cells in thin films might lead to a faster learning curve and hence reduced
costs. The band gap of various polycrystalline alloys of Cu(InGa)Se2, Cu(InAl)Se2,
Cu(InGa)(SeS), or CdZnTe can be varied with alloying. The theoretical efficiency of
a tandem device with a 1.6 to 1.8 eV band gap top cell and a 1.0 to 1.2 eV band gap
bottom cell exceeds 30%. In all cases, the top cell must provide the majority of the power.

Table 1.5 Costs for very high-efficiency 1000 suns-concentrating sys-
tems [80] for one junction (1-J) and four junctions (4-J) cells. NDI stands
for Normal Direct Irradiation. EGL stands for extremely good location
with NDI = 2700 W·m−2·year−1. “No learning” means with present costs
(2002) while “learning” means they are reduced by a learning curve with
experience factor of 0.32

Cost element 1-J,
no learning

4-J,
learning

Cells ($ per cm2 cell area) 13.4 4.43
Module ($ per aperture area) 265 113
Cell efficiency (%) 23.1 45
Module efficiency (%) 19.0 37.1
Plant price ($ per m2 aperture area) 526 271
Madrid NDI (W·m−2·year−1) 1826 1826
Performance ratio 0.606 0.606
Electricity costs in Madrid ($ per kWh) 0.186 0.050
Electricity costs in EGL ($ per kWh) 0.131 0.035
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Yet, in all these alloy systems, material quality and device performance degrades substan-
tially for band gaps exceeding 1.4 to 1.6 eV, depending on the materials (see Chapter 13).
A very productive area for research will be to either improve these materials when they
are produced with high band gaps or to develop new alloys. Any multijunction process
must be sequentially compatible from beginning to end.

Besides the multijunction effort, other concepts are in place for attempting a bet-
ter utilization of the solar spectrum, such as the Intermediate Band (IB) concept [81],
which is described further in Chapter 4. A band, with electron states in the center of the
band gap, would permit the passage of electrons from the valence band to the conduction
band by means of two low-energy photons, one pumping electrons from the valence to
the intermediate band and the other pumping the electron from this band to the conduc-
tion band. This concept presents a potential behavior which is somewhat better than the
multijunction cell stack with two semiconductors. Nanotechnology is a means of pro-
ducing this intermediate band [82], and the basic effect sketched above seems to have
been proved already by using quantum dots [83]. Quantum dots are droplets of one mate-
rial in a host of another material of higher band gap. The droplets are very small and
exhibit quantum effects among which is the appearance of intermediate bands or levels.
Alloys might also be found with intermediate band [84], but no practical realization of
this concept has been shown so far. Other new type devices, although not easy to realize
today, are also envisioned. The theoretical basis of all these new devices can be found in
Chapter 4.

Finally, solar cells have been constructed which do not operate on the photovoltaic
effect but on charge transfer between molecular orbitals, as in photosynthesis. Their
potential for efficient absorption of the spectrum depends on “tuning” the chemistry of
organic dyes, as described in Chapter 15. Presently the subject of much research, dye-
sensitized solar cells have achieved >10% efficiency but have many challenges regarding
stability and manufacturability.

1.13 CONCLUSIONS

Photovoltaics constitutes a new form of producing electric energy that is environmentally
clean and very modular. In stand-alone installations, it must use storage or another type of
generator to provide electricity when the sun is not shining. In grid-connected installations
storage is not necessary: in the absence of sunlight, electricity is provided from other
(conventional) sources.

PV electricity is highly appreciated by the public. It is unique for many applications
of high social value such as providing electricity to people who lack it in remote areas.
Often, international donor agencies are providing the funding, as many of the users are
very poor. Photovoltaics is very suitable as the power supply for remote communication
equipment. Its use is increasing rapidly to produce electricity in grid-connected houses
and buildings in industrialized countries, despite a 5 to 10 times higher cost than conven-
tional electricity. Often, publicly funded programs are required to enable photovoltaics to
compete by partially offsetting its higher costs.

Largely, because of grid-connected PV applications such as homes and businesses,
the expansion of the PV market has been very rapid in the last years of the twentieth



40 SOLAR ELECTRICITY FROM PHOTOVOLTAICS

century and it is expected to continue during the next few years of the twenty-first cen-
tury. Then, the growth will probably continue at a slower pace unless new technological
advances are developed and commercialized. In that case, growth could accelerate.

Photovoltaics is poised to become a large global high-tech industry, manufacturing
and selling modules in nearly every country. Governments and entrepreneurs should be
aware of this. Public R&D support has always been generous. It must continue to be so for
those countries that want to maintain leadership in this technology. Partial subsidization
of PV installations is permitting an unprecedented development of the PV industry and
will also help the industry of the countries involved in this endeavor to take the lead.

Crystalline Si technology, both monocrystalline and multicrystalline is today clearly
dominant, with about 90% of the market. It will remain dominant at least for the next ten
years. The trend is towards the multicrystalline option. Si is one of the most abundant
elements in the Earth’s crust but the purified Si used in today’s solar cells is obtained
primarily as off-grade poly-Si and scrap wafers from the microelectronic industry. Soon
it will not be enough for the growing PV industry. Thus, some concerns exist regarding
a shortage of the purified silicon for the PV industry. However, it is doubtful that Si
technology will be able to reach competition with conventional electricity. Consequently,
low-cost alternatives and high-efficiency novel concepts, many already in development,
are needed.

Thin-film technology is one of the candidates to take over from Si technology in
the long-term. There are many technological options regarding thin-film materials and
methods of deposition but their primary claim to the throne currently occupied by Si is
that they can be ultimately produced at much lower cost.

Concentration of sunlight is another candidate for mass penetration of photo-
voltaics, although it will not be easily accepted for the grid-connected houses, one of
the most promising applications today. Concentrators will probably find incipient niche
markets in big stand-alone applications or as small, central-power plants during the
present decade.

Finally, new materials and device designs based on III-V semiconductor alloys,
such as GaInP allowing more efficient use of the solar spectrum are now being developed
for space applications. With the use of concentrators, they may be of interest for terrestrial
applications, with the potential of reaching competitive costs with conventional electricity.
Other options, such as quantum dots and dye-sensitized solar cells, are still in the initial
research phase. They must compete not only with the ubiquitous Si but also with the
other options, mentioned above for funding for further development.

Thus, photovoltaics possesses a panoply of novel technologies that almost ensures
that alternatives will be available when the current Si wafer technology cannot reach prices
low enough to compete with conventional electricity. If this happens, a strong industry
and infrastructure – first developed for the Si technology – will be able to seamlessly take
this new PV technology and apply it worldwide. In any case, the present “subsidies” to
research or application must be considered as public investment in a policy with strong
public support and long-term human benefits.

The widespread contribution of PV electricity in electric grids will require a new
type of grid management that can accept small generators as well as small consumers. On
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the other hand, hybrid forms of electricity generation, including photovoltaics, will play
an important role in the future development of stand-alone applications and minigrids.
The general cost reduction will make photovoltaics available to more and more people
in developing countries helping their development with little degradation of air quality
associated with fossil-fuel generators.

In summary, it is very likely that photovoltaics will become in the next half century
an important source of world electricity. Public support and global environmental concerns
will keep photovoltaics viable, visible, and vigorous both in new technical developments
and user applications. Nations which encourage photovoltaics will be leaders in this
shining new technology, leading the way to a cleaner, more equitable twenty-first century,
while those that ignore or suppress photovoltaics will be left behind in the green, economic
energy revolution.
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2
Motivation for Photovoltaic
Application and Development

Joachim Luther

Fraunhofer Institut für Solare Energiesysteme, Heidenhofstr 2 D-79110
Freiburg, Germany

Photovoltaics is the technological symbol for a future sustainable energy supply system
in many countries. A considerable amount of money is invested in research, development
and demonstration; several governments set up substantial market introduction programs
and industry invests in larger production facilities. No other renewable energy technology
receives such a strong appreciation by the public and to an increasing extent also by the
politicians and the industrial and financial sectors. This is a remarkable situation since at
the same time photovoltaic (PV) electricity is regarded as much too expensive compared
to conventional grid electricity. The high and justified recognition of photovoltaics may
be understood on the basis of a description of the main positive features of this kind of
solar electricity conversion.

2.1 CHARACTERISTICS OF PHOTOVOLTAIC ENERGY
CONVERSION

Photovoltaics aims at two areas of application. One is the power supply for off-grid
professional devices and supply systems (e.g. telecommunication equipment, solar home
systems) and the other is large-scale electricity generation as a substitute for and a com-
plement to today’s non-sustainable energy processes. With respect to the latter, the global
potential of PV electricity is of key importance. Figure 2.1 shows the technical and the
theoretical potential of several renewable energy sources. The theoretical potential does
not take into account land use restrictions, conversion efficiencies, storage requirements
and so on. The technical potential on the other hand must not be confused with short-term
economic potentials, since price situations and capital requirements for activating these
energy sources on a large scale are not considered.

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
 2003 John Wiley & Sons, Ltd ISBN: 0-471-49196-9
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Units: exajoule per year

Resource Current
use

Technical Theoretical
potentialpotential

Hydropower 9 50 147

Biomass energy 50 >276 2900

Solar energy 0.1 >1575 3900000

Wind energy 0.12 640 6000

Figure 2.1 Current use and current potentials of selected renewable energy sources [1]. For com-
parison: global primary energy demand 402 exajoule/annum (1998). The electricity part of “current
use” has been converted to primary energy utilising an efficiency factor of 0.385

Nevertheless, two important conclusions may be drawn from Figure 2.1: (1) even
under strong area restrictions (e.g. utilisation of a small percentage of the land area)
and guarded assumptions of overall technical efficiencies, solar energy conversion alone
could in principle produce considerably more technical energy than is consumed today and
(2) compared to other renewable sources, solar radiation is by far the largest. A sustainable
global energy system that is strongly based on renewable sources will in the long run
mainly be a solar energy system. With respect to the technology of solar electricity
production, this means solar thermal power plants and photovoltaics. The application
of thermal power plants is restricted to areas with high and direct insulation; flat-plate
(standard) PV modules may be applied practically everywhere in the world since they
convert diffuse and direct (beam) radiation with approximately the same efficiency.

Photovoltaic energy conversion meets the important requirements of a sustainable
energy production in an obvious way. During operation there is no harmful emission or
transformation of matter (generation of pollutants), nor any production of noise or other
by-products. PV energy conversion is a technologically elegant one-step process avoid-
ing conventional thermodynamic or mechanical intermediate steps. On the other hand,
production of PV modules and system components will – as any industrial device produc-
tion – include material transformation and the production of wastes. Thus, it is extremely
important to realise PV conversion technologies that comply with the requirements of
environmentally benign production schemes.

Though characterised by the high global potential given in Figure 2.1, the area-
specific power density of solar radiation is relatively low, that is, approximately 100 W/m2

on the average. This means that the global harvesting of solar resources necessarily
requires a large-area production of energy converters. Appropriate recycling strategies
will thus be essential for the energy-relevant application of photovoltaics. Already today
standard silicon-wafer PV-technology meets in principle the requirements with respect to
recycling and sustainable production.

Photovoltaic energy conversion is highly modular. Installations may vary between
milliwatts for consumer products (watches) to megawatts in the case of grid-connected
power plants. From a market point of view, this gives rise to a broad variety of PV applica-
tions. For the professional energy supply business, modularity is especially important with
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respect to the development of electricity supply systems in many rural and remote areas
where grid extension is economically not feasible. Starting from low power installations,
PV modules may be gradually added to suitable systems in order to cope with the growing
energy demands. In this way electricity supplies can be realised avoiding too high initial
investments. In the context of rural electrification and also for the professional energy
supply of off-grid electronic devices, the low maintenance characteristic of photovoltaics
is regarded as a considerable advantage. The absence of moving parts, the robustness
against harsh environment and the lack of fuel supply requirements (exception: hybrid
systems) make photovoltaics a well-suited energy supply technique for a vast area of
stand-alone energy supplies.

Another positive characteristic of PV is that it may be seen as part of the rapidly
growing semiconductor industry/market. This relation facilitates a strong technology trans-
fer from a mature industry to the emerging PV industry. Parallel to this the affinity
opens the prospect of new big industries creating considerable business and employ-
ment opportunities.

The strong market growth of photovoltaics over the last two decades (Figure 2.2)
and the high recognition of this technology could not be understood if there had not been
a continuous and strong reduction in PV system and module prices.

Figure 2.3 shows the price-experience curve (learning curve) until 2000. Each
doubling of the module shipment resulted on the average in a market price reduction of
20%. It is generally accepted that it is possible to cut down the prices by another factor of
two utilising mass production lines based on today’s crystalline silicon-wafer technology.
Considerable further cost reduction seems feasible since new and most probably least
costly PV technologies are already in the state of pilot production (thin-film cells) or under
investigation in laboratories: cells based on III/V materials and optical concentration, cells
using dyes or organic compounds for energy conversion and so on. Thus, there is a good

1981 1983 1985 1987 1989 1991 1993 1995 1997 1999 2001
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Figure 2.2 Evolution of the global photovoltaic market [2]. Until 1996 the growth rate was
approximately 15%/annum. Today’s growth rates are in the order of 30%/annum
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Figure 2.3 Price-experience curve of the photovoltaic market until 2000 [2]. Scale: double log-
arithmic. The slope of the curve is characterised by a factor f = 0.8. This means that a doubling
of the photovoltaic shipment resulted in a price reduction down to 80%

chance of at least a break even between PV electricity and conventional electricity prices,
given that the external (social) costs of non-sustainable electricity are properly taken
into account.

2.2 A LONG-TERM SUBSTITUTE
FOR TODAY’S CONVENTIONAL ELECTRICITY
PRODUCTION – THE ECOLOGICAL DIMENSION
OF PHOTOVOLTAICS

A sustainable development has to respect certain guard rails. With respect to the
energy supply system, these are mainly determined by the global warming/CO2 problem
(Figure 2.4). A global warming of more than 2◦C (with respect to the pre-industrialised
period) and a warming rate of 0.2◦C per decade seems to be the upper limits for a
development that may be kept under control. These settings are in accordance with the
results of recent studies of the International Panel on Climate Change [3].

Since preservation and expansion and especially the transformation of energy sys-
tems require important investments, a strategy of large stopping-distances seems reason-
able. For example, the German Advisory Council on Global Change proposes a continuous
CO2 reduction rate of 1% per year over the next 150 years [3]. If one strives for a fair
and rational distribution of the worldwide reduction obligations, the highly industrialised
nations have to reduce their CO2 emissions until 2050 by almost 80% relative to the 1990
level [3]. This reduction mainly affects the energy sector including fuels for transportation.
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Figure 2.4 Past and future CO2 atmospheric concentrations (a) and variations of the Earth’s sur-
face temperature (b). Time span: year 1000 to year 2100. The projections on the right sides are
based on scenarios of the Intergovernmental Panel on Climate Change (IPCC) [4]. Reproduced by
permission of Cambridge University Press
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As far as can be seen today, such reduction goals may – in a socially acceptable
way – only be realised if renewable energy technologies are applied worldwide on a really
large scale. For electricity production, this means above all the use of photovoltaics and to
a lesser (but important) extent wind energy, biomass conversion and solar thermal power
plants. Thus, the principal ecological dimension of photovoltaics is extremely high. The
question arises of course whether we can activate this potential in due time. With respect
to this, at least two sub-problems have to be addressed: (1) how fast can the industry
produce the required large-area PV energy conversion systems and (2) is it possible to
establish a strong long-lasting market-driving mechanism that conforms with today’s ideas
of a competitive market.

During the last few years, annual market growth rates and thus the increase in
industrial PV production have been in the order of 15 to 30% (Figure 2.2). The main
drivers behind this impressive growth are several governments and consumers who see an
urgent need for a transformation of today’s energy systems towards sustainability [5–7].
Financial-support mechanisms have been developed that include clear components of
competition inside well-defined areas of energy supply technologies. The financial support
is justified by the high potential of PV electricity and its ecologically benign character. On
the other hand, such schemes have to be limited in time, which is especially important if
the promoted markets evolve exponentially. Thus, the question arises whether grid-coupled
PV electricity will become cost-effective within reasonable time frames. Figure 2.5 shows
a cost projection of base-load, peak-load and photovoltaic electricity.

The assessment is based on an extrapolation of the prize experience curve given in
Figure 2.3, a PV-market growth rate of 20%/annum and an increase of conventional elec-
tricity costs by 2% per year. Under these assumptions, a break even between peak load and

Photovoltaics
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Figure 2.5 Cost projections for photovoltaic electricity. The upper boundary of photovoltaic costs
reflects the meteorological situation of Germany, the lower boundary that of Southern Europe [8]
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solar electricity is found around 2025; a break even with costs from conventional base-load
power plants is not reached in the first half of this century.

The extrapolation of a prize experience curve over several decades bears, of course,
a considerable risk. On the other hand, there are good technological arguments that the
price-experience curve will continue to decrease in a similar way as in the past for a
considerable time span; a strong reduction in the slope of the curve most probably will
not be encountered before a further price reduction by a factor of 3 to 5 is reached. It is
important (and essential) to mention that most probably this statement is also valid for
the balance of system components such as power electronics and so on.

Many conclusions may be drawn from a graph such as that given in Figure 2.5
(based partly on an arbitrary set of parameters). If one aims, for example, at an effi-
cient transformation of today’s electricity supply system, one may propose an energy tax
on environmentally and socially non-benign energy sources in order to establish com-
petitive market situations at a significantly earlier time. This tax could be based on the
internalisation of external costs of the different competing energy supply technologies.
In order to allow for a smooth evolution towards sustainability, such a tax should be
introduced gradually. If one assumes, for example, a continuous additional tax-induced
cost increase of electricity from conventional peak- and base-load power plants of 2%
per year, the break even in Figure 2.5 for peak load would occur around 2015 and that
for base load around 2030. The public income from such an energy tax could be invested
in research and development in the field of renewable energies and in energy efficiency
measures. This would support, for example, the continuity of cost reduction of photo-
voltaics (Figure 2.3) as well as the reduction of the gross energy demand and thus of the
energy-related financial burdens.

From an industrial point of view, a strong evolution of PV electricity generation
could produce an interesting global market. A long-term price-experience factor f = 0.82
(see caption to Figure 2.3) and a market growth rate of 20% per year would generate, for
example, the following global markets for PV-modules: 2010 2 × 109 ¤, 2020 9 × 109 ¤
and 2030 30 × 109 ¤ [8]. The additional market for system components and integration
will probably be of the same order. The prospects of such substantial markets are the
motivation of today’s considerable industrial investments in PV production capacities.

It has been shown so far that if it is possible to maintain a price-experience evo-
lution as shown in Figure 2.3 and if governments adopt a serious energy tax strategy,
electricity from photovoltaics may become cost-effective between approximately 2015
(peak power) and 2030 (bulk power). Attractive high-technology markets could develop
in the near future. One question still to be answered is ‘when will photovoltaics contribute
considerably to the global electricity generation?’

In a speculative way, this question may be addressed by stipulating conceivable
long-term growth rates for PV electricity generation (Figure 2.6). Rates of 26%/annum
results in a growth factor of 10 over one decade. Starting at present-days low level it
will – even under these conditions – take at least three to four decades for photovoltaics
to contribute in a substantial way to the global electricity demand (for rural electrification
see Section 2.3). After this starting period, photovoltaics can become one main supplier of
electric energy in the future energy mix. Growth rates of 15% per year on the other hand
produce just a growth factor of four over one decade; under such conditions, photovoltaics
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Figure 2.6 Scenarios of global photovoltaic electricity production under the assumption of con-
stant growth rates of 25%/annum, 20%/annum and 15%/annum. The solid curve represents 10%
of the global electricity demand assuming a constant growth rate of 2%/annum. A linear scale is
used for the energy axis. Thus, although growing exponentially, the energy production by means
of photovoltaics is not visible on the scale used until the year 2020

may become a major player only in the second half of our century. Since the man-made
climatic problems call for a fast and forceful solution that is both environmentally benign
and socially acceptable, high and continuously high growth rates for photovoltaics are
extremely advisable.

The liberalisation of the energy market has led to new and innovative con-
cepts, especially in the electricity sector. One of these is the distributed generation
scheme – kilowatt to several megawatt installations instead of central units in the gigawatt
range. Its main advantages are dispersed on-site heat and power cogeneration, electrical
stabilisation of grids especially at the low voltage level, distributed reserves in the case of
supply problems and partly favourable investment situations. PV electricity generation is
well adapted to the distributed generation scheme (Figure 2.7). This is especially the case
if peak-load conditions in the grids are considered that are strongly correlated with solar
insolation: cooling and climatisation units. Also, the extreme modularity of photovoltaics
turns out to be advantageous for distributed generation. Distributed peak power production
will be most probably the first energy market application for optical concentrator PV
power stations.

If performed on a continental or even intercontinental level, the highly dispersed
application of photovoltaics will also lead to a strong levelling out of its stochastic local
power generation characteristics. The remaining slowly varying time pattern of the lumped
electricity production (diurnal, seasonal variations) can be compensated (of course, at extra
costs) by the control of complementary electricity sources or in the long run by means of
storage technologies.
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Figure 2.7 Distributed power generation by means of photovoltaics. The roof-integrated photo-
voltaic system has a peak power of 5 kW

Another area that should be highlighted separately is façade- and roof-integrated
grid-coupled photovoltaics. If done in an aesthetically promising way, PV claddings may
substitute prestigious building elements. These applications may become the first mass
market for homogeneous-looking thin-film PV modules. Even if the area-related invest-
ment costs of a PV building element is higher than the cost of conventional high-end
elements, the electricity generated and the benefit of architectural double uses (Figure 2.8)
may compensate for this difference within a reasonable time.

Figure 2.8 Photovoltaic integration into the glazing of a shed roof. In this case, photovoltaic cells
serve also as optical shading elements for the space below, preventing overheating under summer
conditions
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2.2.1 In Summary

The technical potential of PV electricity is high enough to contribute considerably to the
abatement of the man-made global CO2 problem. With the help of medium-term financial
supports and long-term energy taxes (motivated by external costs), the technical potential
may be exploited economically. Under grid-coupled operation, photovoltaics will most
probably become cost-effective for distributed peak power production and for applications
in the building sector (as cladding element). Solar electricity generation has to grow by
three orders of magnitude before it encounters a (extrapolated) 10% level of the global
electricity demand. Assuming ambitious growth rates, this process of transformation will
take three to four decades.

2.3 A TECHNOLOGICAL BASIS FOR OFF-GRID
ELECTRICITY SUPPLY – THE DEVELOPMENT
DIMENSION OF PHOTOVOLTAICS

Two billion people worldwide have no access to commercial electricity. When possi-
ble, they cover their needs for electricity-based services by means of primary batteries,
rechargeable batteries (car batteries) or small fossil fuel–driven generator sets. In many
(if not in most) cases these supply schemes are very costly, uncomfortable, unreliable and
ecologically questionable. This results in the fact that for a large fraction of the global
population, services such as electric light, radio, television, telecommunication, health
services, clean water, cooling, electromechanical energy and so on are not at all available
or are available only at a very low level. It must be stressed that these electricity-based
benefits are amongst others crucial for education, business and small commercial activities
(handicrafts, agriculture, food processing etc.). Thus the lack of a stable and affordable
electricity supply hinders the development of many rural and remote areas. This is ethi-
cally not acceptable; it may lead to a destabilisation of regions and foster the growth of
megacities, just to name three important reasons why this situation cannot be regarded as
socially sustainable.

Beyond the low power level of primary batteries, there are mainly three world-
wide applicable technology groups that are able to contribute in a professional way to
the electricity supply of remote areas: grid extension, diesel generator sets and renewable
energies. The most prominent amongst the renewables are small hydro, wind and photo-
voltaics. All technologies mentioned will eventually contribute to the electricity supply
of rural and remote areas.

At first sight, grid extensions seem to be the most natural and technologically
elegant way to overcome shortages in the electricity supply. It turns out, however, that the
initial investments for such a strategy are prohibitively high if the consumers are scattered
over large areas and if the average electricity demand, that is, the energy transported over
the lines, is relatively small. Under these situations it is mostly impossible to recover
the investments by selling electricity to the dispersed consumers or to raise it through
subsidies from governmental organisations.

The alternatives to grid extension are renewables and diesel electric systems. In
the following text, the benefits and characteristics of photovoltaics will be discussed.
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Off-grid PV energy supply characteristics

High reliability

High lifetime

Low maintenance

No fuel required

Favourable extensibility
(modularity)

Easy to transport (modularity)

Suitable for harsh environmental
conditions

Suitable for mobile energy supply

Environmentally benign
(no waste, noise, fuel transports)

Figure 2.9 Characteristics of off-grid photovoltaic energy supply systems

Figure 2.9 summarises some of the salient features of photovoltaics for off-grid elec-
tricity supply. The main disadvantage of PV systems is the comparatively high initial
investments. Diesel systems on the other hand produce relatively low initial investments
but high running costs especially due to fuel requirements.

Off-grid electricity supply systems generally need energy storages. In the case of
diesels these are the fuel tanks, and in PV systems electrochemical batteries are applied.
Especially because of this fact, solar electric systems are not maintenance-free (though
their behaviour with respect to maintenance and wear is generally significantly more
favourable than it is for diesel systems). For reliable operation, the storage battery has
to be exchanged at regular intervals. Figure 2.10 indicates clearly that at present it is not
the PV module but the system electronics (including installation) and the storage devices
that constitute the main lifetime cost factors. Thus research and development in the fields
of system technology and solar batteries would be highly supportive for an accelerated
introduction of PV off-grid systems worldwide.

Battery

Electrical installation

Planning

Inverter

PV generator28%

10%

13%

23%

26%

19%
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21%

43%

Initial investment 20 years lifetime costs

Figure 2.10 Initial versus lifetime costs of small professional autonomous photovoltaic sys-
tems – a typical example. System data: PV 1.3 kWp, battery 35 kWh, battery lifetime 5.4 a, loss
of load probability 0.1%, system site Mexico
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At present, the main applications of photovoltaics in rural and remote areas are
(1) photovoltaic (car-) battery-charging stations where the charged battery is transported
to the electricity consumer, (2) photovoltaic solar home systems for the energy supply of
electric lights, radios and simple television sets and (3) photovoltaic powered pumping
stations for water supply for human requirements and agricultural irrigation.

In particular, the solar home systems have to be highlighted. As might have become
clear from the above discussion, they present today in many cases the technical and
economic optimal solution for a basic electrification in the areas under discussion. The
market volume is in the order of 400 000 systems a year. System prices show increasingly
favourable values (Figure 2.11).

The main barriers to a further accelerated introduction of these technologies into
practice are non-technological in character. Appropriate financing schemes, social inte-
gration, training of engineers and trade and industry structures have to be developed and
efficiently integrated into the societies. Photovoltaics may then become one of the main
pillars of rural electrification. A market volume of 15 to 30 GW per year is expected in
10 to 20 years [8].

It has already been mentioned that modularity is one of the important characteristics
of photovoltaics. In principle, solar home systems may be upgraded step by step. In
suitable cases it will be possible to interconnect the individual systems to form PV village
power supplies. Besides the social management of such structures, a prerequisite for their
widespread applications is the development and industrial production of appropriate power
electronics, load management devices and information schemes. For larger installations,
hybrid systems (e.g. diesel/photovoltaic) may dominate the market in the near future. It is
also conceivable that village power systems may be interconnected by transmission lines
or even connected to the main (possibly weak) grids. All these measures increase the
complexity and most probably also the cost of such systems. On the other hand, because
of technical redundancies and load levelling effects, the performance of such advanced
PV-based electricity supply systems could increase considerably.

Price
(US $)

Price
(%)

Lifetime
(years)

PV-module (53 W) and support

Battery (70 Ah)

Battery charge controller

Lamps, wiring, switches

Delivery, installation, retail margins

Duties and taxes

>20

4

10

5

-

-

Total

200

40

35

35

75

40

425

47

9

8

8

18

10

100

Figure 2.11 Cost break down of a typical solar home system



THE PROFESSIONAL LOW POWER DIMENSION 57

Off-grid PV electricity supply is by no means restricted to the rural areas of devel-
oping countries. Mountain lodges, remotely situated farms, holiday houses and so on
represent a considerable market for PV energy supply also in industrialised countries. Such
installations may be connected to the central grid as well. In these cases photovoltaics
serves as a back-up electricity supply in case of line failure or unreliable electricity supply
from the utility side.

2.3.1 In Summary

Photovoltaics is an excellently suitable solution for low power electricity supply in rural
and remote areas in developing countries. Photovoltaics have a similar but smaller market
in industrialised countries as well. In total, one-third of today’s world population could
benefit from off-grid PV installations. System electronics and storage batteries have to be
further developed in order to address the market in an optimal way. Financial engineering,
social integration of the new technology, training and the installation of an appropriate
trade and industrial infrastructure are the most important prerequisites for a successful
worldwide implementation of off-grid PV electricity supplies.

2.4 POWER SUPPLY FOR INDUSTRIAL SYSTEMS
AND PRODUCTS – THE PROFESSIONAL
LOW POWER DIMENSION

This segment of PV application comprises the electricity supply of consumer products,
professional industrial systems and remote low power systems. In this area, photovoltaics
substitutes or complements the traditional power supply via batteries or small fossil fuel
motor generator sets. The average power demand, especially in the area of consumer
products and professional systems, lies generally in the power range of several milliwatts
to 100 W. On the other hand, a mass market of billions of units may be envisaged
gaining market volumes in the 10-GW range in several decades [8]. The drivers of these
markets are strong technological innovations in the field of telecommunication, dispersed
electronic intelligence and remote sensors/actuators and so on (Figures 2.12. and 2.13).

Such equipments need small amounts of electric energy for operation and standby.
Even if the electric grid is ready-to-hand, wireless and maintenance-free systems are
generally preferred by the users. Maintenance-free here means that costly primary batteries
with limited energy content can be avoided. In many cases photovoltaics may enter this
field of energy supply (1) if the devices are at least temporarily under illumination and
(2) if suitable storage devices are applicable. Thus the availability of small and efficient
storages (rechargeable batteries, capacitors) is a prerequisite for a widespread application
of PV cells in this area.

In this market segment there is a wide range of specific requirements for PV cells.
Communication equipment like mobile phones being characterised by low surface area
and relatively high energy demand call for high efficiency (e.g. 20%) solar cells; wrist
watches on the other hand can be powered by PV cells having only some percentage of
efficiency. PV car roofs need aesthetically optimised precision products, while powering
a last mile repeater for telecommunication links may be done with small standard PV
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Figure 2.12 Personal digital assistant powered by high efficient silicon solar cells. Module effi-
ciency at one sun >20%; efficiency at 1/100 sun, 17%

Figure 2.13 Autonomous emergency phone and information system using photovoltaic
power supply
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modules. The optimal integration of PV cells into the surface of electronic devices may
ask for flexible, geometrically tailored or even coloured components.

Especially for indoor applications it is essential to have light-energy converters
with high conversion efficiencies at low illumination levels.

These diverse and partly conflicting requirements will result in the development of
different types of PV converters, well suited to the individual applications. Dye or organic
solar cells may find their first application in such market segments.

2.5 POWER FOR SPACECRAFT
AND SATELLITES – THE EXTRATERRESTRIAL
DIMENSION OF PHOTOVOLTAICS

The power supply of satellites has been the first professional application of photovoltaics
(Vanguard I, 1958). While at the beginning military activities have been in the fore-
ground of space power supply, today commercial activities play an important role as
well: powering satellites for telecommunication, remote sensing, navigation and so on.

In these obviously off-grid applications, PV power supplies are more or less without
technological competitors. Thus, solar electric systems of this kind would have been

Figure 2.14 Artists view of the “Scarlet Deep Space One Satellite”. The satellite is equipped
with triple-junction GaInP/GaAs/Ge photovoltaic cells. For the first time, optical concentration was
applied with III/V space cells. Courtesy of NASA/JPL/Caltech
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successfully developed even without the terrestrial market addressed above. On the other
hand, the parallel (but partly deferred) evolution of space and terrestrial photovoltaics has
led to many fruitful and essential cross-stimulations.

Solar modules for space applications (Figure 2.14) have to meet other and mostly
more stringent requirements than terrestrial devices such as lowest weight and highest
efficiency, extremely high reliability, high resistivity against extraterrestrial particle radi-
ation (high lifetime) and spectral sensitivity that is well matched to the extraterrestrial
solar spectrum.

Photovoltaic modules meeting corresponding standards have been realised in a
relatively short time span. This success was based on many ingenious inventions and on
the fact that cost reduction has not been the most important issue in the first decade of
satellite technology. Thus, space photovoltaics became, at least initially, the technological
breeder for today’s silicon-wafer-based terrestrial solar cell technology.

A similar technology fertilisation might occur again: About one-half of today’s
space solar cells are already made from GaAs and related compound semiconductors
(Figure 2.14). Such solar cells exhibit considerable higher efficiencies and lifetimes than
Silicon cells. There is a realistic chance that these space-proven technologies become the
basis for a new class of solar cells having light conversion efficiencies in the range of 40
or even 50%. Besides advanced flat-plate solar modules such solar cells, in conjunction
with optical concentrators, constitute a strong technological option for future terrestrial
large-scale electricity generation.
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3
The Physics of the Solar Cell
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3.1 INTRODUCTION

Semiconductor solar cells are fundamentally quite simple devices. Semiconductors have
the capacity to absorb light and to deliver a portion of the energy of the absorbed photons
to carriers of electrical current – electrons and holes. A semiconductor diode separates
and collects the carriers and conducts the generated electrical current preferentially in a
specific direction. Thus, a solar cell is simply a semiconductor diode that has been carefully
designed and constructed to efficiently absorb and convert light energy from the sun into
electrical energy. A simple conventional solar cell structure is depicted in Figure 3.1.
Sunlight is incident from the top on the front of the solar cell. A metallic grid forms
one of the electrical contacts of the diode and allows light to fall on the semiconductor
between the grid lines and thus be absorbed and converted into electrical energy. An
antireflective layer between the grid lines increases the amount of light transmitted to
the semiconductor. The semiconductor diode is fashioned when an n-type semiconductor
and a p-type semiconductor are brought together to form a metallurgical junction. This
is typically achieved through diffusion or implantation of specific impurities (dopants) or
via a deposition process. The diode’s other electrical contact is formed by a metallic layer
on the back of the solar cell.

All electromagnetic radiation, including sunlight, is composed of particles called
photons, which carry specific amounts of energy determined by the spectral properties
of their source. Photons also exhibit a wavelike character with the wavelength, λ, being
related to the photon energy, Eλ, by

Eλ = hc

λ
(3.1)

where h̄ is Plank’s constant and c is the speed of light. Only photons with sufficient energy
to create an electron–hole pair, that is, those with energy greater than the semiconductor

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
 2003 John Wiley & Sons, Ltd ISBN: 0-471-49196-9



62 THE PHYSICS OF THE SOLAR CELL

n-type  layer

p-type layer

Metal contact

Metal grid Antireflective layer

Sunlight

e−h+

e−h+

Figure 3.1 A schematic of a simple conventional solar cell. Creation of electron–hole pairs, e−
and h+, respectively, is depicted

band gap (EG), will contribute to the energy conversion process. Thus, the spectral nature
of sunlight is an important consideration in the design of efficient solar cells.

The sun has a surface temperature of 5762 K and its radiation spectrum can be
approximated by a black-body radiator at that temperature. Emission of radiation from
the sun, as with all black-body radiators, is isotropic. However, the Earth’s great distance
from the sun (approximately 93 million miles) means that only those photons emitted
directly in the direction of the Earth contribute to the solar spectrum as observed from
Earth. Therefore, for practical purposes, the light falling on the Earth can be thought of as
parallel streams of photons. Just above the Earth’s atmosphere, the radiation intensity, or
Solar Constant, is about 1.353 kW/m2 [1] and the spectral distribution is referred to as an
air mass zero (AM0) radiation spectrum. The Air Mass is a measure of how absorption
in the atmosphere affects the spectral content and intensity of the solar radiation reaching
the Earth’s surface. The Air Mass number is given by

Air Mass = 1

cos θ
(3.2)

where θ is the angle of incidence (θ = 0 when the sun is directly overhead). The Air
Mass number is always greater than or equal to one at the Earth’s surface. An easy way
to estimate the Air Mass has been given by Green [1] as

Air Mass =
√

1 + (S/H)2 (3.3)

where S is the length of a shadow cast by an object of height H . A widely used standard
for comparing solar cell performance is the AM1.5 spectrum normalized to a total power
density of 1 kW/m2. The spectral content of sunlight at the Earth’s surface also has a
diffuse (indirect) component owing to scattering and reflection in the atmosphere and
surrounding landscape and can account for up to 20% of the light incident on a solar
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Figure 3.2 The radiation spectrum for a black body at 5762 K, an AM0 spectrum, and an AM1.5
global spectrum

cell. The Air Mass number is therefore further defined by whether or not the measured
spectrum includes the diffuse component. An AM1.5g (global) spectrum includes the dif-
fuse component, while an AM1.5d (direct) does not. Black body (T = 5762 K), AM0, and
AM1.5g radiation spectrums are shown in Figure 3.2. The Air Mass and solar radiation
are described in more detail in Chapters 16 and 20.

The physical principles underlying the operation of solar cells are the subject of
this chapter. First, a brief review of the fundamental properties of semiconductors is
given that includes an overview of semiconductor band structure and carrier generation,
recombination, and transport. Next, the electrostatic properties of the pn-junction diode are
reviewed, followed by a description of the basic operating characteristics of the solar cell,
including the derivation (based on the solution of the minority-carrier diffusion equation)
of an expression for the current–voltage characteristic of an idealized solar cell. This
is used to define the basic solar cell figures of merit, namely, the open-circuit voltage,
VOC; the short-circuit current, ISC; the fill factor, FF; the conversion efficiency, η; and the
collection efficiency, ηC. Much of the discussion here centers on how carrier recombination
is the primary factor controlling solar cell performance. Finally, some additional topics
relevant to solar cell operation, design, and analysis are presented. These include the
relationship between band gap and efficiency, the solar cell spectral response, parasitic
resistive effects, temperature effects, a brief introduction to some modern cell design
concepts, and a short overview of detailed numerical modeling of solar cells.
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3.2 FUNDAMENTAL PROPERTIES OF SEMICONDUCTORS

An understanding of the operation of semiconductor solar cells requires familiarity with
some basic concepts of solid-state physics. Here, an introduction is provided to the essen-
tial concepts needed to examine the physics of solar cells. More complete and rigorous
treatments are available from a number of sources [2–6].

Solar cells can be fabricated from a number of semiconductor materials, most
commonly silicon (Si) – crystalline, polycrystalline, and amorphous. Solar cells are also
fabricated from GaAs, GaInP, Cu(InGa)Se2, and CdTe, to name but a few. Solar cell
materials are chosen largely on the basis of how well their absorption characteristics match
the solar spectrum and their cost of fabrication. Silicon has been a common choice due to
the fact that its absorption characteristics are a fairly good match to the solar spectrum,
and silicon fabrication technology is well developed as a result of its pervasiveness in the
semiconductor electronics industry.

3.2.1 Crystal Structure

Electronic grade semiconductors are very pure crystalline materials. Their crystalline
nature means that their atoms are aligned in a regular periodic array. This periodicity,
coupled with the atomic properties of the component elements, is what gives semiconduc-
tors their very useful electronic properties. An abbreviated periodic table of the elements
is given in Table 3.1.

Note that silicon is in column IV, meaning that it has four valence electrons, that
is, four electrons that can be shared with neighboring atoms to form covalent bonds with
those neighbors. In crystalline silicon, the atoms are arranged in a diamond lattice (car-
bon is also a column IV element) with tetrahedral bonding – four bonds from each atom
where the angle between any two bonds is 109.5◦. Perhaps surprisingly, this arrangement
can be represented by two interpenetrating face-centered cubic (fcc) unit cells where the
second fcc unit cell is shifted one-fourth of the distance along the body diagonal of the
first fcc unit cell. The lattice constant, �, is the length of the edges of the cubic unit cell.
The entire lattice can be constructed by stacking these unit cells. A similar arrangement,
the zincblende lattice, occurs in many binary III–V and II–VI semiconductors such as
GaAs (a III–V compound) and CdTe (a II–VI compound). For example, in GaAs, one
interpenetrating fcc unit cell is composed entirely of Ga atoms and the other entirely of
As atoms. Note that the average valency is four for each compound, so that there are
four bonds to and from each atom with each covalent bond involving two valence elec-
trons. Some properties of semiconductors are dependent on the orientation of the crystal

Table 3.1 Abbreviated periodic
table of the elements

I II III IV V VI

B C N O
Al Si P S

Cu Zn Ga Ge As Se
Ag Cd In Sn Sb Te
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lattice, and casting the crystal structure in terms of a cubic unit cell makes identifying
the orientation easier using Miller indices.

3.2.2 Energy Band Structure

Of more consequence to the physics of solar cells, however, is how the periodic crystalline
structure of the semiconductor establishes its electronic properties. An electron moving
in a semiconductor material is analogous to a particle confined to a three-dimensional
box that has a complex interior structure due primarily to the potential fields surrounding
the component atom’s nucleus and tightly bound core electrons. The dynamic behavior
of the electron can be established from the electron wave function, ψ , which is obtained
by solving the time-independent Schrödinger equation

∇2ψ + 2m

h̄2 [E − U(�r)]ψ = 0 (3.4)

where m is electron mass, h is the reduced Planck constant, E is the energy of the
electron, and U(�r) is the periodic potential energy inside the semiconductor. Solving this
quantum-mechanical equation is beyond the scope of this work, but suffice it to say that
the solution defines the band structure (the allowed electron energies and the relationship
between the electron’s energy and momentum) of the semiconductor and, amazingly, tells
us that the quantum mechanically computed motion of the electron in the crystal is, to a
good approximation, like that of an electron in free space if its mass, m, is replaced by
an effective mass, m∗, in Newton’s law of motion from classical mechanics

F = m∗a (3.5)

where F is the applied force and a is the acceleration of the electron. A simplified energy
band structure is illustrated in Figure 3.3. The allowed electron energies are plotted against
the crystal momentum, p = h̄k, where k is the wave vector (represented here as a scalar
for simplicity) corresponding to the wave function solutions of the Schrödinger equation.
Only the energy bands of immediate interest are shown – energy bands below the valence
band are presumed to be fully occupied by electrons and those above the conduction band
are presumed to be empty. The electron effective mass is thus defined as

m∗ ≡
[

d2E

dp2

]−1

=
[

1

h̄2

d2E

dk2

]−1

(3.6)

Notice that the effective mass is not constant within each band. In addition, near the top
of the valence band, the effective mass is actually negative. Electrons (∗) fill the states
from bottom to top and the states near the top of the valence band are empty (o) due
to some electrons being thermally excited into the conduction band. These empty states
can conveniently be regarded as positively charged carriers of current called holes with
a positive effective mass. It is conceptually much easier to deal with a relatively few
number of holes that have a positive effective mass since they will behave like classical
positively charged particles. The top of the valence band and the bottom of the conduction
band are approximately parabolic in shape and therefore the electron effective mass (m∗

n)
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Figure 3.3 A simplified energy band diagram at T > 0 K for a direct band gap (EG) semiconduc-
tor. Electrons near the maxima in valence band have been thermally excited to the empty states near
the conduction-band minima, leaving behind holes. The excited electrons and remaining holes are
the negative and positive mobile charges that give semiconductors their unique transport properties

near the bottom of the conduction band is a constant, as is the hole effective mass (m∗
p)

near the top of the valence band. This is a very practical assumption that greatly simplifies
the analysis of semiconductors.

When the minimum of the conduction band occurs at the same value of the crystal
momentum as the maximum of the valence band, as it does in Figure 3.3, the semicon-
ductor is a direct band gap semiconductor. When they do not align, the semiconductor
is said to be an indirect band gap semiconductor. This is especially important when the
absorption of light by a semiconductor is considered later in this chapter.

Even amorphous materials exhibit a similar band structure. Over short distances,
the atoms are arranged in a periodic manner and an electron wave function can be defined.
The wave functions from these small regions overlap in such a way that a mobility gap
can be defined with electrons above the mobility gap defining the conduction band and
holes below the gap defining the valence band. Unlike crystalline materials, however,
there are a large number of localized energy states within the mobility gap (band tails and
dangling bonds) that complicate the analysis of devices fabricated from these materials.
Amorphous silicon (a-Si) solar cells are discussed in Chapter 12.

3.2.3 Conduction-band and Valence-band Densities of State

Now that the dynamics of the electron motion in a semiconductor has been approximated
by a negatively charged particle with mass m∗

n in the conduction band and by a positively
charged particle with mass m∗

p in the valence band, it is possible to calculate the density
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of states in each band. This again involves solving the time-independent Schrödinger
equation for the wave function of a particle in a box, but in this case the box is empty. All
the complexities of the periodic potentials of the component atoms have been incorporated
into the effective mass. The density of states in the conduction band is given by

gC(E) = m∗
n

√
2m∗

n(E − EC)

π2h̄3 cm−3 eV−1 (3.7)

while the density of states in the valence band is given by

gV(E) =
m∗

p

√
2m∗

p(EV − E)

π2h̄3 cm−3 eV−1 (3.8)

3.2.4 Equilibrium Carrier Concentrations

When the semiconductor is in thermal equilibrium (i.e. at a constant temperature with no
external injection or generation of carriers), the Fermi function determines the ratio of
filled states to available states at each energy and is given by

f (E) = 1

1 + e(E−EF)/kT
(3.9)

where EF is the Fermi energy, k is Boltzmann’s constant, and T is the Kelvin temperature.
As seen in Figure 3.4, the Fermi function is a strong function of temperature. At absolute
zero, it is a step function and all the states below EF are filled with electrons and all
those above EF are completely empty. As the temperature increases, thermal excitation
will leave some states below EF empty, and the corresponding number of states above
EF will be filled with the excited electrons.

The equilibrium electron and hole concentrations (#/cm3) are therefore

no =
∫ ∞

EC

gC(E)f (E) dE = 2NC√
π

F1/2((EF − EC)/kT ) (3.10)

po =
∫ EV

−∞
gV(E)[1 − f (E)] dE = 2NV√

π
F1/2((EV − EF)/kT ) (3.11)

where F1/2(ξ) is the Fermi–Dirac integral of order 1/2,

F1/2(ξ) =
∫ ∞

0

√
ξ ′ dξ ′

1 + eξ ′−ξ
(3.12)

The conduction-band and valence-band effective densities of state (#/cm3), NC and NV,
respectively, are given by

NC = 2
(

2πm∗
nkT

h2

)3/2

(3.13)
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Figure 3.4 The Fermi function at various temperatures

and

NV = 2
(

2πm∗
pkT

h2

)3/2

. (3.14)

When the Fermi energy, EF, is sufficiently far (>3 kT) from either bandedge, the carrier
concentrations can be approximated (to within 2%) as [7]

no = NCe(EF−EC)/kT (3.15)

and
po = NVe(EV−EF)/kT (3.16)

and the semiconductor is said to be nondegenerate. In nondegenerate semiconductors, the
product of the equilibrium electron and hole concentrations is independent of the location
of the Fermi energy and is just

pono = n2
i = NCNVe(EV−EC)/kT = NCNVe−EG/kT . (3.17)

In an undoped (intrinsic) semiconductor in thermal equilibrium, the number of electrons in
the conduction band and the number of holes in the valence band are equal; no = po = ni,
where ni is the intrinsic carrier concentration. The intrinsic carrier concentration can be
computed from (3.17), giving

ni = √
NCNVe(EV−EC)/2kT = √

NCNVe−EG/2kT . (3.18)
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The Fermi energy in an intrinsic semiconductor, Ei = EF, is given by

Ei = EV + EC

2
+ kT

2
ln

(
NV

NC

)
(3.19)

which is typically very close to the middle of the band gap. The intrinsic carrier concentra-
tion is typically very small compared to the densities of states and typical doping densities
(ni ≈ 1010 cm−3 in Si) and intrinsic semiconductors behave very much like insulators;
that is, they are not very useful as conductors of electricity.

The number of electrons and holes in their respective bands, and hence the con-
ductivity of the semiconductor, can be controlled through the introduction of specific
impurities, or dopants, called donors and acceptors. For example, when semiconductor
silicon is doped with phosphorous, one electron is donated to the conduction band for
each atom of phosphorous introduced. From Table 3.1, it can be seen that phosphorous is
in column V of the periodic table of elements and thus has five valence electrons. Four
of these are used to satisfy the four covalent bonds of the silicon lattice and the fifth is
available to fill an empty state in the conduction band. If silicon is doped with boron
(valency of three, since it is in column III), each boron atom accepts an electron from the
valence band, leaving behind a hole. All impurities introduce additional localized elec-
tronic states into the band structure, often within the forbidden band between EC and EV,
as illustrated in Figure 3.5. If the energy of the state, ED, introduced by a donor atom
is sufficiently close to the conduction bandedge (within a few kT ), there will be suffi-
cient thermal energy to allow the extra electron to occupy a state in the conduction band.
The donor state will then be positively charged (ionized) and must be considered when
analyzing the electrostatics of the situation. Similarly, an acceptor atom will introduce a
negatively charged (ionized) state at energy EA. The controlled introduction of donor and
acceptor impurities into a semiconductor allows the creation of the n-type (electrons are
the primary source of electrical conduction) and p-type (holes are the primary source of
electrical conduction) semiconductors, respectively. This is the basis for the construction
of all semiconductor devices, including solar cells. The number of ionized donors and
acceptors are given by [7]

N+
D = ND

1 + gDe(EF−ED)/kT
= ND

1 + e(EF−E′
D)/kT

(3.20)

and

N−
A = NA

1 + gAe(EA−EF)/kT
= NA

1 + e(E′
A−EF)/kT

(3.21)

where gD and gA are the donor and acceptor site degeneracy factors. Typically, gD = 2
and gA = 4. These factors are normally combined into the donor and the acceptor energies
so that E′

D = ED − kT ln gD and E ′
A = EA + kT ln gA. Often, the donors and acceptors

are assumed to be completely ionized so that no 
 ND in n-type material and po = NA

in p-type material. The Fermi energy can then be written as

EF = Ei + kT ln
ND

ni
(3.22)
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Figure 3.5 Donor and acceptor levels in a semiconductor. The nonuniform spatial distribution of
these states reinforces the concept that these are localized states

in n-type material and as

EF = Ei − kT ln
NA

ni
(3.23)

in p-type material.

When a very large concentration of dopants is introduced into the semiconductor,
the dopants can no longer be thought of as a minor perturbation to the system. Their effect
on the band structure must be considered. Typically, this so-called heavy doping effect
manifests itself as a reduction in the band gap, EG, and thus an increase in the intrinsic
carrier concentration, as can be seen from equation (3.18). This band gap narrowing
(BGN) [8] is detrimental to solar cell performance and solar cells are typically designed
to avoid this effect, though it may be a factor in the heavily doped regions near the solar
cell contacts.

3.2.5 Light Absorption

The creation of electron–hole pairs via the absorption of sunlight is fundamental to the
operation of solar cells. The excitation of an electron directly from the valence band
(which leaves a hole behind) to the conduction band is called fundamental absorption.
Both the total energy and momentum of all particles involved in the absorption process
must be conserved. Since the photon momentum, pλ = h/λ, is very small compared to
the range of the crystal momentum, p = h/�, the photon absorption process must, for
practical purposes, conserve the momentum of the electron.1 The absorption coefficient
for a given photon energy, hν, is proportional to the probability, P12, of the transition of
an electron from the initial state E1 to the final state E2, the density of electrons in the
initial state, gV(E1), and the density of available final states, and is then summed over

1 The wavelength of sunlight, λ, is on the order of a micron (10−4 cm), while the lattice constant is a few
angstroms (10−8 cm). Thus, the crystal momentum is several orders of magnitude larger than the photon
momentum.
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Figure 3.6 Photon absorption in a direct band gap semiconductor for an incident photon with
energy hν = E2 − E1 > EG

all possible transitions between states where E2 − E1 = hν [9],

α(hν) ∝
∑

P12gV(E1)gC(E2), (3.24)

assuming that all the valence-band states are full and all the conduction-band states
are empty. Absorption results in creation of an electron-hole pair since a free electron is
excited to the conduction band leaving a free hole in the valence band.

In direct band gap semiconductors, such as GaAs, GaInP, CdTe, and Cu(InGa)Se2,
the basic photon absorption process is illustrated in Figure 3.6. Both energy and momen-
tum must be conserved in the transition. Every initial electron state with energy E1 and
crystal momentum p1 in the valence band is associated with a final state in the conduction
band at energy E2 and crystal momentum p2. Since the electron momentum is conserved,
the crystal momentum of the final state is the same as the initial state, p1 ≈ p2 = p.

Conservation of energy dictates that the energy of the absorbed photon is

hν = E2 − E1 (3.25)

Since we have assumed parabolic bands,

EV − E1 = p2

2m∗
p

(3.26)

and

E2 − EC = p2

2m∗
n

(3.27)

Combining equations (3.25), (3.26), and (3.27) yields

hν − EG = p2

2

(
1

m∗
n

+ 1

m∗
p

)
(3.28)
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and the absorption coefficient for direct transitions is [9]

α(hν) ≈ A∗(hν − EG)1/2, (3.29)

where A∗ is a constant. In some semiconductor materials, quantum selection rules do not
allow transitions at p = 0 but allow them for p �= 0. In such cases [9]

α(hν) ≈ B∗

hν
(hv − EG)3/2, (3.30)

where B∗ is a constant.

In indirect band gap semiconductors like Si and Ge, where the valence-band maxi-
mum occurs at a different crystal momentum than the conduction-band minimum, conser-
vation of electron momentum necessitates that the photon absorption process involve an
additional particle. Phonons, the particle representation of lattice vibrations in the semi-
conductor, are suited to this process because they are low-energy particles with relatively
high momentum. This is illustrated in Figure 3.7. Notice that light absorption is facilitated
by either phonon absorption or phonon emission. The absorption coefficient, when there
is phonon absorption, is given by

αa(hν) = A(hν − EG + Eph)
2

eEph/kT − 1
(3.31)

and by

αe(hν) = A(hν − EG − Eph)
2

1 − e−Eph/kT
(3.32)

when a phonon is emitted [9]. Because both processes are possible,

α(hν) = αa(hν) + αe(hν). (3.33)

E2

E1

Photon
absorption

Phonon absorption

Phonon emission

Valence
band

Conduction
band

E

p

Figure 3.7 Photon absorption in an indirect band gap semiconductor for a photon with energy
hν < E2 − E1 and a photon with energy hν > E2 − E1. Energy and momentum in each case are
conserved by the absorption and emission of a phonon, respectively
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Figure 3.8 Absorption coefficient as a function of photon energy for Si (indirect band gap) and
GaAs (direct band gap) at 300 K. Their band gaps are 1.12 and 1.4 eV, respectively

Since both a phonon and an electron are needed to make the indirect gap absorption
process possible, the absorption coefficient depends not only on the density of full initial
electron states and empty final electron states but also on the availability of phonons
(both emitted and absorbed) with the required momentum. Thus, compared to direct
transitions, the absorption coefficient for indirect transitions is relatively small. As a
result, light penetrates more deeply into indirect band gap semiconductors than direct
band gap semiconductors. This is illustrated in Figure 3.8 for Si, an indirect band gap
semiconductor, and GaAs, a direct band gap semiconductor. Similar spectra are shown
for other semiconductors elsewhere in this handbook.

In both direct band gap and indirect band gap materials, a number of photon absorp-
tion processes are involved, though the mechanisms described above are the dominant
ones. A direct transition, without phonon assistance, is possible in indirect band gap mate-
rials if the photon energy is high enough (as seen in Figure 3.8 for Si at about 3.3 eV).
Conversely, in direct band gap materials, phonon-assisted absorption is also a possibility.
Other mechanisms may also play a role in defining the absorption process in semicon-
ductors. These include absorption in the presence of an electric field (the Franz–Keldysh
effect), absorption aided by localized states in the forbidden gap, and degeneracy effects
when a significant number of states in the conduction band are not empty and/or when
a significant number of state in the valence band are not full, as can happen in heavily
doped materials (BGN) and under high-level injection (the Burstein–Moss shift). The net
absorption coefficient is then the sum of the absorption coefficients due to all absorption
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processes or
α(hν) =

∑
i

αi(hν). (3.34)

In practice, measured absorption coefficients or empirical expressions for the absorption
coefficient are used in analysis and modeling. The rate of creation of electron–hole pairs
(# of electron–hole pairs per cm3 per second) as a function of position within a solar
cell is

G(x) = (1 − s)

∫
λ

(1 − r(λ))f (λ)α(λ)e−αx dλ (3.35)

where s is the grid-shadowing factor, r(λ) is the reflectance, α(λ) is the absorption
coefficient, f (λ) is the incident photon flux (number of photons incident per unit area
per second per wavelength), and the sunlight is assumed to be incident at x = 0. Here,
the absorption coefficient has been cast in terms of the light’s wavelength through the
relationship hν = hc/λ. The photon flux, f (λ), is obtained by dividing the incident power
density at each wavelength by the photon energy.

Free-carrier absorption, in which electrons in the conduction band absorb the energy
of a photon and move to an empty state higher in the conduction band (correspondingly
for holes in the valence band), is typically only significant for photons with E < EG since
the free-carrier absorption coefficient increases with increasing wavelength,

αf c ∝ λγ (3.36)

where 1.5 < γ < 3.5 [9]. Thus, in single-junction solar cells, it does not affect the cre-
ation of electron–hole pairs and can be ignored (although free-carrier absorption can
be exploited to probe the excess carrier concentrations in solar cells for the purpose of
determining recombination parameters [10]). However, free-carrier absorption is a con-
sideration in tandem solar cell systems in which a wide band gap (EG1) solar cell is
stacked on top of a solar cell of smaller band gap (EG2 < EG1). Photons with energy too
low to be absorbed in the top cell (hν < EG1) will be transmitted to the bottom cell and
be absorbed there (if hν > EG2). Of course, more solar cells can be stacked as long as
EG1 > EG2 > EG3 . . ., and so on. The number of photons transmitted to the next cell in
the stack will be reduced by whatever amount of free-carrier absorption occurs. Tandem
cells are discussed more completely in Chapters 9 and 12.

3.2.6 Recombination

When a semiconductor is taken out of thermal equilibrium, for instance by illumination
and/or injection of current, the concentrations of electrons (n) and holes (p) tend to relax
back toward their equilibrium values through a process called recombination in which
an electron falls from the conduction band to the valence band, thereby eliminating a
valence-band hole. There are several recombination mechanisms important to the opera-
tion of solar cells – recombination through traps (defects) in the forbidden gap, radiative
(band-to-band) recombination, and Auger recombination – that will be discussed here.
These three processes are illustrated in Figure 3.9.
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Figure 3.9 Recombination processes in semiconductors

The net recombination rate per unit volume per second through a single level trap
(SLT) located at energy E = ET within the forbidden gap, also commonly referred to as
Shockley–Read–Hall recombination, is given by [11]

RSLT = pn − n2
i

τSLT,n(p + nie(Ei−ET)/kT ) + τSLT,p(n + nie(ET−Ei)/kT )
(3.37)

where the carrier lifetimes are given by

τSLT = 1

σvthNT
(3.38)

where σ is the capture cross section, vth is the thermal velocity of the carriers, and NT

is the concentration of traps. The capture cross section can be thought of as the size of
the target present to a carrier traveling through the semiconductor at velocity vth. Small
lifetimes correspond to high rates of recombination. If a trap presents a large target to the
carrier, the recombination rate will be high (low carrier lifetime). When the velocity of the
carrier is high, it has more opportunity within a given time period to encounter a trap and
the carrier lifetime is low. Finally, the probability of interaction with a trap increases as the
concentration of traps increases and the carrier lifetime is therefore inversely proportional
to the trap concentration.

Some reasonable assumptions allow equation (3.37) to be simplified. If the material
is p-type (p ≈ po 
 no), in low injection (no ≤ n � po), and the trap energy is near the
middle of the forbidden gap (ET ≈ Ei), the recombination rate can be written as

RSLT ≈ n − no

τSLT,n

. (3.39)
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Notice that the recombination rate is solely dependent on the minority carrier (also called
the limiting carrier). This is reasonable since there are far fewer minority carriers than
majority carriers and one of each is necessary for there to be recombination.

If high-injection conditions prevail (p ≈ n 
 po, no),

RSLT ≈ n

τSLT,p + τSLT,n

≈ p

τSLT,p + τSLT,n

. (3.40)

In this case, the effective recombination lifetime is the sum of the two carrier lifetimes.
While the recombination rate is high due to the large number of excess holes and electrons,
the carrier lifetime is actually longer than in the case of low injection. This can be of
significance in the base region of solar cells, especially concentrator cells (solar cells
illuminated with concentrated sunlight), since the base is the least doped layer.

Radiative (band-to-band) recombination is simply the inverse of the optical gen-
eration process and is much more efficient in direct band gap semiconductors than in
indirect band gap semiconductors. When radiative recombination occurs, the energy of
the electron is given to an emitted photon – this is how semiconductor lasers and light
emitting diodes (LEDs) operate. In an indirect band gap material, some of that energy is
shared with a phonon. The net recombination rate due to radiative processes is given as

Rλ = B(pn − n2
i ). (3.41)

If we have an n-type (n ≈ no 
 po) semiconductor in low injection (po ≤ p � no), the
net radiative recombination rate can be written in terms of an effective lifetime, τλ,p,

Rλ ≈ p − po

τλ,p

(3.42)

where

τλ,p = 1

noB
. (3.43)

A similar expression can be written for p-type semiconductors.

Auger recombination is somewhat similar to radiative recombination, except that
the energy of transition is given to another carrier (in either the conduction band or the
valence band), as shown in Figure 3.9. This electron (or hole) then relaxes thermally
(releasing its excess energy and momentum to phonons). Just as radiative recombination
is the inverse process to optical absorption, Auger recombination is the inverse process
to impact ionization, where an energetic electron collides with a crystal atom, breaking
the bond and creating an electron–hole pair. The net recombination rate due to Auger
processes is

RAuger = (
nn + 
pp)(pn − n2
i ) (3.44)

In an n-type material in low injection (and assuming 
n and 
p are of comparable
magnitudes), the net Auger recombination rate becomes

RAuger ≈ p − po

τAuger,p
(3.45)
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with

τAuger,p = 1


nn2
o

. (3.46)

A similar expression can be derived for minority electron lifetime in p-type material.

Each of these recombination processes occurs in parallel and there can be multiple
and/or distributed traps2 in the forbidden gap; thus the total recombination rate is the sum
of rates due to each process

R =

 ∑

traps i

RSLT,i


 + Rλ + RAuger. (3.47)

An effective minority-carrier lifetime for a doped material in low-level injection is given as

1

τ
=


 ∑

traps i

1

τSLT,i


 + 1

τλ

+ 1

τAuger
. (3.48)

The distribution of traps in the energy gap for specific materials is given in other chapters.

Interfaces between two dissimilar materials, such as, those that occur at the front
surface of a solar cell, have a high concentration defect due to the abrupt termination of
the crystal lattice. These manifest themselves as a continuum of traps within the forbidden
gap at the surface; electrons and holes can recombine through them just as with bulk traps.
This is illustrated in Figure 3.10. Rather than giving a recombination rate per unit volume
per second, surface traps give a recombination rate per unit area per second. A general
expression for surface recombination is [11]

RS =
∫ EC

EV

pn − n2
i

(p + nie(Ei−Et)/kT )/sn + (n + nie(Et−Ei)/kT )/sp

D�(Et) dEt (3.49)

where Et is the trap energy, D�(Et) is the surface state concentration (the concentration of
traps is probably dependent on the trap energy), and sn and sp are surface recombination
velocities, analogous to the carrier lifetimes for bulk traps. The surface recombination
rate is generally written, for simplicity, as [11]

RS = Sp(p − po) (3.50)

in n-type material and as
RS = Sn(n − no) (3.51)

in p-type material. Sp and Sn are effective surface recombination velocities. It should
be mentioned that these effective recombination velocities are not necessarily constants,
though they are usually treated as such.

2 It is unlikely that more than one trap will be involved in a single recombination event since the traps are
spatially separated.
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Figure 3.10 Illustration of surface states at a semiconductor surface or interface between dissimi-
lar materials such as two different semiconductors (heterojunction) or a metal and a semiconductor
(Schottky contact)

3.2.7 Carrier Transport

As has already been established, electrons and holes in a semiconductor behave much
like a free particle of the same electronic charge with effective masses of m∗

n and m∗
p,

respectively. Thus, they are subject to the classical processes of drift and diffusion. Drift
is a charged particle’s response to an applied electric field. When an electric field is
applied across a uniformly doped semiconductor, the bands bend upward in the direction
of the applied electric field. Electrons in the conduction band, being negatively charged,
move in the opposite direction of the applied field and holes in the valence band, being
positively charged, move in the same direction of the applied field (Figure 3.11) – in
other words, electrons sink and holes float. This is a useful conceptual tool for analyzing
the motion of holes and electrons in semiconductor devices. With nothing to impede their
motion, the holes and electrons would continue to accelerate without bound. However, the
semiconductor crystal is full of objects with which the carriers collide and are scattered.
These objects include the component atoms of the crystal, dopant ions, crystal defects,
and even other electrons and holes. On a microscopic scale, their motion is much like that
of a ball in pinball machine, the carriers are constantly bouncing (scattering) off objects
in the crystal, but generally moving in the direction prescribed by the applied electric
field, �E = −∇φ, where φ is the electrostatic potential. The net effect is that the carriers
appear to move, on a macroscopic scale, at a constant velocity, vd, the drift velocity. The
drift velocity is directly proportional to the electric field

|�vd | = |µ �E| = |µ∇φ| (3.52)

where µ is the carrier mobility. The carrier mobility is generally independent of the
electric field strength unless the field is very strong, a situation not typically encountered
in solar cells. The drift current densities for holes and electrons can be written as

�J drift
p = qp�vd,p = qµpp �E = −qµpp∇φ (3.53)

and �J drift
n = −qn�vd,n = qµnn �E = −qµnn∇φ. (3.54)
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Figure 3.11 Illustration of the concept of drift in a semiconductor. Note that electrons and holes
move in opposite directions. The electric field can be created by the internal built-in potential of
the junction or by an externally applied bias voltage

The most significant scattering mechanisms in solar cells are lattice (phonon) and
ionized impurity scattering. These component mobilities can be written as

µL = CLT −3/2 (3.55)

for lattice scattering and as

µI = CIT
3/2

N+
D + N−

A

(3.56)

for ionized impurity scattering. These can then be combined using Mathiessen’s rule to
give the carrier mobility [12]

1

µ
= 1

µL
+ 1

µI
. (3.57)

This is a first-order approximation that neglects the velocity dependencies of the scattering
mechanisms. These two types of mobility can be distinguished experimentally by their
different dependencies on temperature and doping. A better approximation is [12]

µ = µL

[
1 +

(
6µL

µI

) (
Ci

(
6µL

µI

)
cos

(
6µL

µI

)
+

[
Si

(
6µL

µI

)
− π

2

]
sin

(
6µL

µI

))]
,

(3.58)

where Ci and Si (not to be confused with the abbreviation for silicon) are the cosine and
sine integrals, respectively.

When modeling solar cells, it is more convenient to use measured data or empirical
formulas. Carrier mobilities in Si at 300 K are well approximated by [12]

µn = 92 + 1268

1 +
(

N+
D + N−

A

1.3 × 1017

)0.91 cm2/V-s (3.59)
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Figure 3.12 Electron and hole mobilities in silicon for T = 300 K

µp = 54.3 + 406.9

1 +
(

N+
D + N−

A

2.35 × 1017

)0.88 cm2/V-s (3.60)

and are plotted in Figure 3.12. At low impurity levels, the mobility is governed by
intrinsic lattice scattering, while at high levels the mobility is governed by ionized impu-
rity scattering.

Electrons and holes in semiconductors tend, as a result of their random thermal
motion, to move (diffuse) from regions of high concentration to regions of low concen-
tration. Much like how the air in a balloon is distributed evenly within the volume of
the balloon, carriers, in the absence of any external forces, will also tend to distribute
themselves evenly. This process is called diffusion and the diffusion current densities are
given by

�J diff
p = −qDp∇p (3.61)

�J diff
n = qDn∇n (3.62)

where Dp and Dn are the hole and electron diffusion coefficients, respectively. Note that
they are driven by the gradient of the carrier densities.

In thermal equilibrium, there can be no net hole current and no net electron
current – in other words, the drift and diffusion currents must exactly balance. In nonde-
generate materials, this leads to the Einstein relationship

D

µ
= kT

q
(3.63)
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and allows the diffusion coefficient to be directly computed from the mobility. Generalized
forms of the Einstein relationship, valid for degenerate materials, are

Dn

µn

= 1

q
n

[
dn

dEF

]−1

(3.64)

and
Dp

µp

= −1

q
p

[
dp

dEF

]−1

. (3.65)

The diffusion coefficient actually increases when degeneracy effects come into play.

The total hole and electron currents (vector quantities) are the sum of their drift
and diffusion components

�Jp = �J drift
p + �J diff

p = qµpp �E − qDp∇p = −qµpp∇φ − qDp∇p (3.66)

�Jn = �J drift
n + �J diff

n = qµnn �E + qDn∇n = −qµnn∇φ + qDn∇n (3.67)

The total current is then
�J = �Jp + �Jn + �Jdisp (3.68)

where �Jdisp is the displacement current given by

�Jdisp = ∂ �D
∂t

. (3.69)

�D = ε �E is the dielectric displacement field, where ε is the electric permittivity of the
semiconductor. The displacement current is typically neglected in solar cells since they
are static (dc) devices.

3.2.8 Semiconductor Equations

The operation of most semiconductor devices, including solar cells, can be described
by the so-called semiconductor device equations, first derived by Van Roosbroeck in
1950 [13]. A generalized form of these equations is given here.

∇ · ε �E = q(p − n + N) (3.70)

This is a form of Poisson’s equation, where N is the net charge due to dopants and other
trapped charges. The hole and electron continuity equations are

∇ · �Jp = q

(
G − Rp − ∂p

∂t

)
(3.71)

∇ · �Jn = q

(
Rn − G + ∂n

∂t

)
(3.72)



82 THE PHYSICS OF THE SOLAR CELL

where G is the optical generation rate of electron–hole pairs. Thermal generation is
included in Rp and Rn. The hole and electron current densities are given by

�Jp = −qµpp∇(φ − φp) − kT µp∇p (3.73)

and
�Jn = −qµnn∇(φ + φn) + kT µn∇n. (3.74)

Two new terms, φp and φn, have been introduced here. These are the so-called band
parameters that account for degeneracy and a spatially varying band gap and electron
affinity [14]. These terms were ignored in the preceding discussion and can usually be
ignored in nondegenerate homostructure solar cells.

The intent here is to derive an analytic expression for the current–voltage
characteristic of a simple solar cell, and so some simplifications are in order. It should be
noted, however, that a complete description of the operation of solar cells can be obtained
by solving the complete set of coupled partial differential equations, equations (3.70)
through (3.74). The numerical solution of these equations is addressed later in this chapter.

3.2.9 Minority-carrier Diffusion Equation

In a uniformly doped semiconductor, the band gap and electric permittivity are inde-
pendent of position. Since the doping is uniform, the carrier mobilities and diffusion
coefficients are also independent of position. As we are mainly interested in the steady
state operation of the solar cell, the semiconductor equations reduce to

d �E
dx

= q

ε
(p − n + ND − NA) (3.75)

qµp

d

dx
(p �E) − qDp

d2p

dx2
= q(G − R) (3.76)

and

qµn

d

dx
(n �E) + qDn

d2n

dx2
= q(R − G) (3.77)

In regions sufficiently far from the pn-junction of the solar cell (quasi-neutral regions),
the electric field is very small. When considering the minority carrier (holes in the n-
type material and electrons in the p-type material) and low-level injection (�p = �n �
ND, NA), the drift current can be neglected with respect to the diffusion current. Under
low-level injection, R simplifies to

R = nP − nPo

τn

= �nP

τn

(3.78)

in the p-type region and to
R = pN − pNo

τp

= �pN

τp

(3.79)
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in the n-type region. �pN and �nP are the excess minority-carrier concentrations. The
minority-carrier lifetimes, τn and τp, are given by equation (3.48). For clarity, the cap-
italized subscripts, “P ” and “N”, are used to indicate quantities in p-type and n-type
regions, respectively, when it may not be otherwise apparent. Lower-case subscripts, “p”
and “n”, refer to quantities associated with minority holes and electrons, respectively.
Equations (3.76) and (3.77) thus each reduce to what is commonly referred to as the
minority-carrier diffusion equation. It can be written as

Dp

d2�pN

dx2
− �pN

τp

= −G(x) (3.80)

in n-type material and as

Dn

d2�nP

dx2
− �nP

τn

= −G(x) (3.81)

in p-type material. For example, �nP is the minority electron concentration in the p-type
material. The minority-carrier diffusion equation is often used to analyze the operation of
semiconductor devices, including solar cells.

3.3 PN -JUNCTION DIODE ELECTROSTATICS

Where an n-type semiconductor comes into contact with a p-type semiconductor, a pn-
junction is formed. In thermal equilibrium there is no net current flow and by definition the
Fermi energy must be independent of position. Since there is a concentration difference
of holes and electrons between the two types of semiconductors, holes diffuse from the p-
type region into the n-type region and, similarly, electrons from the n-type material diffuse
into the p-type region. As the carriers diffuse, the charged impurities (ionized acceptors
in the p-type material and ionized donors in the n-type material) are uncovered – that is,
no longer screened by the majority carrier. As these impurity charges are uncovered, an
electric field (or electrostatic potential difference) is produced, which limits the diffusion
of the holes and electrons. In thermal equilibrium, the diffusion and drift currents for
each carrier type exactly balance, so there is no net current flow. The transition region
between the n-type and the p-type semiconductors is called the space-charge region. It
is also often called the depletion region, since it is effectively depleted of both holes
and electrons. Assuming that the p-type and the n-type regions are sufficiently thick, the
regions on either side of the depletion region are essentially charge-neutral (often termed
quasi-neutral ). The electrostatic potential difference resulting from the junction formation
is called the built-in voltage, Vbi. It arises from the electric field created by the exposure
of the positive and the negative space charge in the depletion region.

The electrostatics of this situation (assuming a single acceptor and a single donor
level) are governed by Poisson’s equation

∇2φ = q

ε
(no − po + N−

A − N+
D ) (3.82)
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Figure 3.13 Simple solar cell structure used to analyze the operation of a solar cell. Free carriers
have diffused across the junction (x = 0) leaving a space-charge or depletion region practically
devoid of any free or mobile charges. The fixed charges in the depletion region are due to ionized
donors on the n-side and ionized acceptors on the p-side

where φ is the electrostatic potential, q is magnitude of the electron charge, ε is the
electric permittivity of the semiconductor, po is the equilibrium hole concentration, no

is the equilibrium electron concentration, N−
A is the ionized acceptor concentration, and

N+
D is the ionized donor concentration. Equation 3.82 is a restatement of equation 3.70

for the given conditions.

This equation is easily solved numerically; however, an approximate analytic solu-
tion for an abrupt pn-junction can be obtained that lends physical insight into the formation
of the space-charge region. Figure 3.13 depicts a simple one-dimensional (1D) pn-junction
solar cell (diode), with the metallurgical junction at x = 0, which is uniformly doped ND

on the n-type side and NA on the p-type side. For simplicity, it is assumed that the each
side is nondegenerately doped and that the dopants are fully ionized.

Within the depletion region, defined by −xN < x < xP , it can be assumed that
po and no are both negligible compared to |NA − ND| so that equation (3.82) can be
simplified to

∇2φ = −q

ε
ND, for − xN < x < 0 and

∇2φ = q

ε
NA, for 0 < x < xP

(3.83)

Outside the depletion region, charge neutrality is assumed and

∇2φ = 0 for x ≤ −xN and x ≥ xP . (3.84)

This is commonly referred to as the depletion approximation. The regions on either side
of the depletion regions are the quasi-neutral regions.

The electrostatic potential difference across the junction is the built-in voltage, Vbi,
and can be obtained by integrating the electric field, �E = −∇φ.∫ xP

−xN

�Edx = −
∫ xP

−xN

dφ

dx
dx = −

∫ V (xP )

V (−xN )

dφ = φ(−xN) − φ(xP ) = Vbi (3.85)
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Solving equations (3.83) and (3.84) and defining φ(xP ) = 0, gives

φ(x) =




Vbi, x ≤ −xN

Vbi − qND

2ε
(x + xN)2,−xN < x ≤ 0

qNA

2ε
(x − xP )2, 0 ≤ x < xP

0, x ≥ xP

(3.86)

The electrostatic potential must be continuous at x = 0. Therefore, from equation (3.86),

Vbi − qND

2ε
x2

N = qNA

2ε
x2

P (3.87)

In the absence of any interface charge at the metallurgical junction, the electric field is
also continuous at this point (really, it is the displacement field, �D = ε �E, but in this
example, ε is independent of position), and

xNND = xP NA (3.88)

This is simply a statement that the total charge in either side of the depletion region
exactly balance each other and therefore the depletion region extends furthest into the
more lightly doped side.

Solving equations (3.87) and (3.88) for the depletion width, WD, gives3

WD = xN + xP =
√

2ε

q

(
NA + ND

NAND

)
Vbi. (3.89)

Under nonequilibrium conditions, the electrostatic potential difference across the junc-
tion is modified by the applied voltage, V , which is zero in thermal equilibrium. As a
consequence, the depletion width is dependent on the applied voltage,

WD(V ) = xN + xP =
√

2ε

q

(
NA + ND

NAND

)
(Vbi − V ). (3.90)

As previously stated, the built-in voltage, Vbi, can be calculated by noting that under
thermal equilibrium the net hole and electron currents are zero. The hole current density is

�Jp = qµpp
o
�E − qDp∇p = 0. (3.91)

3 A somewhat more rigorous treatment of equation 3.89 would yield a factor of 2kT /q which is ∼50 mV at
300 K, or

WD =
√

2ε

q

(
NA + ND

NAND

)
(Vbi − 2kT /q) [3].
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Thus, in 1D, utilizing the Einstein relationship, the electric field can be written as

�E = kT

q

1

po

dpo

dx
(3.92)

Rewriting equation (3.85) and substituting equation (3.92) yields

Vbi =
∫ xP

−xN

�Edx =
∫ xP

−xN

kT

q

1

po

dpo

dx
dx = kT

q

∫ po(xP )

po(−xN )

dpo

po

= kT

q
ln

[
po(xP )

po(−xN)

]
(3.93)

Since we have assumed nondegeneracy, po(xP ) = NA and po(−xN) = n2
i /ND. Therefore,

Vbi = kT

q
ln

[
NDNA

n2
i

]
. (3.94)

Figure 3.14 shows the equilibrium energy band diagram, electric field, and charge den-
sity for a simple abrupt pn-junction silicon diode in the vicinity of the depletion region.
The conduction bandedge is given by EC(x) = E0 − qφ(x) − χ , the valence bandedge

(a)

EC

Ei

EV

E

E
→

0

EF

0

r

(b)

(c)

E0

qf(x)
c

qVbi

qND

−qNA

x = −xN x = xPx = 0

Figure 3.14 Equilibrium conditions in a solar cell: (a) energy bands; (b) electric field; and
(c) charge density
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by EV(x) = EC(x) − EG, and the intrinsic energy by equation (3.19). E0, defined as the
vacuum energy, serves as a convenient reference point and is universally constant with
position. An electron at the vacuum energy is, by definition, completely free of influ-
ence from all external forces. The electron affinity, χ , is the minimum energy needed
to free an electron from the bottom of the conduction band and take it to the vacuum
level. The electric field is a result of the uncovered ionized donors and acceptors and
opposes the diffusion of electrons and holes in the quasi-neutral regions. The charge
density plot illustrates the balance of charge between the two sides of the depletion
region. In heterojunctions, both the band gap and the electron affinity are position-
dependent – making the calculation of the junction electrostatics and energy band diagram
more involved.

The basic solar cell structure has now been established (Figure 3.13). It is simply
a pn-junction diode consisting of two quasi-neutral regions on either side of a depletion
region with an electrical contact made to each quasi-neutral region. Typically, the more
heavily doped quasi-neutral region is called the emitter (the n-type region in Figure 3.13)
and the more lightly doped region is called the base (the p-type region in Figure 3.13).
The base region is also often referred to as the absorber region since the emitter region
is usually very thin and most of the light absorption occurs in the base. This basic
structure will serve as the basis for deriving the fundamental operating characteristics of
the solar cell.

3.4 SOLAR CELL FUNDAMENTALS

The basic current–voltage characteristic of the solar cell can be derived by solving the
minority-carrier diffusion equation with appropriate boundary conditions.

3.4.1 Solar Cell Boundary Conditions

At x = −WN , the usual assumption is that the front contact can be treated as an ideal
ohmic contact. Hence,

�p(−WN) = 0. (3.95)

However, since the front contact is usually a grid with metal contacting the semiconductor
on only a small percentage of the front surface, modeling the front surface with an effective
surface recombination velocity is more realistic. This effective recombination velocity
models the combined effects of the ohmic contact and the antireflective passivation layer
(SiO2 in silicon solar cells). In this case, the boundary condition at x = −WN is

d�p

dx
= SF,eff

Dp

�p(−WN) (3.96)

where SF,eff is the effective front surface recombination velocity. As SF,eff → ∞,�p → 0,
and the boundary condition given by equation (3.96) reduces to that of an ideal ohmic
contact (equation 3.95). In reality, SF,eff depends upon a number of parameters and is
bias-dependent. This will be discussed in more detail later.
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The back contact could also be treated as an ideal ohmic contact, so that

�n(WP ) = 0. (3.97)

However, solar cells are often fabricated with a back-surface field (BSF), a thin more
heavily doped region at the back of the base region. The BSF keeps minority carriers
away from the back ohmic contact and increases their chances of being collected and it
can be modeled by an effective, and relatively low, surface recombination velocity. This
boundary condition is then

d�n

dx

∣∣∣∣
x=WP

= −SBSF

Dn

�n(WP ), (3.98)

where SBSF is the effective surface recombination velocity at the BSF.

All that remains now is to determine suitable boundary conditions at x = −xN and
x = xP . These boundary conditions are commonly referred to as the law of the junction.

Under equilibrium conditions, zero applied voltage and no illumination, the Fermi
energy, EF, is constant with position. When a bias voltage is applied, it is convenient to
introduce the concept of quasi-Fermi energies. It was shown earlier that the equilibrium
carrier concentrations could be related to the Fermi energy (equations 3.15 and 3.16).
Under nonequilibrium conditions, similar relationships hold. Assuming the semiconductor
is nondegenerate,

p = nie
(Ei−FP )/kT (3.99)

and
n = nie

(FN−Ei)/kT (3.100)

It is evident that under equilibrium conditions FP = FN = EF. Under nonequilibrium
conditions, assuming that the majority carrier concentrations at the contacts retain their
equilibrium values, the applied voltage can be written as

qV = FN(−WN) − FP (WP ) (3.101)

Since, in low-level injection, the majority carrier concentrations are constant throughout
the quasi-neutral regions, that is, pP (xP ≤ x ≤ WP ) = NA and nN(−WN ≤ x ≤ −xN) =
ND, FN(−WN) = FN(−xN) and FP (WP ) = FP (xP ). Then, assuming that both the quasi-
Fermi energies remain constant inside the depletion region,

qV = FN(x) − FP (x) (3.102)

for −xN ≤ x ≤ xP , that is, everywhere inside the depletion region. Using equations (3.99)
and (3.100), this leads directly to the law of the junction, the boundary conditions used
at the edges of the depletion region,

pN(−xN) = n2
i

ND
eqV /kT (3.103)
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and

nP (xP ) = n2
i

NA
eqV /kT . (3.104)

3.4.2 Generation Rate

For light incident at the front of the solar cell, x = −WN , the optical generation rate takes
the form (see equation 3.35)

G(x) = (1 − s)

∫
λ

(1 − r(λ))f (λ)α(λ)e−α(x+WN ) dλ. (3.105)

Only photons with λ ≤ hc/EG contribute to the generation rate.

3.4.3 Solution of the Minority-carrier Diffusion Equation

Using the boundary conditions defined by equations (3.96), (3.98), (3.103), and (3.104)
and the generation rate given by equation (3.105), the solution to the minority-carrier
diffusion equation, equation (3.80), is easily shown to be

�pN(x) = AN sinh[(x + xN)/Lp] + BN cosh[(x + xN)/Lp] + �p′
N(x) (3.106)

in the n-type region and

�nP (x) = AP sinh[(x − xP )/Ln] + BP cosh[(x − xP )/Ln] + �n′
P (x) (3.107)

in the p-type region. The particular solutions due to G(x), �p′
N(x), and �n′

P (x) are
given by

�p′
N(x) = −(1 − s)

∫
λ

τp

(L2
pα2 − 1)

[1 − r(λ)]f (λ)α(λ)e−α(x+WN ) dλ (3.108)

and

�n′
P (x) = −(1 − s)

∫
λ

τn

(L2
nα

2 − 1)
[1 − r(λ)]f (λ)α(λ)e−α(x+WN ) dλ. (3.109)

Using the boundary conditions set above, AN, BN, AP , and BP are easily obtained.

3.4.4 Terminal Characteristics

The minority-carrier current densities in the quasi-neutral regions are just the diffusion
currents, since the electric field is negligible. Using the active sign convention for the
current (since a solar cell is typically thought of as a battery) gives

�Jp,N(x) = −qDp

d�pN

dx
(3.110)
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and
�Jn,P (x) = qDn

d�nP

dx
(3.111)

The total current is given by

I = A[Jp(x) + Jn(x)] (3.112)

and is true everywhere within the solar cell (A is the area of the solar cell).
Equations (3.110) and (3.111) give only the hole current in the n-type region and the
electron current in the p-type region, not both at the same point. However, integrating
equation (3.72), the electron continuity equation, over the depletion region, gives

∫ xP

−xN

d �Jndx

dx
dx = �Jn(xP ) − �Jn(−xN) = q

∫ xP

−xN

[R(x) − G(x)] dx (3.113)

G(x) is easily integrated and the integral of the recombination rate can be approximated
by assuming that the recombination rate is constant within the depletion region and is
R(xm) where xm is the point at which pD(xm) = nD(xm) and corresponds to the maximum
recombination rate in the depletion region. If recombination via a midgap single level trap
is assumed, then, from equations (3.37), (3.99), (3.100), and (3.102), the recombination
rate in the depletion region is

RD = pDnD − n2
i

τn(pD + ni) + τp(nD + ni)
= n2

D − n2
i

(τn + τp)(nD + ni)
= nD − ni

(τn + τp)
= ni(eqV /2kT − 1)

τD
(3.114)

where τD is the effective lifetime in the depletion region. From equation (3.113), �Jn(−xN),
the majority carrier current at x = −xN , can now be written as

�Jn(−xN) = �Jn(xP ) + q

∫ xP

−xN

G(x) dx − q

∫ xP

−xN

RDdx

= �Jn(xP ) + q(1 − s)

∫
λ

[1 − r(λ)]f (λ)[e−α(WN−xN ) − e−α(WN+xP )] dλ

− q
WDni

τD
(eqV /2kT − 1) (3.115)

where WD = xP + xN . Substituting into equation (3.112), the total current is now

I = A

[
Jp(−xN) + Jn(xP ) + JD − q

WDni

τD
(eqV /2kT − 1)

]
(3.116)

where

JD = q(1 − s)

∫
λ

[1 − r(λ)]f (λ)(e−α(WN −xN ) − e−α(WN+xP )) dλ (3.117)

is the generation current from the depletion region and A is the area of the solar cell. The
last term of equation (3.116) represents recombination in the space-charge region.
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The solutions to the minority-carrier diffusion equation, equations (3.106)
and (3.107), can be used to evaluate the minority-carrier current densities, equa-
tions (3.110) and (3.111). These can then be substituted into equation (3.116), which,
with some algebraic manipulation, yields

I = ISC − Io1(e
qV /kT − 1) − Io2(e

qV /2kT − 1) (3.118)

where ISC is the short-circuit current and is the sum of the contributions from each of
the three regions: the n-type region (ISCN ), the depletion region (ISCD = AJD), and the
p-type region (ISCP )

ISC = ISCN + ISCD + ISCP (3.119)

where

ISCN = qADp




�p′(−xN)Tp1 − SF,eff�p′(−WN) + Dp

d�p′

dx

∣∣∣∣
x=−WN

LpTp2
− d�p′

dx

∣∣∣∣
x=−xN




(3.120)

with

Tp1 = Dp/Lp sinh[(WN − xN/Lp] + SF,eff cosh[(WN − xN/Lp] (3.121)

Tp2 = Dp/Lp cosh[(WN − xN)/Lp] + SF,eff sinh[(WN − xN)/Lp] (3.122)

and

ISCP = qADn




�n′(xP )Tn1 − SBSF�n′(WP ) + Dn

d�n′

dx

∣∣∣∣
x=WP

LnTn2
+ d�n′

dx

∣∣∣∣
x=xP




(3.123)

with

Tn1 = Dn/Ln sinh[(WP − xP )/Ln] + SBSF cosh[(WP − xP )/Ln] (3.124)

Tn2 = Dn/Ln cosh[(WP − xP )/Ln] + SBSF sinh[(WP − xP )/Ln] (3.125)

Io1 is the dark saturation current due to recombination in the quasi-neutral regions,

Io1 = Io1,p + Io1,n (3.126)

with

Io1,p = qA
n2

i

ND

Dp

Lp

{
Dp/Lp sinh[(WN − xN)/Lp] + SF,eff cosh[(WN − xN/Lp]

Dp/Lp cosh[(WN − xN)/Lp] + SF,eff sinh[(WN − xN)/Lp]

}
(3.127)
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and

Io1,n = qA
n2

i

NA

Dn

Ln

×
{

Dn/Ln sinh[(WP − xP )/Ln] + SBSF cosh[(WP − xP )/Ln]

Dn/Ln cosh[(WP − xP )/Ln] + SBSF sinh[(WP − xP )/Ln]

}
(3.128)

These are very general expressions for the dark saturation current and reduce to more
familiar forms when appropriate assumptions are made, as will be seen later.

Io2 is the dark saturation current due to recombination in the space-charge region,

Io2 = qA
WDni

τD
(3.129)

and is bias-dependent since the depletion width, WD, is a function of the applied voltage
(equation 3.89).

3.4.5 Solar Cell I –V Characteristics

Equation (3.118), repeated here, is a general expression for the current produced by a
solar cell.

I = ISC − Io1(e
qV /kT − 1) − Io2(e

qV /2kT − 1) (3.130)

The short-circuit current and dark saturation currents are given by rather complex expres-
sions (equations 3.119, 3.128, and 3.129) that depend on the solar cell structure, material
properties, and the operating conditions. A full understanding of solar cell operation
requires detailed examination of these terms. However, much can be learned about solar
cell operation by examining the basic form of equation (3.130). From a circuit perspec-
tive, it is apparent that a solar cell can be modeled by an ideal current source (ISC) in
parallel with two diodes – one with an ideality factor of “1” and the other with an ideality
factor of “2”, as shown in Figure 3.15. Note that the direction of the current source is
opposed to the current flow of the diodes – that is, it serves to forward-bias the diodes.

ISC
1 2

+

_

V

I

Figure 3.15 Simple solar cell circuit model. Diode 1 represents the recombination current in the
quasi-neutral regions (∝ eqV /kT ), while diode 2 represents recombination in the depletion region
(∝ eqV /2kT )
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Figure 3.16 Current–voltage characteristic of the silicon solar cell defined by Table 3.2

The current–voltage (I –V ) characteristic of a typical silicon solar cell is plotted in
Figure 3.16 for the parameter values given in Table 3.2. For simplicity, the dark current
due to the depletion region (diode 2) has been ignored (a reasonable and common assump-
tion for a good silicon solar cell, especially at larger forward biases). It illustrates several
important figures of merit for solar cells – the short-circuit current, the open-circuit volt-
age, and the fill factor. At small applied voltages, the diode current is negligible and
the current is just the short-circuit current, ISC, as can be seen when V is set to zero
in equation (3.130). When the applied voltage is high enough so that the diode current
(recombination current) becomes significant, the solar cell current drops quickly.

Table 3.2 shows the huge asymmetry between the n-emitter and the p-base in a
typical solar cell. The emitter is ∼1000 times thinner, 10 000 times more heavily doped,
and its diffusion length is ∼100 times shorter than the corresponding quantities in the base.

At open circuit (I = 0), all the light-generated current, ISC, is flowing through
diode 1, so the open-circuit voltage can be written as

VOC = kT

q
ln

ISC + Io1

Io1
≈ kT

q
ln

ISC

Io1
, (3.131)

where ISC 
 Io1.

Of particular interest is the point on the I –V curve where the power produced
is at a maximum. This is referred to as the maximum power point with V = VMP and
I = IMP. As seen in Figure 3.18, this point defines a rectangle whose area, given by
PMP = VMPIMP, is the largest rectangle for any point on the I –V curve. The maximum
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Table 3.2 Si solar cell model
parameters

Parameter Value

A 100 cm2

WN 0.35 µm
ND 1 × 1020 cm−3

Dp 1.5 cm2/V-s
SF,eff 3 × 104 cm/s
τp 1 µs
Lp 12 µm
WP 300 µm
NA 1 × 1015 cm−3

Dn 35 cm2/V-s
SBSF 100 cm/s
τn 350 µs
Ln 1100 µm

power point is found by solving

∂P

∂V

∣∣∣∣
V =VMP

= ∂(IV )

∂V

∣∣∣∣
V =VMP

=
[
I + V

∂I

∂V

]∣∣∣∣
V =VMP

= 0 (3.132)

for V = VMP. The current at the maximum power point, IMP, is then found by evaluating
equation (3.130) at V = VMP.

The rectangle-defined VOC and ISC provides a convenient means for characterizing
the maximum power point. The fill factor, FF, is a measure of the squareness of the I –V

characteristic and is always less than one. It is the ratio of the areas of the two rectangles
shown in Figure 3.16 or

FF = PMP

VOCISC
= VMPIMP

VOCISC
(3.133)

An empirical expression for the fill factor is [15]

FF =
VOC − kT

q
ln[qVOC/kT + 0.72]

VOC + kT /q
. (3.134)

Arguably, the most important figure of merit for a solar cell is its power conversion
efficiency, η, which is defined as

η = PMP

Pin
= FFVOCISC

Pin
(3.135)

The incident power, Pin, is determined by the properties of the light spectrum incident
upon the solar cell. Further information regarding experimental determination of these
parameters appears in Chapter 16.
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Another important figure of merit is the collection efficiency, which can be defined
relative to both optical and recombination losses as an external collection efficiency

ηext
C = ISC

Iph

(3.136)

where
Iph = qA

∫
λ<λG

f (λ) dλ (3.137)

is the maximum possible photocurrent that would result if all photons with E > EG

(λ < λG = hc/EG) created electron–hole pairs that were collected. The collection effi-
ciency can also be defined with respect to recombination losses as the internal collec-
tion efficiency

ηint
C = ISC

Igen
(3.138)

where

Igen = qA(1 − s)

∫
λ<λG

[1 − r(λ)]f (λ)(1 − e−α(WN+WP )) dλ (3.139)

is the light-generated current. This represents what the short-circuit current would be if
every photon that is absorbed is collected and contributes to the short-circuit current.
Igen = Iinc when there is no grid shadowing, no reflective losses, and the solar cell has
infinite optical thickness.

3.4.6 Properties of Efficient Solar Cells

Using these figures of merit, the properties of a good (efficient) solar cell can be ascer-
tained. From equation (3.135), it is clear that an efficient solar cell will have a high
short-circuit current, ISC, a high open-circuit voltage, VOC, and a fill factor, FF, as close
as possible to 1.

ISC = ηint
C Igen is directly proportional to both the internal collection efficiency and

the light-generated current, Igen. The internal collection efficiency is solely dependent
on the recombination in the solar cell and will approach 1 as τ → ∞ and S → 0. To
maximize Igen (i.e. Igen → Iinc), the solar cell should be designed with a minimum amount
of grid shadowing (s), minimum reflectance (r(λ)), and be optically thick enough such
that nearly all the photons with E > EG are absorbed.

The open-circuit voltage

VOC ≈ kT

q
ln

ISC

Io1
(3.140)

is logarithmically proportional to the short-circuit current and to the reciprocal of the
reverse saturation current, Io1 (the same is true for Io2). Therefore, reducing the saturation
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current will increase the open-circuit voltage. From equations (3.127) and (3.128), it is
obvious that Io1 → 0 as τ → ∞ and S → 0.

From equation (3.134) it is clear that increasing VOC will increase the fill factor,
FF . Thus, the design and the operation of an efficient solar cell has two basic goals:

1) Minimization of recombination rates throughout the device.

2) Maximization of the absorption of photons with E > EG.

It is evident that, despite the apparent complexity of the expressions describing the oper-
ation of solar cells, the basic operating principles are easy to understand. Electron–hole
pairs are created inside the solar cell as a result of absorption of the photons incident on
the solar cell from the sun. The objective is to collect the minority carriers before they
are lost to recombination.

3.4.7 Lifetime and Surface Recombination Effects

The solar cell characteristics previously derived (equations 3.118 through 3.128) allow
examination of the dependence of the solar cell performance on specific sources of recom-
bination. Figure 3.17 shows how the base minority-carrier lifetime affects VOC, ISC, and
the FF . Unless otherwise stated, the parameters of Table 3.2 are used to compute the
solar cell performance. Short lifetimes mean that the diffusion length in the base is much
less than the base thickness and carriers created deeper than about one diffusion length
in the base are unlikely to be collected. When this is true (Ln � WP ), the contribution
to the dark saturation current in the base (equation 3.128) becomes

Io1,n = qA
n2

i

NA

Dn

Ln

(3.141)

and is commonly referred to as the long-base approximation. In this case, the BSF has no
effect on the dark saturation current. On the other hand, when the base minority-carrier
lifetime is long (Ln 
 WP ), the carriers readily come in contact with the BSF and the
dark saturation current is a strong function of SBSF

Io1,n = qA
n2

i

NA

Dn

(WP − xP )

SBSF

SBSF + Dn/(WP − xP )
(3.142)

When SBSF is very large (i.e. no BSF), this reduces to the more familiar short-base
approximation

Io1,n = qA
n2

i

NA

Dn

(WP − xP )
. (3.143)

Figure 3.18 shows how SBSF affects VOC, ISC, and the FF . Notice that the break
point in the curves occurs when SBSF ≈ Dn/WP = 1000 cm/s, as can be inferred from
equation (3.142).
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Figure 3.17 Effect of base lifetime on solar cell performance for the solar cell parameters in
Table 3.2. The minority-carrier diffusion length (Ln = √

Dnτn) is equal to the base thickness (WP )
when τn = 25.7 µs

Front surface recombination for solar cells with contact grids on the front of the
device is really an average over the front surface area of the relatively low surface
recombination velocity between the grid lines and the very high surface recombination
velocity of the ohmic contact. An expression for the effective front surface recombination
velocity is given by [16]

SF,eff =

(1 − s)SFGNτp

(
cosh

WN

Lp

− 1
)

+ po(eqV /AokT − 1)


s

Dp

Lp

cosh
WN

Lp

sinh
WN

Lp

+ SF




(1 − s)

[
po(eqV /AokT − 1) + GNτp

(
cosh

WN

Lp

− 1
)]

(3.144)

where SF is the surface recombination velocity between the grid lines and G is the
average generation rate in the emitter region. It is obvious that SF,eff is dependent upon
the solar cell operation point. This is better seen in Table 3.3 where some special cases
are illustrated (assuming Lp 
 WN ).
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Figure 3.18 Effect of the back-surface field recombination velocity on solar cell performance. All
other parameters are from Table 3.2

Table 3.3 Special cases of SF,eff

No grid (s = 0) SF,eff = SF

Full grid (s = 1) SF,eff → ∞

Dark (G = 0) SF,eff = SF + sDp/WN

1 − s

Short circuit (V = 0) SF,eff = SF

V large (≈VOC) SF,eff = SF + sDp/WN

1 − s

3.4.8 An Analogy for Understanding Solar Cell Operation:
A Partial Summary

The following analogy illustrates the importance of minimizing all sources of recombi-
nation in the solar cell.4 Imagine a funnel that has a variety of holes of different shapes
and sizes in it. It also has a stopcock at the bottom for controlling the flow of liquid

4 This analogy was developed on the basis of discussions with Professor Richard J. Schwartz of Purdue Uni-
versity, West Lafayette, Indiana.
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through the bottom of the funnel. Water, representing the incident sunlight, is poured into
the top of the funnel. Water flowing out of the funnel through the stopcock represents the
current delivered by the solar cell. Since the funnel is full of holes, some of the water
leaks out instead of flowing through the stopcock. This leakage represents the recombi-
nation of minority carriers in the solar cell. The different-shaped holes represent different
sources of recombination. For instance, square holes might represent recombination in the
base region, round holes might be recombination in the space-charge region, triangular
holes might be surface recombination at the back contact, and so on. The rate at which
water pours in is proportional to the light intensity. At steady state, the water will find a
height such that the flow of water in, Igen, is equal to the flow through the stopcock (I )
plus the water that leaks through the holes (Irecomb). This height represents the solar cell
voltage (V ).

When the stopcock is fully open, the water flows out through the stopcock at
its maximum rate (ISC), although some water will leak out through the holes so that
ISC < Igen. This is analogous to the collection efficiency, ηC, of a solar cell – the objective
being to minimize the amount of leakage (recombination) so that ηC is as close to unity
as possible. Smaller holes means less recombination and ISC → Igen.

As the stopcock is slowly closed, the level of liquid in the funnel rises – just as
the solar cell voltage increases as the current decreases. When the stopcock is completely
closed, the height of the water is representative of the open-circuit voltage (VOC). At
open circuit all the minority carriers must recombine just as all the water must leak out
of the funnel in this analogy. If the holes are all big, the height of the water will be
low. This is equivalent to short minority-carrier lifetimes and large surface recombination
velocities that result in a low VOC. By reducing the size of the holes (i.e. increasing the
minority-carrier lifetimes and reducing the surface recombination velocities), the height of
the water in the funnel (i.e. VOC) is increased. Reducing the size of only the square holes
(by increasing the minority-carrier lifetime in the base) will not increase the height of the
water as much as might be expected since the round holes (recombination in the depletion
region) are still large. All leaks (recombination sources) must be plugged (recombination
rates minimized) before the height of the water (VOC) increases substantially.

3.5 ADDITIONAL TOPICS

3.5.1 Efficiency and Band gap

Since only photons with hν > EG can create electron – hole pairs and contribute to the
output of the solar cell, it is obvious that the band gap determines how well the solar
cell is coupled to the solar spectrum. A simple analysis can be performed to predict the
maximum solar cell efficiency. More complete analyses of the theoretical limits of solar
cells are given elsewhere [17–19] and are also discussed in Chapter 4 of this handbook.
Assuming the maximum energy that can be extracted from an absorbed photon is EG, the
maximum efficiency can be expressed as

ηmax(EG) =
1

q
EGIinc

Pin
= EG

(Pin/A)

∫
λ<λG

f (λ) dλ. (3.145)
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Figure 3.19 Theoretical maximum efficiency as a function of semiconductor band gap for an
AM1.5 global spectrum

This is plotted in Figure 3.19 for an AM1.5 global spectrum and shows a maximum
efficiency of 48% at about EG = 1.1 eV, close to the band gap of silicon. Of course, this
is only a simple estimate and assumes that VOC = 1/qEG and FF = 1, which are obvious
exaggerations. Perfect light trapping was also assumed so that ISC = Iinc, but that is a
more realistic prospect. Under nonconcentrated solar illumination, the actual maximum
theoretical efficiency for a silicon solar cell is approximately 30%. However, this simple
approach does serve to demonstrate the important role the semiconductor band gap plays
in determining solar cell performance and shows that band gaps between 1.0 and 1.6 eV
have nearly equivalent maximum theoretical efficiencies.

3.5.2 Spectral Response

The spectral response, SR(λ), of a solar cell permits an examination of how photons of
different wavelengths (energy) contribute to the short-circuit current. Just as the collection
efficiency can be measured as either an external or an internal collection efficiency, so
can the spectral response. The spectral response is defined as the short-circuit current,
ISC(λ), resulting from a single wavelength of light normalized by the maximum possible
current. The external spectral response is defined as

SRext = ISC(λ)

qAf (λ)
(3.146)



ADDITIONAL TOPICS 101

and the internal spectral response as

SRint = ISC(λ)

qA(1 − s)(1 − r(λ))f (λ)(e−α(λ)Wopt − 1)
, (3.147)

where Wopt is the optical thickness of the solar cell (technically, also a function of
wavelength). Experimentally, the external spectral response is measured. The internal
spectral response is determined from it along with the knowledge of the grid shadowing,
reflectance, and optical thickness. Wopt can be greater than the cell thickness if light-
trapping methods are used. Such methods include textured surfaces [20] and back-surface
reflectors [21] and are discussed in Chapter 8. The short-circuit current can be written in
terms of the external spectral response as

ISC =
∫

λ

SRext(λ)f (λ) dλ. (3.148)

The internal spectral response gives an indication of which sources of recombination are
affecting the cell performance. This is demonstrated in Figure 3.20 where the internal
spectral response of the silicon solar cell described by the parameters of Table 3.2 is
shown. Also shown is the spectral response when SF,eff = 100 cm/s (a passivated front
surface) and the spectral response when SBSF = 1 × 107 cm/s (in effect, no BSF). The
short wavelength response improves dramatically when the front surface is passivated
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Figure 3.20 Internal spectral response of the silicon solar cell defined in Table 3.2
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Figure 3.21 Solar cell circuit model including the parasitic series and shunt resistances

since the absorption coefficient is highest for short wavelength (high energy) photons.
Conversely, removing the BSF makes it more likely that electrons created deep within the
base region of the solar cell (those created by the long wavelength, low-energy photons)
will recombine at the back contact and therefore, the long wavelength response is dra-
matically reduced.

3.5.3 Parasitic Resistance Effects

Equation (3.130) neglects the parasitic series and shunt resistances typically associated
with real solar cells. Incorporating these resistances into the circuit model of Figure 3.15,
as shown in Figure 3.21, yields

I = I ′
SC − Io1(e

q(V +IRS)/kT − 1) − Io2(e
q(V +IRS)/2kT − 1) − (V + IRS)

RSh
(3.149)

where I ′
SC is the short-circuit current when there are no parasitic resistances. The effect of

these parasitic resistances on the I –V characteristic is shown in Figures 3.22 and 3.23. As
can also be seen in equation (3.149), the shunt resistance, RSh, has no effect on the short-
circuit current, but reduces the open-circuit voltage. Conversely, the series resistance, RS,
has no effect on the open-circuit voltage, but reduces the short-circuit current. Sources of
series resistance include the metal contacts, particularly the front grid, and the transverse
flow of current in the solar cell emitter to the front grid.

It is often more convenient to rewrite equation (3.149) as

I = I ′
SC − Io(e

q(V +IRS)/AokT − 1) − (V + IRS)

RSh
(3.150)

where Ao is the diode ideality (quality) factor and typically has a value between 1 and
2, with Ao ≈ 1 for diode dominated by recombination in the quasi-neutral regions and
Ao → 2 when recombination in the depletion region dominates. In solar cells where the
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Figure 3.22 Effect of series resistance on the current–voltage characteristic of a solar cell
(RSh → ∞)

recombination in each region is comparable, Ao is somewhere in-between. At short circuit,
equation (3.150) becomes

ISC = I ′
SC − Io(e

qISCRS/AokT − 1) − ISCRS/RSh (3.151)

and at open circuit, it becomes

0 = I ′
SC − Io(e

VOC/AokT − 1) − VOC/RSh. (3.152)

When log(ISC) is plotted versus VOC (where ISC and VOC are obtained over a range of
illumination intensities), there is typically a regime where neither the series nor shunt
resistances are important, as illustrated in Figure 3.24. The slope of this line will yield
the diode ideality factor Ao, while the y-intercept will give Io. In the regime where only
series resistance is important, equations (3.151) and (3.152) can be combined to give

ISCRS = AokT

q
ln

[
IoeqVOC/AokT − ISC

Io

]
(3.153)
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Figure 3.23 Effect of shunt resistance on the current–voltage characteristic of a solar cell (RS = 0)

and a plot of ISC versus log[IoeqVOC/AokT − ISC] will then permit RS to be extracted
from the slope of this line. Similarly, in the regime where only RSh is important,
equations (3.151) and (3.152) can be combined to give

VOC

RSh
= ISC − IoeqVOC/AokT (3.154)

and RSh can be determined from the slope of the line given by plotting VOC versus
[ISC − IoeqVOC/AokT ]. If the series and shunt resistances are such that there is no regime
where they can be neglected, the parameters can, with patience, be extracted through the
process of trial and error.

3.5.4 Temperature Effects

From equations (3.127) and (3.128), it is apparent that

Io1,n, Io1,p ∝ n2
i (3.155)

and from equation (3.129) that
Io2 ∝ ni. (3.156)
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Figure 3.24 Short-circuit current versus open-circuit voltage plot illustrating parameter extraction

An increase in the intrinsic carrier concentration increases the dark saturation (recom-
bination) current and results in a decrease in the open-circuit voltage, as can be seen
from equation (3.140). The dark saturation current contains other temperature-dependent
terms (D, τ , and S), but the temperature dependence of the intrinsic carrier concentration
dominates. The intrinsic carrier concentration is given by equation (3.18), which when
combined with equations (3.13) and (3.14) yields

ni = 2(m∗
nm

∗
p)3/4

(
2πkT

h2

)3/2

e−EG/2kT . (3.157)

The effective masses are generally taken to be weak functions of temperature. The band
gap decreases with temperature and its temperature dependence is well modeled by

EG(T ) = EG(0) − aT 2

T + β
. (3.158)

where α and β are constants specific to each semiconductor. It is clear that as the tem-
perature increases, ni increases, and thus recombination increases, and cell performance
is impaired. Band gap narrowing, referred to earlier, is a reduction in band gap due to
high doping and also serves to increase ni and impair solar cell performance.
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The open-circuit current expression, equation (3.140), can be rearranged and the
temperature dependence explicitly included to give

ISC ≈ Io1eqVOC/kT ≈ BT ζ e−EG(0)/kT eqVOC/kT (3.159)

where B is a temperature-independent constant and T ζ e−EG(0)/kT accounts for the temper-
ature dependence of the saturation current. The short-circuit current is relatively unaffected
by temperature under typical operating conditions, so by differentiating with respect to
T , the temperature dependence of the open-circuit voltage can be expressed as [15]

dVOC

dT
= −

1

q
EG(0) − VOC + ζ

kT

q

T
(3.160)

which for silicon at 300 K corresponds to about −2.3 mV/◦C. Equation (3.159) can be
rearranged as follows:

VOC(T ) = 1

q
EG(0) − kT

q
ln

(
BT ζ

ISC

)
. (3.161)

VOC varies roughly linearly and inversely with temperature and an extrapolation of VOC

to T = 0 is approximately the band gap since limT →0[T ln T ] = 0.

3.5.5 Concentrator Solar Cells

Operating solar cells under concentrated illumination offers two main advantages. The first
is that since fewer solar cells are required to collect the sunlight falling on a given area,
their cost of manufacture can be higher than that for cells designed for nonconcentrated
illumination, and they are therefore presumably of higher quality (efficiency). The second
is that operation under concentrated illumination offers an advantage in the solar cell
efficiency. If sunlight is concentrated by a factor of X (X sun illumination), the short
circuit at that concentration is

IXsuns
SC = XI 1sun

SC . (3.162)

This is assuming that the semiconductor parameters are unaffected by the illumination
level and that the cell temperature is the same at both levels of illumination – not nec-
essarily valid assumptions especially at very large X, that is, X > 100. However, these
assumptions will allow the demonstration of the potential efficiency of concentrator solar
cells. Substituting equation (3.162) into equation (3.135) gives

η = FFXsunsV Xsuns
OC IXsuns

SC

P Xsuns
in

= FFXsunsV Xsuns
OC XI 1sun

SC

XP 1sun
in

= FFXsunsV Xsuns
OC I 1sun

SC

P 1sun
in

(3.163)

From equation (3.131),
V Xsuns

OC = V 1suns
OC + kT

q
ln X. (3.164)
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The FF is a function of VOC (equation 3.134), so

ηXsuns = η1sun

(
FFXsuns

FF1sun

) 
1 +

kT

q
ln X

V 1sun
OC


 . (3.165)

Both factors multiplying the 1 sun efficiency increase as the illumination concentration
increases. Therefore, the efficiency of concentrator cells increases as the illumination
concentration increases, as shown in Figure 3.25.

Of course, there are many obstacles to achieving this. Concentrator cells must be
cooled, since an increase in operating temperature reduces VOC, and hence the cell effi-
ciency. The FFXsuns eventually decreases with increasing X and current due to the parasitic
series resistance. Concentrator solar cells are discussed in more detail in Chapter 11.

3.5.6 High-level Injection

In high-level injection, the excess carrier concentrations greatly exceed the doping in
the base region, so �p ≈ �n ≈ n ≈ p if the carriers are moving generally in the same
direction. This occurs with back-contact solar cells, such as the silicon point-contact solar
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Figure 3.25 Relative efficiency as a function of illumination concentration
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Figure 3.26 Schematic of a back-contact solar cell

cell [22], as illustrated in Figure 3.26. Since both electrical contacts are on the back,
there is no grid shadowing. These cells are typically used in concentrator application and
high-level injection conditions pervade. Assuming high-level injection, a simple analysis
is possible.

Returning to equations (3.76) and (3.77), it can be seen that in high-level injection,
the electric field can be eliminated (it is not necessarily zero), resulting in the ambipolar
diffusion equation

Da
d2p

dx2
− p

τn + τp

= −G(x), (3.166)

where the ambipolar diffusion coefficient is given by

Da = 2DnDp

Dn + Dp

. (3.167)

The ambipolar diffusion coefficient is always less than the larger diffusion coefficient and
greater than the smaller one.

In silicon, where Dn/Dp ≈ 3 over a wide range of doping, the ambipolar diffu-
sion coefficient is Da ≈ 3/2Dp ≈ 1/2Dn and, if we also assume τp ≈ τn, the ambipolar
diffusion length is

La ≈ √
3Lp ≈ Ln. (3.168)
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Thus, the increased high-injection lifetime (see equation 3.40) offsets the reduced ambipo-
lar diffusion coefficient.

It is crucial that the front surface of a back-contacted cell be well passivated,
so we will assume that SF = 0. We will further assume that optical generation is uni-
form throughout the base region. At open circuit, with these assumptions, d2p/dx2 = 0
and therefore

VOC = 2kT

q
ln

[
G(τn + τp)

ni

]
. (3.169)

The short-circuit current (with p 
 0 at the back of the cell) is

ISC = qALaG sinh(WB/La) (3.170)

which, when La 
 WB, becomes

ISC = qAWBG. (3.171)

3.5.7 p-i-n Solar Cells

The p-i-n solar cell takes advantage of the fact that in many semiconductor materials,
especially direct band gap semiconductors (i.e. large absorption coefficient), most of the
electron–hole pairs are created very near the surface. If an intrinsic (undoped) layer is
placed between the (very thin) n and p regions, the depletion region thickness is the most
significant fraction of the total solar cell thickness, as illustrated in Figure 3.27. Carrier
collection is now aided by the electric field in the depletion region, which helps offset
the low lifetimes in some materials, such as amorphous silicon (see Chapter 12). The
I –V characteristic of a p-i-n solar cell can be described with minor modifications to the
previously derived expressions. The most significant modification is to equation (3.129)
where the depletion width is now written as

WD = χN + WI + χP (3.172)

where WI is the thickness of the intrinsic layer. Since χN and χP are very thin, short-
base approximations are in order for equations (3.127) and (3.128). Also, there is no BSF
(SBSF → ∞).

3.5.8 Detailed Numerical Modeling

While analytic solutions such as those discussed thus far in this chapter provide an intuitive
understanding of solar cell performance and are therefore very important, they are limited
in their accuracy due to the many simplifying assumptions that must be made in order
to obtain them. It is rather straightforward to solve the semiconductor equations numer-
ically without the need to make so many simplifications. Several computer codes have
been written that solve the semiconductor equations for the explicit purpose of modeling
solar cells – PC-1D [23], AMPS [24], ADEPT [25], and its predecessors [16, 26, 27], for
example. The basic design of these computer programs is very similar. The semiconductor
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Figure 3.27 Band diagram of a p-i-n solar cell illustrating field-enhanced collection

equations (three coupled nonlinear partial differential equations) are cast in a normalized
form [28] to simplify the calculations. Finite difference or finite element methods are
then used to discretize the equations on a mesh (grid), resulting in a set of three coupled
nonlinear difference equations. Using appropriately discretized boundary conditions, these
equations are solved iteratively using a generalized Newton method to obtain the carrier
concentrations and electric potential at each mesh point. Each Newton iteration involves
the solution of a very large matrix equation or order 3N , where N is the number of mesh
points. One-dimensional simulations typically utilize on the order of 1000 mesh points, so
the matrix is 3000 × 3000. In 2D, the minimum mesh is typically at least 100 × 100, so
N = 104 and the matrix is of order 3 × 104 and contains 9 × 108 elements. Fortunately,
the matrices are sparse and can be solved using considerably less computer memory than
one would expect at first glance.

Numerical simulation allows analysis of solar cell designs and operating conditions
for which simple analytic expressions are inadequate. The necessity of ignoring the spatial
variation of parameters is eliminated and more accurate representations of the solar cell
are possible. In particular, nonuniform doping, heterojunction solar cells (band gap varies
spatially), amorphous silicon solar cells (complex trapping/recombination mechanisms,
field-assisted collection), and concentrator solar cells (high-level injection, 2D/3D effects)
can all be modeled with more precision.

3.6 SUMMARY

It has been the objective of this chapter to give the reader a basic understanding of
the physical principles that underlie the operation of solar cells. Toward that end, the
fundamental physical characteristics of solar cell materials that permit the conversion
of light into electricity have been reviewed. These characteristics include the ability of
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semiconductors to absorb photons by conferring that energy to carriers of electrical current
and the ability of semiconductor materials to conduct electricity.

The basic operating principles of the solar cell (a carefully designed pn-junction
diode) were derived from the (simplified) equations describing the dynamics of holes
and electrons in semiconductors. This led to the definition of the solar cell figures
of merit – the open-circuit voltage (VOC), the short-circuit current (ISC), the fill fac-
tor (FF ), and the cell efficiency (η). The two key factors determining solar cell effi-
ciency – electron–hole pair generation and recombination – were identified and discussed.
In particular, the need to minimize all sources of recombination in the solar cells was
demonstrated through examples and by way of a simple analogy.

The importance of matching the band gap of the solar cell material to the solar
spectrum was also discussed and it was shown that silicon, with a band gap of 1.12 eV, is
an excellent match to the solar spectrum. The effects of parasitic resistances and temper-
ature on solar cell performance were examined and, finally, some advanced cell concepts
were briefly introduced. Many of these topics will be expanded upon in the following
chapters of this handbook.
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4
Theoretical Limits of Photovoltaic
Conversion

Antonio Luque and Antonio Martı́

Instituto de Energı́a Solar, UPM, Spain

4.1 INTRODUCTION

Efficiency is an important matter in the photovoltaic (PV) conversion of solar energy
because the sun is a source of power whose density is not very low, so it gives some
expectations on the feasibility of its generalised cost-effective use in electric power pro-
duction. However, this density is not so high as to render this task easy. After a quarter
of a century of attempting it, cost still does not allow a generalised use of this conver-
sion technology.

Efficiency forecasts have been carried out from the very beginning of PV con-
version to guide the research activity. In solar cells the efficiency is strongly related to
the generation of electron–hole pairs caused by the light, and their recombination before
being delivered to the external circuit at a certain voltage. This recombination is due to
a large variety of mechanisms and cannot be easily linked to the material used to make
the cell. Nevertheless, already in 1975 Lofersky [1] had established an empirical link that
allowed him to predict which materials were most promising for solar cell fabrication.

In 1960, Shockley and Queisser [2] pointed out that the ultimate recombination
mechanisms – impossible to avoid – was just the detailed balance counterpart of the
generation mechanisms. This allowed them to determine the maximum efficiency to be
expected from a solar cell. This efficiency limit (40.7% for the photon spectrum approx-
imated by a black body at 6000 K) is not too high because solar cells make rather
ineffective use of the sun’s photons. Many of them are not absorbed, and the energy of
many of the absorbed ones is only poorly exploited.

Revisiting the topic of efficiency limits is pertinent because today there are renewed
attempts to invent and develop novel concepts in solar cells – sometimes known as

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
 2003 John Wiley & Sons, Ltd ISBN: 0-471-49196-9
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third-generation cells [3] – aimed towards obtaining a higher efficiency. The oldest of
them, and well established today, is the use of multijunction solar cells, to be studied in
detail in Chapter 9 of this book. However, novel attempts are favoured by the general
advancement of science and technology that puts new tools in the inventor’s hands, such
as nanotechnology, not available just a decade ago.

Conventional solar cells are semiconductor devices in which an interaction between
electrons and holes is produced by absorption of light photons in order to produce
electric work. Unlike solar thermal converters, they can operate at room temperature.1

In this chapter we shall start by presenting some of the irreversible thermodynamic
background regarding the photon–electron interaction. Special attention is paid to the
conditions for complying with the second law of the thermodynamics as a guide for new
device inventors.

This thermodynamic approach will give us the efficiency that a certain solar con-
verter can obtain under certain ideal conditions. This will be applied not only to the present
solar cells but also to a number of proposed new converters, some of them actually tried
experimentally and some not.

The solar converter theory developed in this chapter looks very different from
the one presented in Chapter 3 and is complementary to it. There the solar cell will be
analysed in a solid-state physics context, on the basis of electric carrier transport and
recombination, taking into account the subtleties that a given material may impose. In
this chapter all materials will be considered ideal, entropy-producing mechanisms will be
reduced to those inherent to the concept being studied and all other mechanisms will be
ignored. In this way, the efficiencies given in this chapter are to be considered as upper
bounds of the solar cells studied both in Chapter 3 and the remaining chapters of this
book. The lower values found there are not necessarily due to poor technology. They may
be fundamental when linked to the actual materials and processes used to manufacture
real solar cells. However, they are not fundamental in the sense that other materials and
processes could, in principle, be found where different materials or process limitations
will apply, which perhaps might be less restrictive.

4.2 THERMODYNAMIC BACKGROUND

4.2.1 Basic Relationships

Thermodynamics defines a state function for a system in equilibrium. This function can be
the entropy, the internal energy, the canonical grand potential, the enthalpy and so on, all
of them mutually equivalent, containing the same information of the system and related
to each other through the Legendre’s transformation [4]. The variables used to describe
the macroscopic state of a system are divided into extensive (volume U , number of
particles N , entropy S, internal energy E, etc.) and intensive (pressure P , electrochemical
potential µ, temperature T , etc.) variables. A number of relationships may be written with
them. For instance,

dE = T dS − P dU + µ dN (4.1)

1 Solar cells usually operate at some 40 to 60◦C, but there is nothing theoretical against improving cooling to
reach a cell temperature as close to the ambient one as desired.
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For our purposes it is convenient to choose the grand potential Ω as our preferred state
function. It is the state function that describes the state of a system when the electro-
chemical potential, the volume and the temperature are chosen as independent variables.
It is also the Legendre transform of the energy with respect to the temperature and the
electrochemical potential:

Ω
.= E − T S − µN = −PU (4.2)

Its definition is given by the equal-by-definition sign (
.=). The right-hand equality repre-

sents a property proven with generality [5].

Other thermodynamic variables that characterise the system in equilibrium can be
obtained from the grand potential as derivatives. Hence, the number of particles, entropy
and pressure of the system under consideration can be obtained as

N = − ∂Ω

∂µ

∣∣∣∣
U,T

; S = − ∂Ω

∂T

∣∣∣∣
U,µ

; P = − ∂Ω

∂U

∣∣∣∣
µ,T

(4.3)

For describing systems in non-equilibrium, the system under study is assumed to be
subdivided into small subsystems each one comprising an elementary volume in the
space-of-phases2 (x, y, z, vx , vy , vz) and having a size sufficient to allow the definition
of thermodynamic magnitudes in it. Within such volumes, the subsystems are assumed
to be in equilibrium. Thus, thermodynamic magnitudes are dependent on the position
r

.= (x, y, z) of the elementary volume and the velocity of motion v
.= (vx, vy, vz) of the

elementary bodies or particles in it.

For describing the system in non-equilibrium, it is necessary to introduce the con-
cept of thermodynamic current densities [6], jx . They are related to the extensive variables
X and are defined for those elementary bodies with velocity v at the point r as follows:

jx(r, v) = x(r, v) v (4.4)

where x = X/U is the contribution to the extensive variable X, per unit of volume U at
the point r of the elementary bodies with velocity v.

Equation (4.2) can be applied to the thermodynamic current densities allowing us
to write

jω = je − T (r, v) js − µ(r, v) jn = −P(r, v) v (4.5)

For the thermodynamic current densities, we can write the following continuity
equations [7]:

g
.= ∂n

∂t
+ ∇ · jn (4.6)

υ
.= ∂e

∂t
+ ∇ · je (4.7)

σ
.= ∂s

∂t
+ ∇ · js (4.8)

2 x, y and z are the spatial co-ordinates giving the position of the particle and vx , vy and vz are the co-ordinates
of its velocity.



116 THEORETICAL LIMITS OF PHOTOVOLTAIC CONVERSION

where g, υ and σ are formally defined as the number of particles, energy and entropy
generation rates per unity of volume. The symbol “∇·” is the divergence operator.3

4.2.2 The Two Laws of Thermodynamics

Equations (4.7) and (4.8) have close links with the laws of thermodynamics. A certain
elementary subsystem or body can draw energy from or release energy to another body
close to it, but the first law of thermodynamics states that the sum of the energies generated
at all the i elementary bodies at a given position r must be zero, that is,∑

i

υ(r, vi ) = 0 (4.9)

In the same way, the entropy generated by an elementary body can possibly be neg-
ative, but the second law of thermodynamics, as stated by Prigogine [7], determines
that the sum of all the entropy generated by all the bodies, σirr, must be non-negative
everywhere. ∑

i

σ (r, vi ) = σirr(r) ≥ 0 (4.10)

4.2.3 Local Entropy Production

It is illustrative to have a look at the sources for entropy production. Using equation (4.2)
in the basic thermodynamic relationship of equation (4.1), we obtain an interesting rela-
tionship between thermodynamic variables per unity of volume:

ds = 1

T
de − µ

T
dn (4.11)

If this relationship and equation (4.5) are substituted in equation (4.8), we find that

σ = 1

T

∂e

∂t
− µ

T

∂n

∂t
+ ∇ ·

(
1

T
je − 1

T
jw − µ

T
jn

)
(4.12)

Introducing equations (4.6) and (4.7) in (4.12) and after some mathematical handling we
obtain that [8]

σ = 1

T
υ + je∇ 1

T
− µ

T
g − jn∇ µ

T
+ ∇ ·

(
− 1

T
jω

)
(4.13)

where “∇” is the gradient operator.4 This is an important equation allowing us to identify
the possible sources of entropy generation in a given subsystem. It contains terms involv-
ing energy generation (from another subsystem: υ) and transfer (from the surroundings:

3 The linear unbounded operator “∇·” applied to the vector A .= (Ax,Ay,Az) is defined as ∇ · A = ∂Ax

∂x
+

∂Ay

∂y
+ ∂Az

∂z
.

4 The gradient operator, “∇,” (without being followed by a dot) is a linear unbounded operator whose actuation

on a scalar field f (x, y, z) is defined as ∇f = ∂f

∂x
e1 + ∂f

∂y
e2 + ∂f

∂z
e3 where e1, e2, e3 are the orthonormal

basis vectors of the Cartesian framework being used as reference.
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je∇1/T ), free energy (µg) generation, Joule effect ( jn∇µ) and expansion of the volume
that contains the particles (∇jω/T ). This equation is very important and will be used to
prove the thermodynamic consistence of solar cells.

4.2.4 An Integral View

Fluxes, Ẋ, of the thermodynamic currents, jx , will be frequently used in this paper. In this
text, they will be also called thermodynamic variable rates. By definition, the following
relationship exists:

Ẋ
.=

∫
A

∑
i

jx dA (4.14)

where the sum refers to the different subsystems with different velocities to be found at
a given position. A is the surface through which the flux is calculated. Actually, jx dA

represents the scalar product of the current density vector jx and the oriented surface
element dA (orientation is arbitrary and if a relevant volume exists the orientation selected
leads to the definition of escaping or entering rates).

4.2.5 Thermodynamic Functions of Radiation

The number of photons in a given mode of radiation is given [9] by the well-known
Bose–Einstein factor fBE = {exp[(ε − µ)/kT ] − 1}−1, which through equation (4.3) is
related to the grand canonical potential Ω = kT ln{exp[(µ − ε)/kT ] − 1}. In these
equations, most of the symbols have been defined earlier: ε is the photon energy in
the mode and k is the Boltzman constant. The corresponding thermodynamic current
densities for these photons are

jn = fBEc/(Unr); je = εjnfBEc/(Unr); jω = Ωc/(Unr) (4.15)

where c is the light velocity (a vector since it includes its direction) in the vacuum and
nr is the index of refraction of the medium in which the photons propagate, which is
assumed to be independent of the direction of propagation. Thus, c/nr is the velocity of
the photons in the medium.

The number of photon modes with energy between ε and ε + dε is
8πUn3

r ε
2/(h3c2) dε. When the modes with energies εm < ε < εM are taken into account,

the total grand canonical potential of the photons, Ωph, associated with these modes is
the sum of the contributions from each mode and can be written as

Ωph(U, T , µ) = 8πUn3
r

h3c3

∫ εM

εm

ε2kT ln(1 − e(µ−ε)/kT ) dε (4.16)

where h is the Planck’s constant.

Photons do not interact among themselves, such that temperatures and chemical
potentials can be different for each mode. This means that they can be a function of the
energy and of the direction of propagation. In the non-equilibrium case they can also be a
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function of the position. If we only take into account the photons’ propagation in a small
solid angle d� , the grand potential in equation (4.16) must be multiplied by d�/4π . The
same coefficient affects other thermodynamic variables of the radiation.

The flux of a thermodynamic variable X of the radiation through a surface A with
a solid angle � is then given by

Ẋ =
∫

A

∑
i

jx dA =
∫

A,�

1

4π

X

U

c
nr

cos θ d� dA =
∫

H

1

4π

X

U

c
n3

r

dH (4.17)

where the angle θ is defined in Figure 4.1. In this case, the sum of equation (4.14) has
been substituted by the integration on solid angles. In many cases the integration will be
extended to a restricted domain of solid angles. It is, in particular, the case of the photons
when they come from a remote source such as the sun.

The differential variable dH = n2
r cos θ d� dA, or its integral on a certain domain

(at each position of A it must include the solid angle � containing photons), is the
so-called multilinear Lagrange invariant [10]. It is invariant for any optical system [11].
For instance, at the entry aperture of a solar concentrator (think of a simple lens), the
bundle of rays has a narrow angular dispersion at its entry since all the rays come from
the sun within a narrow cone. Then, they are collected across the whole entry aperture.
The invariance for H indicates that it must take the same value at the entry aperture
and at the receiver, or even at any intermediate surface that the bundle may cross. If
no ray is turned back, all the rays will be present at the receiver. However, if this
receiver is smaller than the entry aperture, the angular spread with which the rays illu-
minate the receiver has to be bigger than the angular spread that they have at the entry.
In this way, H becomes a sort of measure of a bundle of rays, similar to its four-
dimensional area with two spatial dimensions (in dA) and two angular dimensions (in
d� ). Thus, we may talk of the Hsr of a certain bundle of rays linking the sun with a
certain receiver.

Besides Lagrange invariant, this invariant receives other names. In treatises of
thermal transfer it is called vision or view factor, but Welford and Winston [12] have
recovered for this invariant the old name given by Poincaré that in our opinion accu-
rately reflects its properties. He refers to it as étendue (extension) of a bundle of rays.
We shall adopt in this chapter this name as a shortened denomination for this multilinear
Lagrange invariant.

When the solid angle of illumination consists of the total hemisphere, H = n2
rπA,

where A is the area of the surface traversed by the photons. However, in the absence of
optical elements, the photons from the sun reach the converter located on the Earth within

dA

dv

q

Jx

Figure 4.1 Drawing used to show the flux of a thermodynamic variable across a surface ele-
ment dA
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Table 4.1 Several thermodynamic fluxes for photons with energies between εm and εM distributed
according to a black body law determined by a temperature T and chemical potential µ. The last
line involves the calculations for a full-energy spectrum (εm = 0 and εM = ∞). One of the results
(the one containing T 4) constitutes the Stefan–Boltzman law

Ω̇(T , µ, εm, εM,H) = kT
2H

h3c2

∫ εM

εm

ln(1 − e(µ−ε)/kT )ε2 dε =
∫ εM

εm

ω̇(T , µ, ε, H) dε (I-1)

Ṅ(T , µ, εm, εM,H) = 2H

h3c2

∫ εM

εm

ε2 dε

e(ε−µ)/kT
− 1 =

∫ εM

εm

ṅ(T , µ, ε, H) dε (I-2)

Ė(T , µ, εm, εM,H) = 2H

h3c2

∫ εM

εm

ε3 dε

e(ε−µ)/kT
− 1 =

∫ εM

εm

ė(T , µ, ε, H) dε (I-3)

Ṡ = Ė − µṄ − Ω̇

T
; Ḟ

.= Ė − T Ṡ = µṄ + Ω̇ (I-4)

Ė(T , 0, 0,∞, H) = (H/π)σSBT 4; Ṡ(T , 0, 0,∞,H) = (4H/3π)σSBT 3;

σSB = 5.67 × 10−8 Wm−2 K−4 (I-5)

a narrow cone of rays. In this case, H = πA sin2 θs , where θs is the sun’s semi-angle of
vision (taking into account the sun’s radius and its distance to Earth), which is equal [13]
to 0.267◦. No index of refraction is used in this case because the photons come from
the vacuum.

Fluxes of some thermodynamic variables and some formulas of interest, which can
be obtained from the above principles, are collected in Table 4.1.

4.2.6 Thermodynamic Functions of Electrons

For electrons, the number of particles in a quantum state with energy ε is given by
the Fermi–Dirac function fFD = {exp[(ε − εF )/kT ] + 1}−1 where the electrochemical
potential (the chemical potential including the potential energy due to electric fields) of
the electrons is usually called Fermi level, εF . Unlike photons, electrons are in continuous
interaction among themselves, so that finding different temperatures for electrons is rather
difficult. In fact, once a monochromatic light pulse is shined on the semiconductor, the
electrons or holes thermalise to an internal electron temperature in less than 100 fs.
Cooling to the network temperature will take approximately 10 to 20 ps [14]. However,
electrons in semiconductors are found in two bands separated by a large energy gap in
which electron states cannot be found. The consequence of this is that, in non-equilibrium,
different electrochemical potentials, εFc and εFv (also called quasi-Fermi levels), can exist
for the electrons in the conduction band (CB) and the valence band (VB), respectively.
Sometimes we prefer to refer to the electrochemical potential of the holes (empty states
at the VB), which is then equal to −εFv . Once the excitation is suppressed, it can even
take milliseconds before the two quasi-Fermi levels become a single one, as it is in the
case of silicon.
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4.3 PHOTOVOLTAIC CONVERTERS

4.3.1 The Balance Equation of a PV Converter

In 1960, Shockley and Queisser (SQ) published an important paper [2] in which the
efficiency upper limit of a solar cell was presented. In this article it was pointed out, for
the first time in solar cells, that the generation due to light absorption has a detailed balance
counterpart, which is the radiative recombination. This SQ efficiency limit, detailed below,
occurs in ideal solar cells that are the archetype of the current solar cells. Such cells
(Figure 4.2) are made up of a semiconductor with a VB and a CB, more energetic and
separated from the VB by the band gap, εg. Each band is able to develop separate quasi-
Fermi levels, εFc for the CB and εFv for the VB, to describe the carrier concentration
in the respective bands. In the ideal SQ cell the mobility of the carriers is infinite, and
since the electron and hole currents are proportional to the quasi-Fermi level gradients, it
follows that the quasi-Fermi levels are constant. Contact to the CB is made by depositing
a metal on an n+-doped semiconductor. The carriers going through this contact are mainly
electrons due to the small hole density. The few holes passing through this contact are
accounted for as surface recombination, assumed zero in the ideal case. Similarly, contact
with the VB is made with a metal deposited on a p-doped semiconductor. The metal
Fermi levels εF+ and εF− are levelled, respectively, to the hole and the electron quasi-
Fermi levels εFv and εFc at each interface. In equilibrium, the two quasi-Fermi levels
become just one.

The voltage V appearing between the two electrodes is given by the splitting of
the quasi-Fermi levels, or, more precisely, by the difference in the quasi-Fermi levels of
majority carriers at the ohmic contact interfaces. With constant quasi-Fermi levels and
ideal contacts, the split is simply

qV = εFc − εFv (4.18)
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Figure 4.2 Band diagram of a solar cell with its contacts
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Photons are absorbed by pumping electrons from the VB to the CB through the process
known as electron–hole pair generation. However, as required by the detailed balance,
the opposite mechanism is also produced so that a CB electron can decay to the VB and
emit a photon, leading to what is called a radiative recombination process, responsible for
luminescent light emission. In fact, many of such luminescent photons whose energy is
slightly above the band gap are reabsorbed, leading to new electron–hole pair generations
and balancing out the recombinations. Only the recombination processes leading to the
effective emission of a photon out of the semiconductor produce a net recombination.
Taking into account that the luminescent photons are emitted isotropically, only those
photons emitted near the cell faces, at distances in the range of or smaller than the inverse
of the absorption coefficient, and directed towards the cell faces with small angles (those
reaching the surface with angles higher that the limit angle will be reflected back) have
chances to actually leave the semiconductor, and thus to contribute to the net radiative
recombination. The rare device analyses that account for this re-absorption – not yet very
common as they are rather involved and the radiative recombination is small in silicon
and in many thin-film cells – are said to include photon recycling [15].

In the ideal SQ cell any non-radiative recombination mechanism, which is an
entropy-producing mechanism, is assumed to be absent.

The difference between the electrons pumped to the CB by external photon absorp-
tion and those falling again into the VB and effectively emitting a luminescent photon
equals the current extracted from the cell. This can be presented in an equation form as

I/q = Ṅs − Ṅr =
∫ ∞

εg

(ṅs − ṅr ) dε (4.19)

where εg = εc − εv is the semiconductor band gap and Ṅs and Ṅr are the photon fluxes
entering or leaving the solar cell, respectively, through any surface. When the cell is
properly contacted, this current is constituted by the electrons that leave the CB through
the highly doped n-contact. In a similar balance, in the VB, I/q are also the electrons
that enter the VB through the highly doped p-contact. Note that the sign of the current
is the opposite to that of the flow of the electrons.

Using the nomenclature in Table 4.1, the terms in equation (4.19) for unit-area
cells are Ṅs = aṄ(Ts, 0, εg, ∞, π sin2 θs) for the cell facing the sun directly or Ṅs =
aṄ(Ts, 0, εg,∞, π) for the cell under full concentration and Ṅr = ξṄ(Ta, qV, εg, ∞, π)

where a and ξ are the absorptivity and emissivity of the cell. Ts is the sun temperature
and Ta is the room temperature. Full concentration means using a concentrator without
losses that is able to provide isotropic illumination; this is the highest illuminating power
flux from a given source. The conservation of the étendue requires this concentrator to
have a concentration C fulfilling the equation Cπ sin2 θs = πn2

r , that is, C = 46050n2
r .

This concentration is indeed unrealistic, but it does lead to the highest efficiency. Fur-
thermore, it can be proven [16] that when the quasi-Fermi level split is uniform in the
semiconductor bulk, then a = ξ . We shall assume – from now on in this chapter – that
the solar cell is thick enough and perfectly coated with antireflection layers so as to
fully absorb any photon with energy above the band gap energy so that a = ξ = 1 for
these photons.
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The assumption Ṅr = Ṅ(Ta, qV, εg, ∞, π) states that the temperature associated
with the emitted photons is the room temperature Ta . This is natural because the cell is
at this temperature. However, it also states that the chemical potential of the radiation
emitted, µph, is not zero but

µph = εFc − εFv = qV (4.20)

This is so because the radiation is due to the recombination of electron–hole pairs, each
one with a different electrochemical potential or quasi-Fermi level. A plausibility argument
for admitting µph = εFc − εFv is to consider that photons and electron–hole pairs are
produced through the reversible (i.e. not producing entropy) equation electron + hole ↔
photon. Equation (4.20) would then result as a consequence of equalling the chemical
potentials before and after the reaction. Equation (4.20) can be also proven by solving
the continuity equation for photons within the cell bulk [16, 17].

When the exponential of the Bose–Einstein function is much higher than one, the
recombination term in equation (4.19) for full concentration can be written as

Ṅr = 2π

h3c2

∫ ∞

εg

ε2 exp
(

ε − qV

kTa

)
dε

= 2πkT

h3c2
[4(kT )2 + 2εgkT + ε2

g] exp
(

qV − εg

kTa

)
(4.21)

This equation is therefore valid for εg − qV � kTa . Within this approximation, the cur-
rent–voltage characteristic of the solar cell takes its conventional single exponential
appearance. In fact, this equation, with the appropriate factor sin2 θs , is accurate in all
the ranges of interest of the current–voltage characteristic of ideal cells under unconcen-
trated sunlight.

The SQ solar cell can reach an efficiency limit given by

η = {qV [Ṅs − Ṅr(qV )]}max

σSBT 4
s

(4.22)

where the maximum is calculated by optimising V . This efficiency limit was first obtained
by Shockley and Queisser [2] (for unconcentrated light) and is plotted in Figure 4.3 for
several illumination spectra as a function of the band gap.

Outside the atmosphere the sun is seen quite accurately as a black body whose
spectrum corresponds to a temperature of 5758 K [19]. To stress the idealistic approach
of this chapter, we do not take this value in most of our calculations but rather 6000 K
for the sun temperature and 300 K for the room temperature.

It must be pointed out that the limiting efficiency obtained for full concentration
can be obtained also at lower concentrations if the étendue of the escaping photons is
made equal to that of the incoming photons [16]. This can be achieved by locating the
cell in a cavity [20] that limits the angle of the escaping photons.
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Figure 4.3 SQ efficiency limit for an ideal solar cell versus band gap energy for unconcentrated
black body illumination, for full concentrated illumination and for illumination under the
terrestrial sun spectrum: (a) unconcentrated 6000 K black body radiation (1595.9 Wm−2);
(b) full concentrated 6000 K black body radiation (7349.0 × 104 Wm−2); (c) unconcentrated
AM1.5-Direct [18] (767.2 Wm−2) and (d) AM1.5 Global [18] (962.5 Wm−2)

It is interesting to note that the SQ analysis limit does not make any reference to
semiconductor pn junctions. William Shockley, who first devised the pn-junction opera-
tion [21], was also the first in implicitly recognising [2] its secondary role in solar cells.
In fact, a pn junction is not a fundamental constituent of a solar cell. What seems to be
fundamental in a solar cell is the existence of two gases of electrons with different quasi-
Fermi levels (electrochemical potentials) and the existence of selective contacts [22] that
are traversed by each one of these two gases. The importance of the role of the existence
of these selective contacts has not been sufficiently recognised. This is achieved today
with n- and p-doped semiconductor regions, not necessarily forming layers, as in the point
contact solar cell [23], but in the future it might be achieved otherwise, maybe leading to
substantial advancements in PV technology. The role of the semiconductor, of which the
cell is made, is to provide the two gases of electrons that may have different quasi-Fermi
levels owing to the gap energy separation that makes the recombination difficult.

So far, for non-concentrated light, the most efficient single-junction solar cell,
made of GaAs, has achieved an efficiency of 25.1% [24] of AM1.5G spectrum. This is
only 23% below the highest theoretical efficiency of 32.8% for the GaAs band gap, of
1.42 eV, for this spectrum [25]. The theoretical maximum almost corresponds to the
GaAs band gap. However, most cells are manufactured so that the radiation is also
emitted towards the cell substrate located in the rear face of the cell, and little radia-
tion, if any, turns back to the active cell. The consequence of this is that the étendue
of the emitted radiation, which is π for a single face radiating to the air, is enlarged.
The étendue is then π + πn2

r . The term πn2
r proceeds from the emission of photons

towards the substrate of the cell, which has a refraction index nr . This reduces the lim-
iting efficiency of the GaAs solar cell from 32.8 to 30.7%. Taking this into account, the
efficiency of this best experimental cell is only 18.2% below the achievable efficiency of
this cell, only on the basis of radiative recombination. Some substantial increase in effi-
ciency might then be achieved by putting a reflector at the rear side of the active layers
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of the cells [26] (not behind the substrate!). This would require the use of thin GaAs
solar cells [27] or the fabrication of Bragg reflectors [28] (a stack of thin semiconduc-
tor layers of alternating refraction indices) underneath the active layers. Bragg reflectors
have been investigated for enhancing the absorption of the incoming light in very thin
cells, but the reduction of the luminescent emission towards the substrate might be an
additional motivation.

4.3.2 The Monochromatic Cell

It is very instructive to consider an ideal cell under monochromatic illumination. When
speaking of monochromatic illumination, we mean that, in fact, the cell is illuminated
by photons within a narrow interval of energy �ε around the central energy ε. The
monochromatic cell must also prevent the luminescent radiation of energy outside the
range �ε from escaping from the converter.

For building this device an ideal concentrator [29] can be used that collects the
rays from the solar disc, with an angular acceptance of just θs , with a filter on the entry
aperture, letting the aforementioned monochromatic illumination to pass through. This
concentrator is able to produce isotropic illumination at the receiver. By a reversal of the
ray directions, the rays issuing from the cell in any direction are to be found also at the
entry aperture with directions within the cone of semi-angle θs . Those with the proper
energy will escape and be emitted towards the sun. The rest will be reflected back into
the cell where they will be recycled. Thus, under ideal conditions no photon will escape
with energy outside the filter energy and, furthermore, the photons escaping will be sent
directly back to the sun with the same étendue of the incoming bundle Hsr .

The current in the monochromatic cell, �I , will then be given by

�I/q ≡ i(ε, V )�ε/q = (ṅs − ṅr )�ε

= 2Hsr

h3c2


 ε2�ε

exp
(

ε

kTs

)
− 1

− ε2�ε

exp
(

ε − qV

kTa

)
− 1


 (4.23)

This equation allows for defining an equivalent cell temperature Tr ,

ε

kTr

= ε − qV

kTa

⇒ qV = ε

(
1 − Ta

Tr

)
(4.24)

so that the power produced by this cell, �Ẇ , is

�Ẇ = 2Hsr

h3c2


 ε3�ε

exp
(

ε

kTs

)
− 1

− ε3�ε

exp
(

ε

kTr

)
− 1




(
1 − Ta

Tr

)

= (ės − ėr )�ε

(
1 − Ta

Tr

)
(4.25)
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We realise that the work extracted from the monochromatic cell is the same as
that extracted from a Carnot engine fed with a heat rate from the hot reservoir
�q̇ = (ės − ėr )�ε. However, this similarity does not hold under a non-monochromatic
illumination because, for a given voltage, the cell equivalent temperature would depend
on the photon energy ε being unable to define a single equivalent temperature for the
whole spectrum. Note that the equivalent cell temperatures corresponding to short-circuit
and open-circuit conditions are Ta and Ts , respectively.

To calculate the efficiency, �Ẇ in equation (4.25) must be divided by the appro-
priate denominator. We could divide by the black body incident energy σSBT 4

s , but this
would be unfair because the unused energy that is reflected by the entry aperture could
be deflected with an optical device and used in other solar converters. We can divide by
ės�ε, the rate of power received at the cell, thus obtaining the monochromatic efficiency,
ηmc, given by

ηmc = q(ṅs − ṅr )V

ės

∣∣∣∣
max

=
(

1 − ėr

ės

) (
1 − Ta

Tr

)∣∣∣∣
max

(4.26)

that is represented in Figure 4.4 as a function of the energy ε.

Alternatively, we could have used the standard definition of efficiency used in
thermodynamics [30, 31] to compute the efficiency of the monochromatic cell. In this
context, we put in the denominator the energy really wasted in the conversion process,
that is, (ės − ėr )�ε. Actually, the energy ėr�ε is returned to the sun, perhaps for later
use (slowing down, for example, the sun’s energy loss process!). This leads to the ther-
modynamic efficiency:

ηth =
(

1 − Ta

Tr

)
(4.27)

This efficiency is the same as the Carnot efficiency obtained by a reversible engine
operating between an absorber at temperature Tr and the ambient temperature and suggests
that an ideal solar cell may work reversibly, without entropy generation. Its maximum,
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Figure 4.4 Monochromatic cell efficiency versus photon energy
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for �ẇ ≥ 0, is obtained for Tr = Ts , although unfortunately it occurs when �ẇ = 0, that
is, when negligible (actually, none) work is done by the cell. However, this is a general
characteristic of reversible engines, which yield the Carnot efficiency only at the expense
of producing negligible power.

4.3.3 Thermodynamic Consistence of the Shockley–Queisser
Photovoltaic Cell

Electrons and photons are the main particles interacting in a solar cell [8]. However,
other interactions occur as well. In general, looking at equation (4.13), the generation of
entropy for each kind of particle (electrons, photons and others) is written as

σ = ∑
i

[
1

T
υ + je∇ 1

T
− µ

T
g − jn∇ µ

T
+ ∇ ·

(
− 1

T
jω

)]
(4.28)

where the summation extends to the different states of the particle.

First we analyse the generation of entropy by electrons, σele. Except for the case
of ballistic electrons, the pressure – appearing inside jω as shown in equation (4.5) – is
very quickly equilibrated; it is the same for +v and for −v as a result of the frequent
elastic collisions. Thus, the term in jω for electrons disappears when the sum is extended
to all the states in each energy. These collisions also cause the temperature and the free
energy to become the same for all the directions, at least for a given energy. Furthermore,
in conventional solar cells, the temperature of the electrons is the same for any energy
and is equal to the lattice temperature Ta . Also, the electrochemical potential is the same
for all the electrons within the same band at a given r.

In a real cell, the energy flow je goes from the high-temperature regions towards
the low-temperature ones [∇(1/T ) ≥ 0] so that the term in (4.28) involving je produces
positive entropy. The electron flow, jn, opposes the gradient of electrochemical potential,
thus also producing positive entropy for constant temperature. However, in the ideal
cell, the lattice temperature, which is also that of the electrons, is constant and the term
involving ∇(1/T ) disappears. Furthermore, in the SQ [2] ideal cell, mobility is infinite
and, therefore, its conduction and valence band electrochemical potentials or quasi-Fermi
levels (εFc, εFv ) are constant throughout the whole solar cell and their gradients are also
zero. Therefore, all the gradients in equation (4.28) disappear and the electron contribution
to entropy generation, σele, is given by

σele =
∑
i−ele

[
1

Ta

υi−ele − εFc(v)

Ta

gi−ele

]
(4.29)

The quasi-Fermi level to be used in this case is εFc or εFv depending on the band to
which the electronic state i-ele belongs. This is represented by εFc(v).

Other interactions may occur in the cell involving other particles besides the elec-
trons and the photons. We shall assume that in these interactions the bodies involved
(labelled as others) also have a direction-independent pressure and that they are also at
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the lattice temperature. Furthermore, if these particles exist, they are assumed to have
zero chemical potential (as it is the case, for example, of the phonons). Using these
assumptions, the contribution to the irreversible entropy generation rate from these other
particles becomes

σothers =
∑

i−others

[
1

Ta

υi−others

]
(4.30)

For the case of the photons, the situation is rather different. As said before, photons do not
interact with each other and, therefore, they are essentially ballistic. Their thermodynamic
intensive variables may experience variations with the photon energy and also with their
direction of propagation. In fact, they come from the sun in a few directions only, and
only in these directions do they exert a pressure. The direct consequence is that a non-
vanishing current of grand potential exists for the photons. (It vanishes in gases of photons
that are confined and in thermal equilibrium with the confining walls. Using this condition
for photon beams from the sun is not correct.)

Nph being the number of photons in a mode corresponding to a certain ray mov-
ing inside the semiconductor, their evolution along a given ray path corresponding to a
radiation mode is given by [17]

Nph(ς) = fBE(T , qV )	1 − e−ας
 + Nph(0)e−ας (4.31)

where ς is the length of the ray, fBE is the Bose–Einstein factor for luminescent photons
whose chemical potential is the separation between the conduction and the valence band
electron quasi-Fermi levels – in this case equalling the cell voltage V (times q) – and
α is the absorption coefficient. Equation (4.31) shows a non-homogeneous profile for
Nph contributed to by luminescent photons that increase with ς (first term on the right-
hand side) and externally fed photons that decrease when the ray proceeds across the
semiconductor (second term), and these photons are absorbed. Nph(0) = fBE(Ts, 0) is
usually taken in solar cells that correspond to illumination by free (i.e. with zero chemical
potential) radiation at the sun temperature Ts .

In general, the photons in a mode of energy ε are considered as a macroscopic
body [9] for which temperature and chemical potential can be defined. However, ther-
modynamically, they can be arbitrarily characterised by a chemical potential µ and a
temperature T as long as (ε − µ)/T takes the same value. For example, the incident
solar photons may be considered at the solar temperature Ts with zero chemical poten-
tial or, alternatively, at room temperature Ta with an energy variable chemical potential
µs = ε(1 − Ta/Ts). This property has already been used in the study of the monochro-
matic cell.

Indeed, this arbitrary choice of T and µ does not affect the entropy production.
This becomes evident if we rewrite equation (4.28) in the case of photons as

σph =
∑
i−ph

[
ε − µ

T
g + jn∇

(
ε − µ

T

)
+ ∇ ·

(
− 1

T
jω

)]
(4.32)

where we have made use of equation (4.15) and of the fact that υ = εg. This equation
depends explicitly only on (ε − µ)/T . This is less evident in the term in jω/T , but as



128 THEORETICAL LIMITS OF PHOTOVOLTAIC CONVERSION

discussed in the context of equation (4.15), jω is proportional to T and thus jω/T only
depends on (ε − µ)/T . Note, however, that jω is affected by the specific choice of T .

For simplicity, we shall consider the photons at room temperature and we shall
calculate their chemical potential, µph, from setting the equality

Nph(ς, ε) = ε2

exp
[
ε − µph(ς, ε)

kTa

]
− 1

(4.33)

However, we might have chosen to leave µph = 0, and then the effect of the absorption
of light when passing through the semiconductor could have been described as a cooling
down of the photons (if Nph actually decreases with ς).

With the room-temperature luminescent photon description, the production of
entropy by photons is given by

σph =
∑
i−ph

[
υi−ph

Ta

− µi−phgi−ph

Ta

− jn,i−ph∇µi−ph

Ta

− ∇jω,i−ph

Ta

]
(4.34)

However, using equations (4.15) and (4.3),

∇jω = c

Unr

dΩ

dµ
∇µ = − c

Unr

fBE∇µ = −jn∇µ (4.35)

and

σph =
∑
i−ph

[
−υi−ph

Ta

+ µi−phgi−ph

Ta

]
(4.36)

where

g = (c/Unr)αfBE(Ta, qV )e−ας − (c/Unr)αfBE(Ts, 0)e−ας ; υ = εg (4.37)

The total irreversible entropy production is obtained by adding equations (4.29), (4.30)
and (4.36), taking into account equation (4.37). Now, the terms in energy generation,
all at the same temperature, must balance out by the first principle of thermodynamics.
The net absorption of photons corresponds to an electron transfer (positive and negative
generations) between states gaining an electrochemical potential qV, so the terms µg/T

corresponding to electrons and photons subtract each other. No additional generations are
assumed to take place. Thus the total irreversible entropy generation rate can be written as

σirr = cα

Unr

∑
i−ph

(µi−ph − qV )[fBE(Ts, 0)e−ας − fBE(Ta, qV )e−ας ]

Ta

(4.38)

For a given mode the second factor balances out when fBE(Ts, 0) = fBE(Ta, qV ), and so
does the irreversible entropy generation. In this case, Nph = fBE(Ta, qV ) is constant along
the ray and µi−ph = qV is constant at all points. The irreversible entropy generation rate is
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then zero everywhere. If f (Ts, 0) > f (Ta, qV ), then Nph > f (Ta, qV ) and µi−ph > qV ,
so that both factors are positive and so is the product. If f (Ts, 0) < f (Ta, qV ), then
Nph < f (Ta, qV ) and µi−ph < qV . In this case both factors are negative and the product
is positive.

Thus, we have proven that every mode contributes non-negatively to the entropy.
We can then state that the SQ cell produces non-negative entropy and, in this sense, it
complies with the second law of thermodynamics.

For less idealised cases, as we have mentioned above, the existence of quasi-
Fermi levels or temperature gradients generally produces additional positive entropy.
Non-radiative net recombination of electrons from the conduction to the valence band
also produces positive entropy. However, net generation would contribute to the produc-
tion of negative entropy and, therefore, it may incur in violation of the second law of
thermodynamics, if no other mechanism contributing to the creation of positive entropy
exists. So the inclusion of imaginative carrier generation rates in novel device proposals,
without counterparts, must be considered with some caution.

4.3.4 Entropy Production in the Whole Shockley–Queisser
Solar Cell

The preceding approach is applicable to regions in which the physical properties of the
system are continuous and differentiable, but not to abrupt interfaces. For testing the
compliance with the second law, the continuity equations must be integrated in such cases
by choosing volumes surrounding the suspected interfaces. This integral approach can also
be extended to the whole converter to check for any violation of the second law and also to
calculate the whole entropy production of a device. However, the integral approach, if not
complemented with the local approach, is valid for proving thermodynamic inconsistency,
but not for proving consistency that has to be proven at every point. An example of the
use of such an integral approach is given here.

In the integral analysis we follow steps similar to those used in the local analysis.
In particular, the first law of thermodynamics is applied by integrating equation (4.7) and
using the first law expressed by equation (4.9). Then, we obtain, for the stationary case

0 =
∫

A

∑
i

je,i dA = +Ėr − Ės + Ėmo − Ėmi + Ėothers (4.39)

where Ės and Ėr are the radiation energies entering or escaping from the converter,
Ėmi and Ėmo are the energies of the electrons entering the VB and leaving the CB,
respectively, and Ėothers is the net flow of energy leaving the semiconductor as a result
of other mechanisms.

Taking equation (4.5) into account, the fact that no chemical potential is associated
with other particles and processes, and the annihilation of the grand canonical potential
current density, the term corresponding to the other elements is more conventionally
written as

Ėothers = TaṠothers
.= Q̇ (4.40)

where Q̇ is defined as the rate of heat leaving the converter.
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The second law of thermodynamics, expressed by equations (4.8) and (4.10), inte-
grated into the whole volume of the converter can be written, for the stationary case, as

Ṡirr =
∫

U

σirr dU =
∫

A

∑
i

js,i dA = Ṡr − Ṡs + Ṡmo − Ṡmi + Ṡothers (4.41)

The irreversible rate of entropy production is obtained by the elimination of the terms
with subscript others by multiplying equation (4.41) by Ta , subtracting equation (4.39)
from the result and taking into account (4.40). In this way we obtain

TaṠirr = (Ės − TaṠs) − (Ėr − TaṠr ) + (Ėmi − TaṠmi) − (Ėmo − TaṠmo) (4.42)

From equation I-4 (Table 4.1) and considering the annihilation of the grand canonical
potential flow for electrons, (Ėmi − TaṠmi) = εFvṄmi and (Ėmo − TaṠmo) = εFcṄmo, so
that we can write

TaṠirr = εFvṄmi − εFcṄmo + (Ės − TaṠs) − (Ėr − TaṠr ) (4.43)

Taking into account that Ṅmi = Ṅmo = I/q and εFc − εFv = qV , equation (4.43) is now
rewritten as

TaṠirr = −Ẇ + (Ės − TaṠs) − (Ėr − TaṠr ) (4.44)

Here, this equation has been derived from the local model. However, it can also be
obtained with more generality from a classical formulation of the second law of ther-
modynamics [32]. It is valid for ideal as well as for non-ideal devices. The values
of the thermodynamic variables to be used in equation (4.44) are given in Table 4.1.
Power – which in other cases will be that of the converter under study – corresponds
in this case to the power of an SQ ideal solar cell and is given by the product of
equations (4.18) and (4.19).

We have already discussed the basic ambiguity for the thermodynamic description
of any radiation concerning the choice of the temperature and the chemical potential. A
useful corollary is derived from this fact [32]. If the power rate produced by a radiation
converter depends on the radiation only through its rate of incident energy or number of
photons, then any radiation received or emitted by the converter can be changed into a
luminescent radiation at room temperature, Ta , and with chemical potential, µx , without
affecting the rate of power and of irreversible entropy produced. The chemical potential
µx of this equivalent luminescent radiation is linked to the thermodynamic parameters of
the original radiation, Trad and µrad, through the equation

ε − µrad

kT rad
= ε − µx

kTa

⇒ µx = ε

(
1 − Ta

Trad

)
+ µrad

Ta

Trad
(4.45)

Note that, in general, µx is a function of the photon energy, ε, as it may also be Trad

and µrad.
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The proof of the theorem is rather simple and is brought in here because it uses
relationships of instrumental value. It is straightforward to see that

ṅx = ṅrad; ėx = εṅx = ėrad; ω̇x/Ta = ω̇rad/Trad; ėrad − T ṡrad = µxṅx + ω̇x

(4.46)

where, again, the suffix rad labels the thermodynamic variables of the original radiation.

The equality of the energy and the number of photons of the original and equivalent
radiation proves that the power production is unchanged. Furthermore, the last relationship
can be introduced in equation (4.44) to prove that the calculation of the entropy production
rate also remains unchanged.

Taking all this into account, the application of equation (4.44) to the SQ solar cell
is rather simple. Using the SQ cell model for the power and using the room-temperature
equivalent radiation (of chemical potential µs) of the solar radiation, we obtain

TaṠirr = −
∫ ∞

εg

qV [ṅ(Ta, µs) − ṅ(Ta, qV )] dε +
∫ ∞

εg

[µsṅ(Ta, µs) + ω̇(Ta, µs)] dε

−
∫ ∞

εg

[qV ṅ(Ta, qV ) + ω̇(Ta, qV )] dε

=
∫ ∞

εg

[ω̇(Ta, µs) − ω̇(Ta, qV )] dε +
∫ ∞

εg

[(µs − qV )ṅ(Ta, µs)] dε (4.47)

The integrand is zero for qV = µs , but as µs varies with ε it is not zero simultaneously for
all ε. To prove that it is positive, we differentiate with respect to qV. Using dω̇/dµ = −ṅ,

d(TaṠirr)

dqV
= −

∫ ∞

εg

[ṅ(Ta, µs) − ṅ(Ta, qV )] = I/q (4.48)

Thus, for each energy, the minimum of the integrand also appears for qV = µs(ε). Since
this minimum is zero, the integrand is non-negative for any ε and so is the integral, proving
also the thermodynamic consistence of this cell from the integral perspective. Furthermore,
the minimum of the entropy, which for the non-monochromatic cell is not zero, occurs
for open-circuit conditions. However, the ideal monochromatic cell reaches zero entropy
production, and therefore reversible operation, under open-circuit conditions, and this is
why this cell may reach the Carnot efficiency, as discussed in a preceding section.

4.4 THE TECHNICAL EFFICIENCY LIMIT FOR SOLAR
CONVERTERS

We have seen that with the technical definition of efficiency – in whose denominator the
radiation returned to the sun is not considered – the Carnot efficiency cannot be reached
with a PV converter. What then is the technical efficiency upper limit for solar converters?

We can consider that this limit would be achieved if we could build a converter
producing zero entropy [33]. In this case, the power that this converter can produce,
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Ẇlim, can be obtained from equation (4.44) by setting the irreversible entropy-generation
term to zero. Substituting the terms involving emitted radiation by their room-temperature
luminescent equivalent, equation (4.44) becomes

Ẇlim =
∫ ∞

εg

{[ės − Taṡs] − [µx(ε)ṅx + ω̇x]} dε =
∫ ∞

εg

ẇlim(ε, µx) dε (4.49)

The integrand should now be maximised [32] with respect to µx . For this, we calculate
the derivative

dẇlim

dµx

= −ṅx − dω̇x

dµx

− µx

dṅx

dµx

= −µx

dṅx

dµx

(4.50)

where we have used that the derivative of the grand potential with respect to the chemical
potential is the number of particles with a change of sign. This equation shows that the
maximum is achieved if µx = 0 for any ε, or, in other words, if the radiation emitted is
a room-temperature thermal radiation. This is the radiation emitted by all the bodies in
thermal equilibrium with the ambient. However, the same result will be also achieved if
the emitted radiation is any radiation whose room-temperature luminescent equivalent is
a room-temperature thermal radiation.

Now, we can determine this efficiency, according to Landsberg [33], as

η =

(
Hsr

π

) [(
σT 4

s − 4

3
σTaT

3
s

)
−

(
σT 4

a − 4

3
σT 4

a

)]
(Hsr/π)σT 4

s

= 1 − 4

3

(
Ta

Ts

)
+ 1

3

(
Ta

Ts

)4

(4.51)

which for Ts = 6000 K and T = 300 K gives 93.33% instead of 95% of the
Carnot efficiency.

No ideal device is known that is able to reach this efficiency. Ideal solar thermal
converters, not considered in this chapter, have a limiting efficiency of 85.4% [34, 35]
and therefore do not reach this limit. Other high-efficiency ideal devices considered in
this chapter do not reach it either. We do not know whether the Landsberg efficiency
is out of reach. At least it is certainly an upper limit of the technical efficiency of any
solar converter.

4.5 VERY HIGH EFFICIENCY CONCEPTS

4.5.1 Multijunction Solar Cells

A conceptually straightforward way of overcoming the fundamental limitation of the SQ
cell, already pointed out by SQ, is the use of several solar cells of different band gaps
to convert photons of different energies. A simple configuration to achieve it is by just
stacking the cells so that the upper cell has the highest band gap and lets the photons
pass through towards the inner cells (Figure 4.5). The last cell in the stack is the one
with the narrowest band gap. Between cells we put low-energy pass filters so that the
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Reflectors

Light

Cell 1 Cell n Cell N

Figure 4.5 Stack of solar cells ordered from left to right in decreasing band gap
(Eg1 > Eg2 > Eg3). (Reprinted from Solar Energy Materials and Solar Cells V. 43, N. 2, Martı́ A.
and Araújo G. L, Limiting Efficiencies for Photovoltaic Energy Conversion in Multigap Systems,
203–222,  1996 with permission from Elsevier Science)

reflection threshold of each filter is the band gap of the cell situated above. This prevents
the luminescent photons from being emitted for energies different to those with which the
photons from the sun are received in each cell. In this configuration, every cell has its own
load circuit, and therefore, is biased at a different voltage. It has been shown [31] that a
configuration without back reflectors leads to a lower efficiency if the number of cells is
finite. For the case of a stack with an infinite number of cells, the limiting efficiency is
found to be independent of whether reflectors are placed or not.

For example, for the case of a stack with two cells, the power generated is

W = qVl	Ṅ(Ts, 0, εgl, εgh, Hs) − Ṅ(Ta, qVl, εgl , εgh, Hr)

+ qVh[Ṅ(Ts, 0, εgh, ∞,Hs) − Ṅ(Ta, qVh, εgh ,∞, Hr)] (4.52)

where the suffixes l and h (low and high) refer to the band gap and the voltage of the
two cells involved. The maximum power is obtained by optimising this function with
respect to the variables Vl , Vh, εgl and εgh . We present in Figure 4.6 the efficiency of
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h 
ba

nd
 g

ap
[e

V
]

Low band gap
[eV]

Figure 4.6 Efficiency of a tandem of two ideal cells under AM1.5D illumination as a function of
the two cells’ band gap εl and εh
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two ideal cells as a function of the two cells’ band gaps, which is optimised only with
respect to Vl and Vh. The generation term is in this case not the one in equation (4.52)
but the one corresponding to a standard spectrum AM1.5D [18]. Power is converted into
efficiency by dividing by 767.2 Wm−2, which is the power flux carried by the photons in
this spectrum. In the figure, we can observe that the efficiency maximum is very broad,
allowing for a wide combination of materials.

A lot of experimental work has been done on this subject. To our knowledge, the
highest efficiency so far achieved, 34% (AM1.5 Global), has been obtained by Spectro-
lab [24, 36], in 2001, using a monolithic (made on the same chip) two-terminal tandem
InGaP/GaAs stuck on a Ge cell and operating at a concentration factor of 210, that is, at
21 Wcm−2.

The maximum efficiency is obtained with an infinite number of solar cells, each
one biased at its own voltage V (ε) and illuminated with monochromatic radiation. The
efficiency of this cell is given by

η =

∫ ∞

0
ηmc(ε)ės dε∫ ∞

0
ės dε

= 1

σSBT 4
s

∫ ∞

0
ηmc(ε)ės dε = 1

σSBT 4
s

∫ ∞

0
i(ε, V )V |max dε (4.53)

where ηmc(ε) is the monochromatic cell efficiency given by equation (4.26) and i(ε, V )

was defined in equation (4.23). For Ts = 6000 K and Ta = 300 K, the sun and ambient
temperature, respectively, this efficiency is [34] 86.8%. This is the highest efficiency limit
of known ideal converter.

Tandem cells emit room-temperature luminescent radiation. This radiation presents,
however, a variable chemical potential µ(ε) = qV (ε) and therefore it is not a radiation
with zero chemical potential (free radiation). In addition, the entropy produced by this
array is positive since the entropy produced by each one of the monochromatic cells
forming the stack is positive. None of the conditions for reaching the Landsberg efficiency
(zero entropy generation rate and emission of free radiation at room temperature) is then
fulfilled and, therefore, tandem cells do not reach this upper bound.

It is highly desirable to obtain monolithic stacks of solar cells, that is, on the same
chip. In this case, the series connection of all the cells in the stack is the most compact
solution. Chapter 9 will deal with this case extensively. If the cells are series-connected,
a limitation appears that the same current must go through all the cells. For the case of
two cells studied above, this limitation is expressed by the equation

I = q	Ṅ(Ts, 0, εgl , εgh , Hs) − Ṅ(Ta, qVl, εgl , εgh, Hr)

= q[Ṅ(Ts, 0, εgh , ∞,Hs) − Ṅ(Ta, qVh, εgh ,∞, Hr)] (4.54)

This equation establishes a link between Vl and Vh (for each couple εl , εh), which reduces
the value of the maximum achievable efficiency. The total voltage obtained from the stack
is V = Vl + Vh.

Our interest now is to determine the top efficiency achievable in this case when
the number of cells is increased to infinity. Surprisingly enough, it is found [37, 38] that
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the solution is also given by equation (4.53) and therefore, the limiting efficiency of a set
of cells that is series-connected is also 86.8%.

4.5.2 Thermophotovoltaic Converters

Thermophotovoltaic (TPV) converters are devices in which a solar cell converts the radia-
tion emitted by a heated body into electricity. This emitter may be heated, for example, by
the ignition of a fuel. However, in our context, we are more interested in solar TPV con-
verters in which the sun is the source of energy that heats an absorber at temperature Tr ,
which then emits radiation towards the PV converter. Figure 4.7 draws the ideal converter
for this situation.

An interesting feature of the TPV converter is that the radiation emitted by the
solar cells is sent back to the absorber assisting in keeping it hot. To make the cell area
different from the radiator area (so far cells in this chapter have all been considered to be
of area unity), the absorber in Figure 4.7 radiates into a reflecting cavity containing the
cell. The reflective surfaces in the cavity and the mirrors in the concentrator are assumed
to be free of light absorption.

In the ideal case [39], the radiator emits two bundles of rays, one of étendue Hrc

(emitted by the right side of the absorber in the Figure 4.7a), which is sent to the cell after
reflections in the cavity walls, with energy E′

r without losses, and another (unavoidable)
one Hrs , with energy Er , which is sent back to the sun (by the left face of the absorber)
after suffering reflections in the left-side concentrator. Ideally, the radiator illuminates no
other absorbing element or dark part of the sky: all the light emitted by the radiator’s
left side is sent back to the sun by the concentrator. Rays emitted by the radiator into the
cavity may return to the radiator again without touching the cell, but since no energy is
transferred, such rays are not taken into account.

PV
converter

Absorber at Tr

Environment at Ta

Absorber

Cell & filter
(PV converter)

Cavity

Concentrator

Ai Inlet Ar Ac

Er′ Ec
·

Qs
·

W
·

·
Er
·
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·

(a) (b)

Figure 4.7 (a) Schematic of an ideal TPV converter with the elements inserted in loss-free
reflecting cavities and (b) illustration of the thermodynamic fluxes involved. In the
monochromatic case, Ės ≡ Ė(Ts, 0, 0,∞,Hrs ), Ėr ≡ Ė(Tr , 0, 0,∞,Hrs ), Ė ′

r ≡ ė(ε, Tr , 0, Hrc)�ε,
Ėc ≡ ė(ε, Ta, qV,Hrc)�ε
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On the other hand, the radiator is illuminated by a bundle of rays, coming from
the sun, of étendue Hsr = Hrs and by the radiation emitted by the cell itself, of étendue
Hcr = Hrc . Also, the cell may emit some radiation into the cavity, which returns to the
cell again. This radiation is therefore not accounted for as an energy loss in the cell.
In addition, we shall assume that the cell is coated with an ideal filter that allows only
photons with energy ε and within a bandwidth �ε to pass through, while the others are
totally reflected. In this situation the energy balance in the radiator becomes

Ė(Ts, 0, 0, ∞,Hrs) + ė(ε, Ta, qV , Hrc)�ε = ė(ε, Tr , 0,Hrc)�ε + Ė(Tr , 0, 0, ∞,Hrs)

(4.55)

where the first equation member is the net rate of energy received by the radiator and the
second member is the energy emitted.

Using ė(ε, Tr , 0,Hrc)�ε − ė(ε, Ta, qV , Hrc)�ε = ε�i/q = ε�ẇ/(qV ), where �i

is the current extracted from the monochromatic cell and �ẇ is the electric power deliv-
ered, it is obtained that

ε�ẇ

qV
= HrsσSB

π
(T 4

s − T 4
r ) ⇔ ε2�i

qH rc�ε
= Hrsε

Hrc�ε

σSB

π
(T 4

s − T 4
r ) (4.56)

This equation can be used to determine the operation temperature of the radiator, Tr , as
a function of the voltage V , the sun temperature Ts , the energy ε and the dimensionless
parameter Hrc�ε/Hrsε. Notice that the left-hand side of equation (4.56) is independent
of the cell étendue and of the filter bandwidth (notice that �i ∝ Hrc�ε).

Dividing by HrsσSBT 4
s /π , the solar input power, allows expressing the efficiency

of the TPV converter as

η =
(

1 − T 4
r

T 4
s

) (
qV

ε

)
=

(
1 − T 4

r

T 4
s

) (
1 − Ta

Tc

)
(4.57)

where Tc is the equivalent cell temperature as defined by equation (4.24). As presented
in Figure 4.8, this efficiency is a monotonically increasing function of Hrc�ε/Hrsε. For
(Hrc�ε/Hrsε) → ∞, �i → 0 and Tr → Tc. In this case an optimal efficiency [40] for
Ts = 6000 K and Ta = 300 K is found to be 85.4% and is obtained for a temperature
Tc = Tr = 2544 K. This is exactly the same as the optimum temperature of an ideal solar
thermal converter feeding a Carnot engine. In reality, the ideal monochromatic solar cell is
a way of constructing the Carnot engine. This efficiency is below the Landsberg efficiency
(93.33%) and slightly below the one of an infinite stack of solar cells (86.8%).

It is worth noting that the condition (Hrc�ε/Hrsε) → ∞ requires that Hrc � Hrs ,
and for this condition to be achieved, the cell area must be very large compared to the
radiator area. This compensates the narrow energy range in which the cell absorbs. This
is why a mirrored cavity must be used in this case.

4.5.3 Thermophotonic Converters

A recent concept for solar conversion has been proposed [3] with the name of thermopho-
tonic (TPH) converter. In this concept, a solar cell converts the luminescent radiation
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Figure 4.8 TPV ideal converter efficiency versus Hrc�ε/Hrsε. The energy ε and the cell voltage
V are optimised
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Figure 4.9 Diagram of the TPH converter with cavity. In (b), the energy fluxes are given
by Ės ≡ E(Ts, 0, 0,∞, Hrs), Ėr ≡ E(Tr, qVr, 0,∞,Hrs), Q̇r = Ės − Ėr , Ė ′

r ≡ E(Tr, qVr, 0, ∞,Hrc),
Ė ′

c ≡ E(Ta, qVc, εg,∞,Hrc)

emitted by a heated light emitting diode (LED) into electricity. A diagram of this device
is found in Figure 4.9. As in the TPV device, the LED can be heated with a fuel, but in
our context it is heated as well with radiation absorbed from the sun. To emit luminescent
radiation, the LED absorbs electric power, Ẇr , in addition to the power delivered from
the photons that illuminate the absorber. This power is to be subtracted from the electric
power converted by the solar cell Ẇc.
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As a mater of fact, this converter is a generalisation of the TPV converter. If the
LED is in short circuit, the TPH converter is exactly the same as the TPV converter. The
application of a voltage to the LED changes the converter properties.

Ideal LEDs are like solar cells. Thus, to describe the ideal TPH converter, we shall
refer to the LED as the hot cell, as opposed to the electric power generator, which is the
cold cell. When they are considered as ideal devices, the current–voltage characteristics
of both, the LED and the solar cell, are the same. This causes the current passing by the
cold cell to be faithfully replicated (with the sign changed) by the hot cell, owing to the
reciprocal illumination of both devices, as expressed by the two following equations:

Ic/q = Ṅ(Tr , qVr, εg,∞, Hrc) − Ṅ(Ta, qVc, εg, ∞,Hrc) (4.58)

Ir/q = Ṅ(Ta, qVc, εg, ∞,Hrc) − Ṅ(Tr , qVr, εg, ∞,Hrc) (4.59)

We shall use the subindex c for the cold solar cell current and voltage and r for the hot
solar cell. The power generated by each cell is Ẇc = IcVc and Ẇr = IrVr . In a normal
operation, Ir is negative and the power generated by the hot cell is negative.

The application of the first law of thermodynamics to the cold and the hot cell,
respectively, leads to

Ė(Tr , qVr, εg, ∞, Hrc) = Ė(Tc, qVc, εg, ∞, Hrc) + Ẇc + Q̇c (4.60)

Q̇r + Ė(Tc, qVc, εg, ∞, Hrc) = Ė(Tr , qVr, εg,∞, Hrc) + Ẇr (4.61)

where Q̇c is the heat rate delivered by the cold cell in the heat sink, while

Q̇r = Ė(Ts, 0, 0,∞, Hrs ) − Ė(Tr , 0, 0,∞, Hrs ) = HsrσSB

π
(T 4

s − T 4
r ) (4.62)

is the heat injected by the sun into the hot cell. The sum of equations (4.60) and (4.61)
leads to

Q̇r − Q̇c = Ẇr + Ẇc = Ir(Vr − Vc) = Ic(Vc − Vr) = Ẇ (4.63)

where Ẇ is the algebraic sum of the powers produced by both cells (usually the hot cell
will be absorbing, not producing, power).

In the case of monochromatic cell and LED operation, a proper filter of bandwidth
�ε and centred at the energy ε is to be located somewhere in the optical system to allow
for an interchange of photons only within the filter bandwidth. The preceding equations
can be easily particularised in this case. An interesting relationship holding in this case,
ė�ε = εṅ�ε ≡ Ė, allows for a simple expression of the heat rate in both cells,

Q̇r = (Vr − ε/q)Ir (4.64)

Q̇c = (ε/q − Vc)Ic (4.65)



VERY HIGH EFFICIENCY CONCEPTS 139

and this allows for writing the efficiency, using the equations (4.63) to (4.65) as

η = Q̇r

HsrσSBT 4
s /π

Ẇ

Q̇r

=
(

1 − T 4
r

T 4
s

) (
1 − Q̇c

Q̇r

)
=

(
1 − T 4

r

T 4
s

) (
qVc/ε − qVr/ε

1 − qVr/ε

)

(4.66)

As said before, the TPH converter has an extra degree of freedom in the design, as
compared to the TPV. It is the hot cell voltage Vr . The hot cell temperature in the
monochromatic case depends on the same parameter Hrc�ε/Hrsε as in the TPV case.
When this parameter tends to infinity, the cold cell tends to be in open circuit, Vcoc,
given by

(ε − qVcoc)

kTa

= (ε − qVr)

kTr

⇒ qVcoc = ε

(
1 − Ta

Tr

)
+ qVr

Ta

Tr

(4.67)

Using this equation in equation (4.66), we obtain the same limit equation for the efficiency
as the one for the TPV converter (equation 4.57):

η =
(

1 − T 4
r

T 4
s

) (
1 − Ta

Tr

)
(4.68)

An interesting feature of this formula is that it holds for any value of Vr . Thus the TPH
converter has the same upper limit as the TPV one. Furthermore, Tr is the same as in
the TPV.

To our knowledge, this novel concept has not yet been fully explored. However,
we present in Figure 4.10 the efficiency versus the cold cell voltage Vc (usually, in other
contexts, we call efficiency to the maximum of this curve) for Vr in forward bias, zero bias
(TPV mode) and reverse bias. In Figure 4.11, we present the hot cell temperature. We can
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Figure 4.10 TPH efficiency versus Vc for three values of Vr for Hrc�ε/Hrsε = 10/π . The energy
ε has been optimised
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see that higher efficiencies at lower temperatures can be obtained using the TPH concept
under direct bias. This is not in contradiction to the fact that the limiting efficiency and
the temperature for it is the same in both cases.

4.5.4 Higher-than-one Quantum Efficiency Solar Cells

One of the drawbacks that limit the efficiency of single-junction solar cells is the energy
wasted from each photon that is absorbed because it is not converted into electrical power.
Werner, Kolodinski, Brendel and Queisser [41, 42] have proposed a cell in which each
photon may generate more than one electron–hole pair, thus leading to higher-than-one
quantum efficiency solar cells. Without discussing which physical mechanisms may allow
for this behaviour, let us examine its implications. Admitting that every photon may create
m(ε) electron–hole pairs, the current extracted from the device would be given by

I/q =
∫ ∞

εg

[m(ε)ṅs − m(ε)ṅr (T , µ)] dε (4.69)

In this equation, εg is the energy threshold for photon absorption and the factor m in the
generation term is our initial assumption. The same term must appear in the recombination
term to reach the detailed balance: if the sun temperature is brought to the ambient
temperature, the current will be zero when µ = 0, only if the factor m also appears in the
recombination term. For the moment we are saying nothing about the chemical potential
µ of the photons emitted.

The power delivered, Ẇ , is given by

Ẇ =
∫ ∞

εg

qV [mṅs − mṅr(T , µ)] dε (4.70)



VERY HIGH EFFICIENCY CONCEPTS 141

Let us consider a monochromatic cell and calculate the irreversible entropy generation
rate Ṡirr in the whole device. With the aid of the general equation (4.44) and equation I-4
in Table 4.1, it is given by

TaṠirr/�ε = (µxṅx + ω̇x) − (µṅr + ω̇r ) − qV (mṅx − mṅr) (4.71)

where the source of photons has been substituted by its equivalent room-temperature lumi-
nescent radiation characterised by the chemical potential µx and the ambient temperature
Ta . The open-circuit conditions are achieved when µOC = µx . For this value the entropy
rate is zero since then ṅx = ṅr and ω̇x = ω̇r .

Let us calculate the derivative of the irreversible entropy generation rate
(equation 4.71) with respect to µ and particularise it for the open-circuit value of µ.
Considering what follows V as only an unknown function of µ and independent of the
way of obtaining the excitation (which is the case for infinite mobility) and using the
fundamental relationship ∂ω̇r/∂µ = −ṅr , the result is[

d(TaṠirr/�ε)

dµ

]
µOC

= (qmVOC − µOC)

[
dṅr

dµ

]
µOC

(4.72)

This derivative is only zero if qmVOC = µOC. Since µOC = µx can take any value by
changing the source adequately, we obtain the result qmV = µ. Any other value would
produce a negative rate of entropy generation in the vicinity of the open circuit, against
the second law of thermodynamics. This is a demonstration, based on the second law of
thermodynamics, of the relationship between the chemical potential of the photons and
the voltage (or electron and hole quasi-Fermi level split).

If we could choose m freely, the maximum power is achieved if we can max-
imise the integrand of equation (4.70) for each value of the energy [43, 44]. Once this
is done, the reduction in εg so that it tends towards zero increases the power output.
For the limit of εg → 0, the maximum efficiency is the same as in equation (4.53),
where a stack of an infinite number of cells was studied. Here qV m(ε) is the vari-
able that plays the same role as qV (ε) earlier, although here V is the same for all
the terms. In consequence, the upper efficiency is the same as for the tandem cell
stack, 86.8%.

The higher-than-one quantum efficiency behaviour has been actually found [45, 46],
although very close to one, for visible photons of high-energy and UV photons. The effect
is attributed to impact ionisation, a mechanism in which the electron or the hole created
by the high-energy photon, instead of thermalising by scattering with phonons, by means
of impact processes transfers its high energy to a valence-band electron that gets pumped
into the conduction band. This mechanism has a detailed balance counterpart that is the
Auger recombination, in which the energy recovered in the recombination is transferred to
an electron or a hole, which thus acquires a high kinetic energy.

4.5.5 Hot Electron Solar Cells

Wurfel [47] has studied the impact ionisation cells from another perspective and has shown
that they become identical to the hot carrier solar cells proposed by Ross and Nozik [48]
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pointing out also in this respect the necessity of providing the cell with special contacts
as will be explained below.

In the hot carrier solar cell, the electron gas (semiconductor properties exhibiting
a band gap does not seem to be essential for its operation) is in equilibrium at the lattice
temperature Ta despite the absence of phonon interaction. This equilibrium is reached
through other interactions as, for example, the interaction with thermal photons. Out of
the equilibrium, electrons are thermalised by elastic scattering between them that allows
a set of energy-dependent chemical potentials, one for the electrons of each energy.
Furthermore, transference of energy between electrons exists through mechanisms that
include impact ionisation and Auger recombination (this terminology is used in the context
of semiconductors, which, as mentioned, we think is not necessary for this cell) according
to reactions like e1

− + e2
− ↔ e3

− + e4
−. Actually in this equation transference of energy

between electrons is produced by couples so that ε̂1 + ε̂2 = ε̂3 + ε̂4 where ε̂ is electron
(not photon) energy. However, the equilibrium of the reaction also establishes that the
electrochemical potentials of the electrons (that we still call εF ) are related by εF (ε̂1) +
εF (ε̂2) = εF (ε̂3) + εF (ε̂4). Therefore, the electrochemical potential of the electrons is a
linear function of the energy in the form

εF (ε̂) = βε̂ + εF0 (4.73)

where the Fermi energy reference εF0 becomes the same for both electrons and holes.

Since the Fermi function for electrons is written as

1

exp
[
ε̂ − βε̂ − εF0

kTa

]
+ 1

= 1

exp
[
ε̂ − εF0/(1 − β)

kTa/(1 − β)

]
+ 1

(4.74)

the electron distribution can be regarded equivalently as a distribution at the lattice temper-
ature Ta but characterised by a varying electrochemical potential given by equation (4.73)
or as a hot carrier distribution with a constant electrochemical potential given by µhc =
εF0/(1 − β) and a hot carrier temperature Thc = Ta/(1 − β).

If the interaction with phonons is introduced, through the reaction e1
− + phonon ↔

e2
−, where e1(2)

− represents an electron with energy ε̂1(2), the fact that the phonon chem-
ical potential is zero leads to εF (ε̂1) = εF (ε̂2). However, ε̂1 �= ε̂2 but ε̂2 = ε̂1 + ε, where
ε is the phonon energy and, therefore, εF (ε̂1) = εF (ε̂2) is only fulfilled if β = 0 and
consequently all the electrons have the same electrochemical potential εF0 and are at the
lattice temperature. Phonon interaction is not considered to occur in what follows.

If the interaction with photons is considered now, e1
− + photon ↔ e2

−, the equi-
librium of the reaction is represented by εF (ε̂1) + µph = εF (ε̂2) where µph is the pho-
ton chemical potential. Taking into account equation (4.73), it is obtained that µph =
β(ε̂1 − ε̂2) = βε where ε is the energy of the photon involved. The result is that we have
an energy-dependent photon chemical potential µph. The Bose function that describes the
occupation probability of the photon energy level ε becomes

1

exp
[
ε − βε

kTa

]
− 1

= 1

exp
[

ε

kTa/(1 − β)

]
− 1

(4.75)
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which can be seen as free radiation (zero chemical potential) at the hot carrier
temperature.

Würfel also points out that, provided we can find a material in which a weak
phonon coupling is produced in order to manufacture a solar cell, we still should be
careful with the contacts because they do not allow for the maintenance of hot carriers
inside the absorbing material. These special contacts must be able to cool the electrons
from the hot temperature Thc to the contact temperature Ta reversibly by changing their
electrochemical potential from εF0 to the electron electrochemical potential at the contacts
(Fermi level at the metals) εF+ and εF−. In Wurfel’s Reference [47], these special contacts
are devised as selective membranes (Figure 4.12) that only allow electrons with energy
centred around εe (left contact) and εh (right contact) to pass through. The reversible
change in temperature and electrochemical potential of the electrons at the membranes is
obtained by setting

ε̂e − µhc

kThc

= ε̂e − εF−
kT a

⇔ εF− = ε̂e

(
1 − Ta

Thc

)
+ µhc

Ta

Thc

ε̂h − µhc

kThc

= ε̂h − εF+
kTa

⇔ εF+ = ε̂h

(
1 − Ta

Thc

)
+ µhc

Ta

Thc

(4.76)

where Thc = Ta/(1 − β). The cell voltage will therefore be given by

qV = εF− − εF+ = (ε̂e − ε̂h)

(
1 − Ta

Thc

)
(4.77)

The current extracted from the cell is determined by the rate at which electron–hole pairs
of energy ε̂e − ε̂h can be withdrawn from the cell. Since no energy is lost as heat, the
energy balance equation (first principle) leads to

I (ε̂e − ε̂h)/q = Ė(Ts, 0, εg, ∞,Hs) − Ė(Thc, 0, εg, ∞,Hr) (4.78)

Metal Metal

∆

∆

Electron
membrane

Absorber Hole
membrane

+

eV

Figure 4.12 Band structure of a hot electron solar cell showing contacting scheme by means
of selective membranes. (Reprinted from Solar Energy Materials and Solar Cells V. 46, N. 1,
Würfel P., Solar Energy Conversion with Hot Electrons from Impact Ionisation, 43–52,  1997
with permission from Elsevier Science)
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and the power extracted from the cell can be finally computed as

Ẇ = IV = [Ė(Ts, 0, εg, ∞,Hs) − Ė(Thc, 0, εg, ∞, Hr)]
(

1 − Ta

Thc

)
(4.79)

which is independent of the carrier-extracting energies of the contacts. In other words,
a large separation of the extracting energies leads to high voltage and low current and
vice versa. Note that Thc is a parameter for equation (4.79) and for equation (4.77). By
elimination, we obtain the W(V ) and from it the derived IV curve. The cell efficiency is
obtained from the maximum of W(V ) or W(Thc).

For εg → 0 the limit efficiency becomes

η =
(

1 − T 4
hc

T 4
s

) (
1 − Ta

Thc

)
(4.80)

just as in the TPV converters, leading to a limiting efficiency of 85.4%.

The monoenergetic membrane for electron and hole transfer to the contacting
metals might perhaps be an insulator with an impurity band, but the nature of the phonon-
insulated absorber is totally unknown. Ross and Nozik [48, 49] who have developed
concepts close to those expressed here are investigating the poorer coupling of the elec-
trons with the photons in materials with quantum dots with the idea of favouring this
hot electron type of cell or the impact ionisation one that we have described in the
preceding section.

4.5.6 Intermediate Band Solar Cell

One of the causes of efficiency reduction in single-junction solar cells is the transparency
of the semiconductor to sub–band gap photons [50]. The inclusion of an intermediate
band (IB) may greatly increase the efficiency. We show in Figure 4.13 a band diagram
of the photon absorption and emission in this intermediate band material. Photons are
absorbed not only by pumping electrons from the VB to the CB as in a traditional solar
cell (photons with energy hν3) but also by transitions from the VB to the IB (photons
with energy hν2) and from the IB to the CB (photons with energy hν1). In total, two low-
energy photons are used to pump an electron from the valence band to the conduction
band, passing through the intermediate band. This certainly increases the cell current.

The three absorption mechanisms detailed above are effective if the IB is a band
partially filled with electrons. In this way, there are empty states in it to accommodate
the electrons from the VB and there are electrons to sustain a strong pumping to the CB.
The detailed balance imposes photon emissions that are opposite to each one of the three
absorption mechanisms.

The cell is contacted as shown in Figure 4.14. The electrons are extracted from the
VB and returned to the CB using two layers of n and p ordinary semiconductors. A high
voltage is produced as the sum of the two semiconductor junction voltages occurring at
both sides of the IB material.
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Figure 4.13 The band diagram of an intermediate band solar cell

In this IB material we admit that there are three quasi-Fermi levels, one for each
band. The cell voltage is q times the splitting of the CB and VB quasi-Fermi levels.

In general, there is an energy threshold for each one of the absorption mechanisms
described earlier. However, the ideal structure is the one in which the upper energy (lintel)
of a photon that can be absorbed in certain mechanisms – involving, for example, transi-
tions from the VB to the IB – is the threshold of the next one – for example, transitions
from the IB to the CB. More specifically, calling εg the energy interval between the con-
duction and the valence band, εl the interval between the Fermi level in the intermediate
band and the valence band and εh = εg − εl , and assuming that εl < εh, we consider that
all the photons in the interval (εl, εh) are absorbed by transitions from the VB to the IB,
all the photons in the interval (εh, εg) are absorbed by transitions from the IB to the CB
and all the photons in the interval (εg,∞) are absorbed by transitions from the VB to
the CB.

Under such conditions the equations that rule the current–voltage characteristic of
the cell are

I/q = 	Ṅ(Ts, 0, εg, ∞, π) − Ṅ(T , µCV , εg, ∞, π)

+ [Ṅ(Ts, 0, εh, εg, π) − Ṅ(T , µCI , εh, εg, π)] (4.81)

Ṅ(Ts, 0, εl, εh, π) − Ṅ(T , µIV , εl, εh, π) = Ṅ(Ts, 0, εh, εg, π) − Ṅ(T , µCI , εh, εg, π)

(4.82)

with µXY being the photon chemical potentials equal to the separation of quasi-Fermi
levels between band X and band Y . Equation (4.81) states the balance of electrons in the
CB (addition of those that are pumped from the IB and the VB by means of the absorption
of the corresponding photon less those that radiatively recombine). Equation (4.82) states
a similar balance equation for the electrons in the IB and takes into account that no current
is extracted from the IB. In addition,

qV = µCV = µCI + µIV (4.83)
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(a)

(b)

(c)

Figure 4.14 (a) Structure of the IB solar cell; (b) band diagram in equilibrium and (c) band
diagram of forward bias conditions. (Reproduced from A Metallic Intermediate Band High Efficiency
Solar Cell, Luque A. and Martı́ A., by permission of John Wiley & Sons Limited  2001)

By eliminating µCI and µIV from the last three equations, we obtain the current–voltage
characteristic of the cell. Efficiencies for different values of εl and εg are plotted in
Figure 4.15.

The maximum efficiency of 63.2% is achieved for a cell of gap 1.95 eV with the
IB Fermi level located at 0.71 eV from one of the bands. This efficiency is higher than
the one corresponding to two series-connected ideal cells in tandem, of 54.5% (for band
gaps of 0.8 and 1.54 eV). A detailed analysis of this cell operation can be found in the
References [50–52]. The generalisation of the concept to more than two intermediate
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Figure 4.15 Limiting efficiency for the IB solar cell under maximum concentrated sunlight. For
comparison, the limiting efficiency of single-gap solar cells (in this case, εl ≡ εg) and a tandem
of two cells that are series-connected are also shown (in this case, εl labels the lowest band gap
of the cells and the figures on the curve correspond to the highest of the band gaps). (Reproduced
from Increasing the Efficiency of Ideal Solar Cells by Photon Induced Transitions at Intermediate
Levels, Luque A. and Martı́ A., Physical Review Letters V. 78 N. 34, 5014–5017, by permission
of American Physical Society  1997)
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band gaps (multiband solar cells) has been studied in [53, 54]. Some related concepts are
that of an impurity band, in which the IB is made up of impurities [55], and the use of
intermediate band materials as up- and down-converters [56, 57].

Suitable materials for a metallic IB are not very common. Accurate theoretical
calculations establish that some alloys of the type III3-V4-IVb (with four electrons in
the outer shell) present the required band [58]. No experiment has been carried out so
far for implementing these materials, and therefore it is not certain whether the required
metallic IB is actually formed or if the corresponding alloys are thermodynamically stable
or separate into phases.

Another proposal [59] for forming the required IB is the use of nanotechnology. In
particular, closely spaced quantum dot arrays might produce the desired band Figure 4.16.
In0.58Ga0.42As dots (of band gap 0.87 eV) of a radius of 39 nm in a barrier material of
Al0.4Ga0.6As of band gap 1.95 eV could produce an IB centred at 0.71 eV from the CB
(if strain effects could be avoided and the offset in the VB could be suppressed [60]). The
half filling of the IB can be achieved by barrier material doping [61, 62]. Experiments to
prove the principle of operation of this type of cell have not yet been carried out.

4.6 CONCLUSIONS

In this chapter we have provided a thermodynamic basis that allows evaluating the thermo-
dynamic consistency of classical and newly proposed solar cells. Also, we have assessed
the efficiency limit of several PV concepts.

As deduced by Shockley and Queisser, the upper limit reachable with a single-
junction solar cell is 40.7% for the cell illuminated by a black body source of photons at
6000 K and assuming the cell temperature at 300 K. This value is rather low if we take
into account that the Carnot limiting efficiency for a reversible engine operating between
hot and cold heat reservoirs at 6000 K and 300 K, respectively, is 95%. High-efficiency
devices that can ideally surpass the Shockley–Queisser efficiency have been called third
generation PV converters. Thus, the following question arises: could we invent a solar
converter that exhibits this Carnot efficiency?

The answer is negative and the reason for it lies in the definition of efficiency.
In the definition of the Carnot efficiency, the term entering in the denominator is the
power consumed, that is, the power arriving at the converter less the power leaving
the converter owing to the radiation that is emitted. In the conventional definition of
the efficiency for solar converters, the term entering in the denominator is the power
arriving at the converter and because it is higher than the consumed power this leads to
a lower efficiency. With this definition, the higher achievable efficiency is the Landsberg
efficiency of 93.33%. However, this efficiency, if reachable, cannot be reached with any
known ideal solar converter.

A very high efficiency of 85.4% can ideally be reached with several devices such
as the TPV converter, constituted by one ideal solar cell and one absorber and the TPH
converter, conceived with one ideal solar cell and one LED that also plays the role of
an absorber, or even a hot carrier solar cell. To reach this efficiency they all must emit
radiation with zero chemical potential (free radiation) at 2544 K. This efficiency is also
the limit for solar thermal devices.
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However, this is not the highest efficiency that can be reached in solar converters.
Efficiencies of up to 86.8% can be achieved using an array of solar cells of different band
gap, either series-connected or independently connected.

Except for the TPH case, all solar cells operate at ambient temperature. This is a
highly desirable feature. The TPH concept, which allows for higher efficiencies at lower
temperatures than the TPV concept, may bring some advances. However, such devices
to be practical require an almost ideal external quantum efficiency of the LED and the
ability of working at high temperatures, both requirements being very difficult to acquire.

Experimental work on IB solar cells – whose upper limit efficiency is 63.2% – is
now starting. It is conceivable that IBs may substitute two junction materials with perhaps
less complexity. They may also be combined in tandem with more ordinary or IB cells.

Finally, it seems unlikely to us that a semiconductor can be found where the
electrons are uncoupled enough from the phonons as to allow effective impact ionisation
cells. However, a multilevel organic dye may be found or an array of quantum dots may
be engineered where this coupling is reduced. In any case, the operation principles of
this cell, and not only that of the usual solar cells, should be taken into account by those
trying to bring other technologies into the manufacture of PV converters.

From the preceding statements it is clear that very high efficiencies are possible in a
device operating in the PV mode. But what is possible in practice? This is a very difficult
question. Certainly, stimulated by space research, there is a trend towards the development
of multijunction cells. We stress again here that efficiencies of 34% (Global AM1.5) with
a monolithic tandem of InGaP/GaAs, stuck on a Ge cell operating at 212 suns have been
achieved. It can be asked whether such solutions are not too expensive for terrestrial use.
However, we disagree. The use of very high concentration elements, in the range of 1000
or more, may make very expensive cells [63] usable. Wide acceptance angle concentrators
with this concentration factor have already been developed that seem very suitable for
mounting in low-cost tracking structures [64].
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26. Araújo G, Martı́ A, IEEE Trans. Elec. Dev. 37, 1402–1405 (1998).
27. Gale R, King B, Fan J, Proc. 19th IEEE PSC , 293–295, IEEE, New York (1987).
28. Tobin S, Vernon S, Sanfacon M, Mastrovito A, Proc. 22th IEEE PSC , 147–152, IEEE, New

York (1991).
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30. Parrot J, in Luque A, Araújo G, Eds, Physical Limitations to Photovoltaic Energy Conversion ,

Adam Hilger, Bristol (1990).
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5.1 INTRODUCTION

The Photovoltaic (PV) industry is still in its infancy and at the moment it is very
difficult to predict which technical, economical and social patterns its deployment will
follow before reaching maturity. However, if photovoltaics are to become a major energy
source in the future, it is appropriate to question which materials and which natural ele-
ments are critical to secure the long-term sustainability of this energy source. This is
particularly valid for the semiconductor materials whose band gap has to perform the
efficient conversion of sunlight to electricity. The recent history of photovoltaics (from
the 1950s) reveals an intense activity of research and development embracing a broad
range of disciplines and leading to a healthy multitude of innovations. Organic versus
inorganic semiconductors, intrinsic versus extrinsic semiconductors, homojunctions ver-
sus heterojunctions and amorphous versus crystalline structures are a few dilemma that
new research achievements steadily bring to the scientific and industrial community. It
will take years, perhaps decades, before mankind is able to solve the challenge and answer
the questions addressed above. (These aspects are also described in Chapters 6 to 16 of
this handbook.)

Up to now, the dominant semiconductor material used in photovoltaics is silicon,
particularly crystalline silicon. The most recent market surveys issued by commercial con-
sultants, (trans)governmental organisations and agencies clearly state this fact.1 Analysing
annual growth by means of technology and material from these quoted sources, mul-
ticrystalline silicon takes the lion’s share of the growth. In the first half of the 1990s,

1 For PV News edited by Maycock (2001), commercial shipments to terrestrial and indoor applications of cells
or modules based on non-silicon technologies accounted in 2000 for just 1.2 MW of a total 288 MW, that is,
4.2 per thousand. Amorphous silicon was credited in the same period 27 MW shipment or 9.4% and crystalline

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
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multicrystalline sawn wafers accounted for just half of the single-crystal shipments. In
1998 both technologies were equivalent in size. Two years later, multicrystalline technol-
ogy surpassed single-crystal technology by 55%.

The consensus is that crystalline silicon is and will remain for at least a long decade
the workhorse of this growing market. Long-term visionary forecasts predict that by 2050,
30 000 TWh PV electricity will be generated annually worldwide. This will require an
installed PV output capacity totalling approximately 15 million metric tons (MT) of solar
grade silicon feedstock, assuming that silicon remains dominant and that cell efficiency and
material yields have steadily improved. To build up such a capacity over fifty years will
represent an annual production of 300 000 MT solar grade silicon feedstock. The annual
present consumption of pure silicon for photovoltaics is approximately a hundredth part
of that (i.e. 4000 MT), whereas production of metallurgical grade silicon for all purposes
in 2000 was approximately one million metric tons. This clearly poses the question of
material feasibility and availability. The present chapter is therefore dedicated to silicon,
its extraction, purification and availability by current and future practice.

5.2 SILICON

Silicon (Si) is the second member in the Group IVA in the periodic system of elements. It
never occurs free in nature, but in combination with oxygen forming oxides and silicates.
Most of the Earth’s crust is made up of silica and miscellaneous silicates associated with
aluminium, magnesium and other elements. Silicon constitutes about 26% of the Earth’s
crust and is the second most abundant element in weight, oxygen being the largest.

5.2.1 Physical Properties of Silicon Relevant to Photovoltaics

Silicon is a semiconductor with a band gap Eg of 1.12 eV at 25◦C. At atmospheric
pressure, silicon crystallises into a diamond cubic structure, which converts into a body-
centred lattice when subjected to ca 15 GPa. Under some circumstances, slow-growing

silicon the balance, that is, close to 90% of which 49% (141 MW) are cells made of multicrystalline sawn
wafers, 31% (90 MW) of single-crystal wafers and 10% (28 MW) are cells based on various crystalline silicon
technologies, for example, ribbon (15 MW or 5.1%), amorphous silicon on single-crystal silicon slices (12 MW
or 4.2%) and others (approx. 1 MW or 3.5 per thousand).

Solar Modules Shipment by Technology (Source: PV News 2001)

Technologies Shipped output in 2000

Amorphous silicon 27 MW (9%)
Single crystal silicon wafers 90 MW (31%)
Multicrystalline sawn silicon wafers 141 MW (49%)
Various crystalline silicon technologies 28 MW (10%)
(i.e. ribbon, films, amorphous on single crystal)

Other sources available in May–November 2001 at the time of writing this chapter, such as the German
magazine Photon International March 2001 published congruent data for the same period. Statistics from non-
commercial entities as those edited by the International Energy Agency (IEA-PVPS programme) covering 21
industrialised countries, members of the OECD-organisation, show over years the same trends [1–4].
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faces of silicon are (111) but in epitaxial films and polysilicon deposition (111) is the
fastest growth direction. Vapour deposition below 500◦C results in amorphous silicon. If
reheated above this temperature, crystallisation will occur.

Unlike most of the compounds and elements, silicon contracts when melting or
expands when solidifying.

Impurities incorporated in the silicon lattice during the crystal growth or during
the post-treatment (diffusion, implantation etc.) ionise at low temperatures, thus providing
either free electrons or holes. Impurities from the Group IIIA replace a Si atom in the
atomic lattice to supply electrons and are called n-dopants or donors, whereas elements
from the Group VA substitute for a Si atom to supply holes and are called p-dopants
or acceptors (see Section 5.6.3). Phosphorus and boron represent these groups and are
used in PV processing to control the semiconductor properties (doping levels) of silicon.
Impurity concentrations are expressed in atoms of impurity per cubic centimeter of the host
material (silicon). In silicon semiconductor devices, these vary from 1014 to 1020 atoms
per cm3 and can be directly measured by analytical instruments. An indirect measure
of impurity concentration is the minority-carrier lifetime. This is the time that elapses
before a free electron in the lattice recombines with a hole. The transition metals, Fe,
Cr, Ni, degrade the minority-carrier lifetime and the solar cell performance. High-purity
silicon crystals with metal content less than 10 ppb(w) have minority-carrier lifetime
values as high as 10 000 µs. Semiconductor wafers with phosphorus and boron dopants
have values from 50 to 300 µs. Solar cells require minority-carrier lifetime value of at
least 25 µs.

The relatively high refractive index limits the optical applications of silicon. The
absorption/transmission properties in the 0.4 to 1.5 µm wavelength spectra are impor-
tant in the performance of PV cells and photoconductive devices. In PV applications
antireflective layers applied to silicon are commonly used.

Silicon even when alloyed with small quantities of impurities is brittle. Shaping
silicon for PV applications requires sawing and grinding. Microelectronic applications
require polishing. These mechanical operations are very similar to those applied to glasses.

Various thermal and mechanical properties are reported in Table 5.1.

For more details the reader is invited to consult the References [5–8].

Table 5.1 Thermal and mechanical properties of
silicon

Property Value

Atomic weight 28.085
Atomic density (atoms/cm3) 5.0 × 1022

Melting point (◦C) 1410
Boiling point (◦C) 2355
Density (g/cm3 at 25◦C) 2.329
Heat of fusion (kJ/g) 1.8
Heat of vaporisation at MP (kJ/g) 16
Volume of contraction on melting (%) 9.5
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5.2.2 Chemical Properties Relevant to Photovoltaics

Silicon is stable in the tetravalent state and has a strong affinity for oxygen, forming
stable oxides and silicates, the only natural occurrences known for silicon. Artificially
isolated elemental silicon immediately oxidises, forming a thin protective film of silica
of less than 100 Å, which prevents further oxidation. Oxygen plays an important role in
silicon-semiconductor devices, for instance, in manufacturing metal oxide semiconductor
(MOS) transistors.

Silicon and carbon (Group IVA) form a strong Si–C bond and stable products.
Silicon carbide is artificially synthesised in several allomorphic structures, finding various
applications in photovoltaics and electronics. Primary uses are the abrasive properties of
SiC for wafering silicon crystals and the emerging applications of SiC semiconductors.
The strong Si–C bond is also the origin of the rich organosilicon chemistry encompassing
numerous polysiloxanes (commonly named silicones) and organosilanes in which organic
radicals are attached to silicon atoms through a covalent Si–C bond.

The tetravalence and the similarity of silicon and carbon are illustrated in the
ability of silicon to form bonds with itself, Si−Si, and to form polymers, for example,
−(SiH2)p−, −(SiF2)p−, comparable to hydrocarbons and fluorocarbons, although the
length of the chains remains modest in the case of the silanes.

Silicon forms hydrides; Monosilane (SiH4) is a key chemical compound for the
production of amorphous silicon and the purification of silicon to semiconductor grade
(see later in this chapter).

The chemical reactivity of silicon with chlorine is also extremely important. Alkyl-
and arylchlorosilanes are the necessary intermediates to build the polysiloxane chains
(silicones). Trichlorosilane and tetrachlorosilane, because they are volatile at low tem-
perature and can be decomposed to elemental silicon at high temperature, are both the
intermediates and the by-products of the purification processes upgrading metallurgical
grade silicon to semiconductor purity (see later in this chapter). Other chlorosilanes or
halogenosilanes are also used in chemical vapour deposition applications. The halogen
atom is easily substituted by a hydroxyl group, −OH, through hydrolysis. Such a hydroxyl
group tends to react with other functional groups by exchanging the hydrogen atom. This
is the basis of a rich surface chemistry.

Silicon and germanium (Group IVA) are isomorphous and mutually soluble in all
proportions.

Tin and lead, also elements of Group IVA, do not react with silicon and are not
miscible in silicon, which is mentioned as a remarkable curiosity.

For more details on the chemical properties the reader is invited to consult the
References [8–11].

5.2.3 Health Factors

The surface of elemental silicon is oxidised and is relatively inert and is considered as
non-toxic. Hazard risks with elemental silicon are high when silicon occurs as a fine
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powder in the presence of an ignition source. Damaging and fatal explosions have been
reported by the silicon industry. The raw material, from which silicon is made, quartz
or quartzite, is one of the sources of silicosis. Most of the hazards are related when
quartz/quartzite is quarried, exposure taking place during drilling, crushing, loading and
bulk handling. Several protection methods must be applied to the quarries and to the
metallurgical plants to prevent silicon dust explosion and silicosis. Volatile silanes such
as monosilane and chlorosilanes are extremely reactive in the presence of oxygen, water
or moisture. They are also classified as hazardous chemical substances whose handling
requires special care. Saturated long chain silanes, polysiloxanes as well as amorphous
silica are known to be chemically inert and not toxic. Because of that they are widely
used in pharmacy, food industry and cosmetics.

The production of metallurgical silicon and electronic grade silicon has an environ-
mental impact through energy consumption, associated with climatic and polluting gases
principally CO2, NOx and SO2. However, it must be noticed that the corresponding nui-
sances and energy consumption involved in manufacturing and installing PV systems are
“paid back” by the same system in the form of emission-free “green” electricity only after
about four to five years of an average existence of more than 25 years. More quantified
examples about environmental and energy “payback” are reported from Europe, Japan
and Australia and commented in [12].

5.2.4 History and Applications of Silicon

Since antiquity, silicon has been of great importance to humanity. However, the first
applications were based on naturally occurring forms of silicon, for instance, flint (silex-
silicis in Latin), a variety of quartz used from the Stone Age to the Neolithic Era to
make tools, weapons and later potteries. Glass made of silicate dated back to 12 000
B.C. Elemental silicon was prepared for the first time in 1824 by Berzelius, passing
silicon tetrachloride over heated potassium. Silicon tetrachloride could be prepared by
chlorinating silicate/silica. The first crystalline silicon was made accidentally in 1854
by Sainte-Claire Deville working on aluminium electrolysis. The first preparation of sil-
icon/silicon rich alloys in an electric arc furnace was performed by Moisan in 1895
and the industrial production was by Bozel and Rathenau independently from 1897 to
1898. Acheson also discovered accidentally in this period silicon carbide while trying
to make artificial diamond. Silicon alloys, particularly ferroalloys, have from the end of
the nineteenth (XIX) century played an important role in the production of steel. Sil-
icon metal (silicon content higher than 96% according to definitions outlined by trade
organisations) was not current until the Second World War. Three major applications
have since greatly stimulated the production and purification of silicon, that is, alu-
minium, silicones and solid-state electronics. Silicon carbide has also found a broad
range of applications taking advantage of its hardness and chemical noble character.
More recently SiC has found applications in electronics because of its excellent semicon-
ductor properties and tends to become a strategic material for cutting silicon and boules
into thin wafers.

At the beginning of the new 2000 millennium, approximately one million metric
tons of metallurgical grade silicon, also called silicon metal in the industry because of its
appearance and not because of its physical properties, are produced and sold in the world
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Table 5.2 Chemical characteristics of commercial metallurgical grade silicon

Element O Fe Al Ca C Mg Ti Mn V B P

Low (ppm) 100 300 300 20 50 5 100 10 1 5 5
High (ppm) 5000 25 000 5000 2000 1500 200 1000 300 300 70 100

Element Cu Cr Ni Zr Mo
Low (ppm) 5 5 10 5 1
High (ppm) 100 150 100 300 10

market. This is a relatively small amount compared to the multimillion metric ton markets
of crude iron, steel, aluminium or ferroalloys. Industrial location to produce silicon metal
has been guided by the vicinity of rich and pure quartz deposits and/or the availability of
abundant electrical power. Leading producing countries are PR China, the United States,
Brazil, Norway and France. In spite of some recent mergers, the industry remains frag-
mented. One may find three dozens of companies producing and marketing silicon metal,
most of the plants having an annual output of 20 000 to 60 000 MT (see production of sil-
icon metal later in this chapter). The chemical characteristics of commercial metallurgical
grade silicon are indicated in Table 5.2.

The silicon metal market is traditionally divided into two main subgroups, that
is, the aluminium and the chemical segments each consuming approximately half of the
worldwide output. There are, however, some differences in the characteristics requested
by each.

5.2.4.1 Applications in aluminium

In the aluminium industry, silicon is added to molten aluminium in which it is dissolved.
A simple eutectic composition occurs at 12.6% silicon in aluminium. This has important
consequences for industrial applications in the aluminium industry. Silicon is used in order
to improve the viscosity, the fluidity of liquid aluminium and the mechanical properties
of commercial alloys. The iron, calcium and phosphorus content in silicon are particularly
critical for such applications.

There are two important groups of aluminium alloys in which silicon is one of the
main alloying elements.

5.2.4.1.1 Casting alloys

By adding silicon to the melt, the fluidity is improved. Aluminium alloys near the eutectic
composition are therefore used in thin-walled castings. Typical concentrations are 7 to
12%. If a few tenths of a percent of magnesium is added, the alloys may be age-hardened
and thereby nearly double their yield strength.

To counteract the formation of large needle-shaped particles, the alloys are normally
modified with sodium, strontium or phosphorus.

The alloys present good corrosion properties.
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5.2.4.1.2 Wrought alloys

AlMgSi alloys (6xxx series) are widely used as medium-strength structural alloys. Typical
silicon content is 0.5 to 1.0%.

The alloys of the 6xxx series have good hot-working properties and are age-
hardening. These alloys are therefore well suited for extrusion of profiles, which by
heating at 150 to 200◦C are given their final strength.

The alloys present good corrosion and weldable properties. Typical markets are
building and transport industries.

5.2.4.2 Applications in chemistry

5.2.4.2.1 Silicones
Since the discovery of the direct synthesis (reaction 5.1) of dimethyldichlorosilane, during
the Second World War independently by Rochow and Müller, the silicones industry has
developed to become a strong and growing chemical business consuming (year 2000)
about 400 000 MT of silicon [8–11].

Si(s) + 2CH3Cl(g) → (CH3)2SiCl2 (Cu catalyst, 260 to 370◦C) (5.1)

(CH3)2SiCl2 + 2H2O → (CH3)2Si(OH)2 + 2HCl (5.2)

n(CH3)Si(OH)2 → [(CH3)2SiO]n + nH2O (5.3)

The direct synthesis (5.1) is industrially performed in a fluidised bed reactor requesting
small particles or powder of silicon (20–300 µm). The reaction is exothermic and needs
to be activated with copper catalysts as well as promoters Zn, Sn, P and others. Whereas
Fe does not seem to play an important role, Ca and Al have shown to take an active part
in the overall reaction.

5.2.4.2.2 Synthetic silica

Varieties of synthetic silica such as pyrogenic silica (also called fumed silica) or sil-
ica ingots as feedstock to optical fibres are industrially prepared by burning silicon
tetrachloride:

SiCl4(g) + 2H2(g) + O2(g) → SiO2(s) + 4HCl(g) (5.4)

Silicon tetrachloride may be prepared by chlorination of natural silica. However, industri-
ally, silicon tetrachloride is produced by reacting chlorine with metallurgical grade silicon
in a direct synthesis performed either in a fluidised bed or a fixed bed reactor:

Si(s) + 2Cl2(g) → SiCl4(g) (5.5)

Si(s) + 4HCl(g) → SiCl4(g) + 2H2(g) (5.6)

The present fumed silica market is about 100 000 to 120 000 MT, which in turn consumes
around 50 000 to 60 000 MT of metallurgical silicon. It is noted that the main market for
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fumed silica is as additives in silicone rubbers used to increase the mechanical strength
and the elasticity of these elastomers.

5.2.4.2.3 Functional silanes
This generic term covers a broad range of products built on silane molecules, in which an
atom of hydrogen or of chlorine is substituted with an organic radical bearing a functional
group, for example, amine, acid, ester, alcohol and so on.

X4−(n+p+q)SiRnR′
pR′′

q

represents a general formula of functional silanes, in which R, R′, R′′ are organic radicals
and X is Cl or OH. There exist a multitude of functional silanes. One of their major
applications is as coupling agent between inorganic and organic compounds, for example,
inorganic fillers (glass, silica, clays etc.) in organic matrices (epoxy, polyester etc.)

Several routes may be imagined to generate such molecules. The current indus-
trial praxis dictated by economical efficiency is the functionalisation of trichlorosilane
according to

SiHCl3(g) + RX(l) → SiRCl3(l) + HX(g) (X = Cl, OH, . . .) (5.7)

whereas trichlorosilane is produced by a direct synthesis in a fluidised or fixed bed reactor:

Si(s) + 3HCl(g) → SiHCl3(g) + H2(g) (5.8)

Si(s) + 3SiCl4(g) + 6H2 → 4SiHCl3(g) + 4H2 (5.9)

SiCl4(g) + H2(g) → SiHCl3(g) + HCl(g) (5.10)

A variant recently developed for some classes of functional silanes is the direct synthesis
involving silicon and methanol:

Si(s) + 3CH3OH(l) → SiH(OCH3)3 + H2(g) (Cu catalyst) (5.11)

SiH(OCH3)3 + RX → SiR(OCH3)3 + HX (5.12)

Orthoethylsilicate or tetraethoxysilane, Si(OC2H5)4, is an important chemical molecule
for glass, ceramic, foundry and painting. It is produced industrially by substitution of Cl
in SiCl4 or by direct reaction of ethanol with silicon in the presence of a catalyst following
the same pattern as (5.7) and (5.12).

The total consumption of silicon metal to functional silanes and orthosilicates may
be estimated at 10 000 to 20 000 MT per year.

5.2.4.3 Semiconductor silicon

Silicon is by far the most important and popular semiconductor material since the
emergence of solid-state electronics in the late fifties and the early sixties. Ultra-pure
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silicon (commercially called polysilicon) with the adequate semiconductor properties is
industrially prepared through the distillation and the thermal decomposition of volatile
silicon compounds, for example, trichlorosilane, SiHCl3, and monosilane, SiH4. These
operations are performed in large chemical plants, which for synergy reasons are
sometimes incorporated in plants producing other silicon-based compounds as those
described above. Although the ultimate application in the case of polysilicon is in the
semiconductor industry, this particular process is, from a silicon raw material perspective,
counted among the chemical applications of silicon.

The current production of polysilicon in 2000 was approximately 20 000 MT,
whereas the installed worldwide capacity was estimated around 25 000 MT. Compared
to the other applications of silicon, the use of semiconductor silicon in terms of volume
is very modest. However, it is a high-value product. For example, the silicon value
is multiplied by a factor of 30 to 50 through upgrading metallurgical grade silicon to
polysilicon. This is also the fastest-growing application of silicon with an annual growth
rate of approximately 10%, whereas silicones grows at a 5 to 7% rate, aluminium at 2 to
3% and silicon metal overall at 4%.

The present raw material for all silicon solar cells originates from this route.
Therefore, a more detailed description of these processes will be given later in the
present chapter.

5.2.4.4 Other applications

There are a few other applications of silicon in various fields such as explosives (silicon
powder), refractories and advanced ceramics (silicon nitride and carbide). These applica-
tions presently do not account for more than 1% of the worldwide silicon metal output.

Because of their anticipated excellent mechanical and chemical resistant properties,
alloys rich in silicon have a bright future. They may be prepared by powder metallurgy,
mixing and sintering silicon powder with metallic powders (e.g. Cu, Al, Ti, Co, V etc.) [7].

The present chapter does not review the applications of silicon, such as glasses,
ferroalloys and silicon carbide, in which silicon is usually added to the production process
as natural silicate, quartz, quartzite or other silicon alloys.

5.3 PRODUCTION OF METALLURGICAL GRADE SILICON

5.3.1 The Carbothermic Reduction of Silica

Metallurgical grade silicon, also called silicon metal, with a typical purity of 98.5% Si is
produced in submerged electric arc furnaces. In principle, this process is much the same
as it was at the beginning of the twentieth (XX) century when it was first developed
for ferrosilicon and other alloys. However, practical execution has greatly improved with
larger furnaces, more efficient material handling and improved control of the operations.
This has led to a continuous decrease of the specific energy consumption concomitant to
higher degrees of raw material utilisation.
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The furnace consists essentially of a crucible filled with quartz and carbon mate-
rials. Silicon is freed by the carbothermic reduction of silica according to the over-
all reaction:

SiO2(s) + 2C(s) = Si(l) + 2CO(g) (5.13)

Contrary to what is often claimed in popular articles or reviews, silica sand is currently
not used for this purpose. Lumpy quartz (e.g. 10–100 mm) with appropriate purity and
thermal resistance is preferred. Carbon raw material generally consists of metallurgical
grade coal as well as woodchips and/or charcoal and coke. The metallurgical coal is co-
produced with coal used for crude steel production. As a rule this coal needs to be washed
in order to remove most of the ash containing unsuitable impurities. Raw materials, both
quartz and carbon, are selected in order to achieve high product quality (silicon and silica
fumes), to maximise furnace performances and to minimize the environmental damages
(i.e. SO2 and NOX emissions). The raw material reactivity and the consistency of the
mix of raw materials in the charge, for instance its porosity, are extremely important
factors in achieving good furnace performance in terms of high material yield, lower
power consumption and good product quality.

The raw material mix or charge is heated by means of an intense electric arc
sustained between the tip of three submerged electrodes and the electrical ground of the
furnace. Although important exceptions exist, the current practice is to run this process
in a three-phase current, open and rotating furnace at a working electrical load normally
between 10 and 30 MW, depending on the size of the furnace. The tendency is to increase
the furnace size and the electrical load in order to achieve higher output and productivity.

Electrodes are also made of carbon. Originally, expensive graphite electrodes were
used. They were displaced by pre-baked electrodes, which in turn tend to be replaced
by more cost-efficient self-baking electrodes. The electrode technology is an important
aspect to the present development of this industry: half a dozen electrode types ranging
from pre-baked to self-baking electrodes of Søderberg type are currently used or are in
the process of development.

Liquid silicon metal is tapped from the bottom of the furnace, and the thoroughly
mixed raw materials are charged on the top. The reaction co-product, carbon monoxide
CO(g), is further oxidised to carbon dioxide CO2(g) in open furnaces and released into
the atmosphere. In open furnaces, side-reactions leading to the formation of silica fumes
play an important role for the overall economics of the process:

Si(l) + 1
2 O2(g) = SiO(g) (5.14)

SiO(g) + 1
2 O2 = SiO2(s) (5.15)

The silica fumes, which consist mainly of very fine particles of amorphous silica less than
1 µm, are passed through filter cloths installed in large bag-house systems adjacent to
the furnaces. The collected amorphous finely divided silica finds valuable applications as
additives in concrete and refractory. Depending on the quality of the raw materials used
and the operational strategy and skills, the silicon yield as metallurgical silicon ranges
from 80 to 90%, the balance resulting in silica fume.
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Reactions (5.13) to (5.15) are a simplification of the complex system. Several
main principles can be understood from a more detailed description of the chemistry.
There are two important intermediate compounds: the gaseous silicon monoxide SiO(g)
as already mentioned in reaction (5.14) and the solid silicon carbide SiC(s). To interpret
the chemistry occurring in the furnace, it is convenient to conceptually split the furnace
reaction inner space into an inner hot zone and an outer cooler zone. Liquid silicon is
produced in the inner zone, where the dominant chemistry is described by the reactions

2SiO2(l) + SiC(s) = 3SiO(g) + CO(g) (5.16)

SiO(g) + SiC(s) = 2Si(l) + CO(g) (5.17)

The temperature in the inner zone is in the range of 1900 to 2100◦C, allowing a high
proportion of SiO(g) in this zone, which is absolutely indispensable for further reduction
according to reaction (5.17).

In the outer zone, where temperature is below 1900◦C, SiO(g) and CO(g) convected
away from the inner zone meet and react with free carbon. Consequently, silicon carbide
SiC(s) and condensation products of Si(l) in a matrix of SiO2(s,l) are formed as the partial
pressure of SiO(g) drops:

SiO(g) + 2C(s) = SiC(s) + CO(g) (5.18)

2SiO(g) = Si(l) + SiO2(s) (5.19)

A schematic description of the furnace is given in Figure 5.1.

The high-temperature nature of this process implies operation as continuous as
possible. Raw materials are therefore fed in small batches with frequent intervals and
are judiciously distributed on the top of the charge. Liquid silicon is continuously, or at
frequent intervals, drained out from the bottom of the furnace, whereas gas exhaust and
fumes are constantly passing through the filter to clean the fumes and recapture the silica.

Liquid crude silicon contains 1 to 3% impurities depending on the raw materials
and the type of electrodes. The main impurities are

Fe: 0.2–1%
Al: 0.4–0.7%
Ca: 0.2–0.6%
Ti: 0.1–0.02%
C: 0.1–0.15%

5.3.2 Refining

Most of the applications of silicon as described above request further refining. The crude
silicon is therefore tapped as liquid in large ladles (containing up to 10 MT of silicon) and
treated when still liquid with oxidative gas and slag-forming additives, mainly silica sand
(SiO2) and lime/limestone (CaO/CaCO3). Other chemicals such as dolomite (CaO–MgO),
calcium fluoride (CaF2) and others are used depending on plant practice and customer
requirements. Elements less noble than silicon such as Al, Ca and Mg are oxidised and
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the degree of refining is determined by distribution equilibria (5.20) to (5.23), where the
(parentheses) refer to components dissolved in a slag phase and the underscored symbols
refer to dissolved elements in liquid silicon:

4Al + 3(SiO2) = 3Si(l) + 2(Al2O3) (5.20)

2Ca + SiO2 = Si(l) + 2(CaO) (5.21)

2Mg + SiO2 = Si(l) + 2(MgO) (5.22)

S(l) + O2 = (SiO2) (5.23)

Theoretically it is possible to remove Al and Ca to very low levels, but in practice this
is prevented by the large heat losses occurring during this operation. Temperature drops
to 1700 to 1500◦C, and to avoid freezing of the melt, some of the silica needed for slag

Raw material Consumable
electrodesC

Electric energy

Charge material

Liquid metal

Refining

Solidification

Sizing

Crushing

Crater

Recovered
energy

Silicon
(a)

Silica

Filter

Cleaned gasSiO2

Figure 5.1 (a) and (b) Schematic representation of a furnace for production of metallurgical
grade silicon. Reproduced from Schei A, Tuset J, Tveit H, Production of High Silicon Alloys , Tapir
forlag, Trondheim (1998) with permission by Haluard Tueit
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(b)

Figure 5.1 (continued )

formation is provided by direct oxidation of Si(l) with added oxygen (oxygen is added to
heat silicon to keep it liquid). A disadvantage of this operation is also a partial oxidation
of silicon resulting in expensive material losses.

After completion of oxidative refining in the ladle, the slag, which contains part of
the impurities, is removed mechanically or by gravity and liquid silicon is poured into a
casting mold. The slag-forming additives influence the slag density and viscosity, hence
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the practical separation of slag and the ultimate purity of the poured silicon. For instance,
a high CaO content will lead to a low viscosity slag, which will sink to the bottom of the
ladle, while CaF will increase the viscosity. Sufficiently different properties in density and
viscosity of both the slag and the molten silicon are required to achieve a good separation.
Many studies and practical on-site developments have been devoted to this step of the
process [13].

Carbon is present in crude liquid silicon mainly as dissolved C and suspended SiC
particles. The fraction of SiC increases as the temperature is lowered; SiC particles are
then efficiently captured by the slag phase and thus are removed from liquid silicon during
the ladle treatment and the subsequent pouring. SiC is removed simply by mechanical
separation, precipitated particles sticking to the walls of the ladle and the other devices
containing the liquid silicon [14]. Dissolved carbon in the range of 80 to 100 ppm(w) in
best cases will finally remain in the purified alloy of metallurgical silicon.

The use of these refining principles to prepare solar grade silicon will be further
discussed later in the present chapter.

5.3.3 Casting and Crushing

The refined melt is poured from the ladle into a cast iron mold or onto a bed of silicon
fines. The casting should preferably be removed from the mold while bleeding, that is, not
fully solidified. After solidification in standard industrial conditions, metallurgical grade
silicon is multicrystalline. The individual Si grains vary in size typically from 1 mm close
to the iron mold wall to up to more than 100 mm in the centre section if cast on a bed
of silicon fines [10]. The impurities are generally located at the Si grain boundaries as
silicides and intermetallic compounds, but may also be incorporated in the Si grains if
solidification has been sufficiently rapid [15]. Oxides and carbides are found as inclusions
located at the grain boundaries and to a lesser degree inside the Si grains.

To be used in customers’ processes, solidified silicon needs to be further crushed
down to small lumps up to 100 mm. This is performed in jaw crushers and roll crushers,
since at room temperature metallurgical grade silicon is hard and brittle. This operation
generally generates significant amount of fines, which are undesirable because they may
be contaminated by impurities and are difficult to handle during further transport and
handling. Therefore, fines are removed after the primary crushing. The dominant fracture
mode was found by Forwald et al. [7, 16] to be transgranular. For chemical applications,
silicon lumps need to be further reduced to small powder particles of a few tens to a few
hundreds of micrometers. This is carried out in industrial equipment such as ball mills.

Alternative methods based on rapid cooling have recently been developed to
increase the homogeneity of the solidified structure of silicon through an even distri-
bution of the impurities and intermetallic phases. Granulation in water, resulting in small
granules of a few millimeters and thus avoiding casting and subsequent coarse crushing,
has become a standard practice for several producers [17–19]. In an earlier attempt to
avoid casting, crushing and milling, gas atomisation was tested by producers and users,
but was not further industrialised for economical reasons [20, 21].
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5.3.4 Economics

The carbothermic reduction of quartz in the submerged arc furnace consumes large
amounts of energy and material. Best industrial performances are 10 to 11 MWh per
metric ton (MT) of silicon metal and 90% silicon yield. Both availability and price of
electrical power and raw material such as quartz and coal are therefore extremely sen-
sitive to the silicon metal economics. Boardwine et al. [22] have presented the average
structure for direct cost for Western producers as follows:

Reduction materials (as coal) 20%
Quartz 9%
Electrodes 12%
Electric power 21%
Supplies and equipment 16%
Labour 17%
Transport (to customers) 5%

In spite of dramatic changes and improvement for the individual producers, partic-
ularly with the development of new electrode technologies, the above figures are probably
still valid for a large group of plants.

Most of the silicon plants are 20 years or more old. New capacity has been added
during the past 10 years mainly by converting ferrosilicon furnaces to silicon. High capital
expenditure is a barrier to new expansion. Investment of one million US dollars per one
thousand MT of silicon is proposed as an indicating information for new furnaces.

A general and detailed source of information on production of metallurgical grade
silicon is found in the recent book Production of High Silicon Alloys by Schei et al. [23].

5.4 PRODUCTION OF SEMICONDUCTOR GRADE SILICON
(POLYSILICON)

Impurities in the ppb(a)–ppt(a) range are required for polysilicon supplied to the semi-
conductor industry. The ultra-high purity is needed to ensure exacting semiconductor
properties in the grown silicon crystals. This is achieved first by the preparation of a
volatile silicon hydride and its purification generally using fractional distillation. This is
followed by the decomposition of this hydride to hyperpure elemental silicon by reduc-
tive pyrolysis or chemical vapour deposition. The preparation of the volatile Si compound
involves external reactants and its decomposition generates by-products, which need to
be recycled. The various polysilicon routes therefore must control four successive steps.
All have a strong impact on the overall feasibility and economics of the suitable polysil-
icon products:

1. preparation/synthesis of the volatile silicon hydride

2. purification
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3. decomposition to elemental silicon

4. recycling of by-products.

Many processes to produce polysilicon have been tested, patented and a few oper-
ated for many years. Only three large commercial processes are currently active:

1. The most popular process is based on the thermal decomposition of trichlorosilane
at 1100◦C on a heated silicon rod placed inside a deposition chamber. This process,
which was developed in the late fifties, is commonly referred to as the Siemens process
with reference to the company that carried out its early development.

2SiHCl3 = SiCl4 + Si + 2HCl (5.24)

In 2001 this process still accounted for at least 60% of the worldwide production of
polysilicon.

2. In a more recent process developed by Union Carbide Chemicals in the United States
of America, the trichlorosilane has been replaced by monosilane SiH4, but the prin-
ciple of decomposition on a heated silicon rod inside a closed deposition chamber
is maintained.

SiH4 = Si + 2H2 (5.25)

This process, presently run by the company Advanced Silicon Materials, LLC. has gained
during the past 15 years a significant market acceptance.

3. Finally, in the third process, also making use of monosilane SiH4, the heated silicon
rod in the closed reaction chamber has been replaced by a fluidised bed of heated
silicon particles. The particles act as seeds on which SiH4 is continuously decomposed
to larger granules of hyper-pure silicon. Unlike (1) and (2) this process is a continuous
one. This process is known as the Ethyl Corporation process, after the name of the
US chemical company that developed it. This process is presently run by the US
corporation MEMC in Pasadena, Texas.

The respective features, advantages and disadvantages of these different routes are
described in the following sections.

5.4.1 The Siemens Process

A schematic overview of the process is given in Figure 5.2.

Trichlorosilane HSiCl3 is prepared by hydrochlorination of metallurgical grade
silicon in a fluidised bed reactor:

Si(s) + 3HCl = HSiCl3 + H2 (5.26)

This reaction occurs at 350◦C normally without a catalyst. A competing reaction is

Si(s) + 4HCl = SiCl4 + 2H2 (5.27)
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Figure 5.2 Schematic representation of the Siemens process

contributing to the formation of unsuitable tetrachlorosilane in molar proportion of 10
to 20%.

Trichlorosilane is chosen because of its high deposition rate, its low boiling point
(31.8◦C) and its comparatively high volatility and hence the ease of purification with
respect to boron and phosphorus down to the ppb level. The boiling point of other silanes
frequently found with trichlorosilane are as follows: SiH4 (–112◦C), SiH2Cl2 (8.6◦C) and
SiCl4 (57.6◦C). The suitable trichlorosilane undergoes a double purification through frac-
tional distillation, the first step removing the heaviest components resulting from the direct
synthesis and the second step eliminating the components lighter than trichlorosilane, also
called volatiles.

High-purity SiHCl3 is then vaporised, diluted with high-purity hydrogen and intro-
duced into the deposition reactors. The gas is decomposed onto the surface of heated
silicon seed rods, electrically heated to about 1100◦C, growing large rods of hyper-
pure silicon.

The main reactions are:

2SiHCl3 = SiH2Cl2 + SiCl4 (5.28)

SiH2Cl2 = Si + 2HCl (5.29)

H2 + HSiCl3 = Si + 3HCl (5.30)

HCl + HSiCl3 = SiCl4 + H2 (5.31)

The stream of reaction by-products, which leaves the reactor, contains H2, HCl, HSiCl3,
SiCl4 and H2SiCl2.
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Figure 5.3 Schematic representation of the traditional Siemens reactor

A schematic representation of the Siemens reactor is given in Figure 5.3.

The Siemens process is highly energy consuming, a major part of the energy being
dispersed and lost. To avoid deposition on the inner surfaces of the reaction chamber,
this has to be cooled. Originally, the decomposition chamber consisted of a quartz bell
jar containing one single inverted U-shaped silicon seed rod. A major advancement in
polysilicon production was the utilisation of metal bell jars in place of the quartz bell
jars. Quartz bell jars could not be produced in large diameters and were susceptible to
breakage. The development of steel bell jars made it possible to accommodate 30 or
more inverted U-rods in each reactor. This dramatically increased the productivity while
decreasing the energy consumption per kilogram of produced polysilicon.

As reactions and equilibria (5.28) to (5.31) show, the deposition process generates
by-products. Unfortunately, for each mole of Si converted to polysilicon, 3 to 4 moles
are converted to SiCl4, binding large amounts of chlorine and valuable silicon. The main
industrial application of tetrachlorosilane is as a source material to produce pyrogenic
(also called fumed ) silica as described above in this chapter. The present market of fumed
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silica is about 60 000 MT measured in terms of silicon unit. This presently corresponds
to three times the output of polysilicon in 2000. Moreover, a significant portion of fumed
silica is also produced by burning derivated by-products from the silicones industry.
In the early stages of the polysilicon industry, the fumed silica business could absorb
the excess of silicon tetrachloride generated by the Siemens process. This explains the
arrangements between polysilicon and fumed silica producers all around the world. With
polysilicon production growing much faster than silicones and fumed silica, the question
was whether to eliminate or recycle the tetrachlorosilane. This became an environmental
and economical necessity. The concept of recycling on site the by-product back to the
valuable starting material to form a closed-loop production process is generally an ideal
preferred solution today. There are two basic chemical processes applicable to reconvert
SiCl4 to SiHCl3:

1. The high temperature reduction of silicon tetrachloride with hydrogen.

SiCl4 + H2 = SiHCl3 + HCl (5.32)

At about 1000◦C, a 1:1 molar mixture of SiCl4 and H2 produces approximately 20 to 25%
molar SiHCl3 in the gaseous mixture. This process requires a fair amount of electrical
energy but has a distinct advantage that the trichlorosilane produced is of very high quality
because both reactants, silicon tetrachloride and hydrogen, are basically electronic grade
when produced by equations (5.28) and (5.31).

2. The hydrogenation of silicon tetrachloride in a mass bed of metallurgical silicon.

3SiCl4 + 2H2 + Si = 4SiHCl3 (5.33)

This hydrogenation reaction produces approximately 20% trichlorosilane at 500◦C, 35 atm
with a 1:1 ratio of SiCl4 to H2 in one pass through a mass bed of metallurgical grade
silicon in a fluidised bed reactor.

In spite of its widespread and dominant position in the industry, the Siemens
process as described above suffers from the following disadvantages:

• High energy consumption, over 90% of the input power is lost to the cold walls of
the reactor.

• Two power supplies and preheating of the seed rods are normally required because
the high-resistivity (∼230 000 ohm cm) seed rods require very high power supplies and
high initial power rates to heat the rods. Therefore, a separate power supply for quartz
lamps or graphite rod induction heating is used to preheat seed rods to about 400◦C
(∼0.1 ohm cm). Lower power electrical supplies can then be used to provide continued
heating and control.

• Electrical contacts to seed rods are made of graphite, which is a source of contamination.

• Power failure (especially when starting the process) causes run abortion.

• Hot spot formation and filament burn out may occur.

• Problems arise owing to gas inclusions and to non-uniform deposition at the joints.

• Gas flows and electrical power have to be adjusted during the process to obtain optimal
deposition rate.
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• The process is operated batchwise.

• Large amount of by-products need to be handled or recycled.

More recent developed processes have attempted to overcome some of these
disadvantages.

5.4.2 The Union Carbide Process

Research on this process was initiated in 1976 after the international oil crisis. The US
Government funded several projects with the objective of finding a route to inexpensive
solar grade polysilicon. The Union Carbide process for silane production, with fluidised
bed production of polysilicon, was selected for further funding. When the funding was
not provided for political reasons, Union Carbide decided to use the silane technology
for the production of semiconductor grade polysilicon. Silane deposition technology for
polysilicon rods was licensed from Komatsu Electronic Metals, Japan. In 1990, the busi-
ness was sold to Komatsu, which became Advanced Silicon Materials (ASiMI). By 1998,
two large industrial plants were constructed in the United States with the nominal capacity
of 5500 MT polysilicon, thus ranking ASiMI as number two or three worldwide among
the polysilicon producers. A schematic overview of the process is given in Figure 5.4.

The main process steps are as follows:

The hydrogenation of tetrachlorosilane through a mass bed of silicon metal is carried out
in a fluidised bed reactor as already described by equation (5.33).

The trichlorosilane is separated by distillation while the unreacted tetrachlorosilane is
recycled back to the hydrogenation reactor.
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Figure 5.4 A schematic representation of the Union Carbide Polysilicon process
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The purified trichlorosilane is then redistributed in two separate steps through fixed bed
columns filled with quarternary ammonium ion exchange resins acting as catalyst to
both redistribution equations (5.34) and (5.35):

2HSiCl3 = H2SiCl2 + SiCl4 (5.34)

3H2SiCl2 = SiH4 + 2HSiCl3 (5.35)

Products of (5.34) and (5.35) are separated by distillation. Tetrachlorosilane and
trichlorosilane are recycled to the hydrogenation (5.33) reactor and the first
redistribution step (5.34), respectively. Silane is further purified by distillation and
then pyrolysed to produce polysilicon onto heated silicon seed rods mounted in a
metal bell-jar reactor:

SiH4 = 2H2 + Si (5.36)

With hydrogen and chlorine recycled, the only raw material requirement is of metallurgical
grade silicon in granular form designed for fluidisation. Because equations (5.33) to (5.35)
yield low portions of suitable products and because distillation has to take place after each
of them, the intermediates tri- and tetrachlorosilane are recycled and purified many times
before conversion to silane. This results in extremely high purity for the silane and the
subsequent polysilicon. This is operated as a closed-loop process, not as a batch process.

Other advantages of using SiH4 are that the pyrolysis may be operated at signifi-
cantly lower temperature, the decomposition is complete, conversion efficiency is higher
and no corrosive compounds are formed. Uniform, large-diameter, long, dense, void-free
cylindrical rods of polysilicon produced this way are particularly suitable for single-crystal
manufacturing by the floating zone (FZ) method.

The disadvantage of the monosilane-based process is the higher cost of the volatile
molecule, since additional steps are requested to convert trichlorosilane to monosilane.
Moreover, the recycling of unsuitable chlorosilanes is compulsory when choosing this
option because the redistribution equations yield only a small percentage of the suit-
able silane.

5.4.3 The Ethyl Corporation Process

This process was developed by the US company Ethyl Corporation at the same time, in
similar conditions and political context as the above-described Union Carbide process.
Although managed differently, the outcome of both projects was similar in the sense that
both shifted their focus from solar grade polysilicon and ended up as new commercial
polysilicon processes serving the electronic industry. The Ethyl Corporation process is,
by comparison with the Siemens and the Union Carbide processes, revolutionary in all
aspects except the concept of purifying and decomposing a volatile silicon compound
by pyrolysis.

The first radical change was the choice not to use metallurgical grade silicon
as the primary raw material for silane. The idea was to make use of silicon fluoride,
which is a waste by-product of the huge fertiliser industry. Tens of thousands of tonnes
of silicon fluoride every year are available. This is potentially a very low-cost starting
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material. Silicon fluoride is hydrogenated to monosilane by metal hydrides such as lithium
aluminium hydride or sodium aluminium hydride.

2H2 + M + Al = AlMH4, M being Na or Li (5.37)

SiF4 + AlMH4 = SiH4 + AlMF4 (5.38)

AlMF4 is believed to find application in the aluminium industry, making it a valuable
saleable product.

After distillation, monosilane SiH4 is thermally decomposed to polysilicon as
described by (5.36). However, to realise this process, Ethyl Corporation introduced a
second radical change, not using static silicon seed rods in a bell-jar reactor but dynamic
silicon seed spheres in a fluidised bed sustained by a gas stream of silane and hydrogen.
A schematic representation of a fluidised bed reactor is given in Figure 5.5.

The fluidised bed reactor offers some significant advantages compared to the
bell-jar reactor. Most of the shortcomings identified for the Siemens process are then
eliminated. The energy losses and hence the energy consumption are considerably reduced
because the decomposition operates at a lower temperature and because the same require-
ment to cool the bell jar is not there. Another advantage is that large reactors may be
constructed and operated continuously, reducing further the capital and operating costs.

The end products are small granules of polysilicon that may present some advan-
tages (e.g. when continuous feeding in customer process is requested) or disadvantages
(e.g. not usable for direct float zone crystallisation).

Silicon seed

Exhaust H2
unreacted
silane

Heated H2Silane

Silicon
granules

Figure 5.5 A schematic representation of a fluidised bed reactor for polysilicon production
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A disadvantage of the process is the generation of powder due to homogeneous
decomposition of SiH4 in the free reactor space and the hydrogen absorption into the
polysilicon deposition layer.

5.4.4 Economics and Business

The polysilicon business is completely dedicated to the semiconductor industry and there-
fore is a high-technology, fast-growing (annual growth approximately 10% on average)
and cyclical business. With an average price of 50 US$ per kg and a sale of 20 000 MT,
it is a global business of one billion US$ supporting a multibillion US$ semiconductor
market. Physical volumes are small but added value is high. This may be judged by taking
into consideration that metallurgical grade silicon at 1 US$ per kg is the only raw material
necessary. Small amounts of hydrogen and chlorine or tetrachlorosilane are purchased as
make-up to compensate losses occurring in the closed-loop process.

The industry is extremely capital-intensive. Plants have capacities ranging from
1000 to 5000 MT. One unit of 1000 MT may require a capital expenditure of 100
million US$.

The second characteristic is that the decomposition process requires large amounts
of energy. In the early stages of the industry, consumption of 350 kWh per kg polysilicon
was not unusual. Efficiencies improved to 150 to 160 kWh per kg, and advanced processes
are now about 100 kWh per kg. The fluidised bed process is even more efficient.

The industry is concentrated in the United States (five plants, four producers), the
European Union (two plants, two producers) and Japan (three plants, two producers).
Small plants are also operating in PR China and the Commonwealth of Independent
States (CIS).

Polysilicon is then melted and solidified into a single crystal either by the
Czochralski (CZ) or by the floating zone method (FZ). Large single crystal ingots or
boules are then sliced into wafers onto which semiconductor devices are built. About
15% of polysilicon production is used to make single- and multicrystalline silicon wafers
for solar cell applications.

As it is an important aspect of the PV industry and sciences, crystallisation tech-
nologies are covered in Chapter 6 of this handbook and some basic principles are given
in the next section of the present chapter.

5.5 CURRENT SILICON FEEDSTOCK TO SOLAR CELLS

Elemental silicon is used in photovoltaics as the main semiconductor material converting
light to electricity. Two main classes of silicon must be distinguished: amorphous and
crystalline. Crystalline cells are either single- or multicrystalline. Within each group of
technology several variants may be distinguished. The elaboration of the cells by different
silicon-based technologies and their characteristics are described in Chapter 7. According
to recent market surveys [1–3], crystalline silicon is strengthening its dominant position,
particularly multicrystalline silicon (including ribbon) with new capacities steadily coming
on stream. (See Table 5.3 and References [1–3].)
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Table 5.3 Solar modules shipment by technology Source: PV News 2001,
Reference [1]

Technology 1998
[MW]

1998
[%]

2000
[MW]

2000
[%]

Single-crystalline silicon wafers 61.5 39.7 89.7 31.2
Multicrystalline silicon wafers 67.0 43.3 140.6 48.9
Ribbon/multicrystalline silicon film 6.0 3.8 16.7 5.8
Amorphous silicon/single-crystalline silicon – – 12.0 4.2
Amorphous silicon 19.0 12.3 27.0 9.4
Others 1.4 0.9 1.7 0.6
Total terrestrial PV shipments 154.9 100 287.7 100

(i) Amorphous silicon . Monosilane (SiH4) is the source of silicon required for the depo-
sition of silicon amorphous thin film in a glow discharge or low temperature plasma.
Silane is mass-produced by the Union Carbide (ASiMI) and Ethyl Corporation (MEMC)
methods, which are described above. The global annual output capacity is approximately
7000 MT including minor volumes produced in Japan. The major part of it is used to
produce polysilicon on site (United States), the balance being sold through distributors,
for example industrial gas companies, to a vast group of customers. The worldwide silane
market for silicon films in the semiconductor, PV, glass and ceramic industries is about
500 MT. Applications include passivating and semiconducting layers for integrated cir-
cuits, epitaxial films, architectural glass coatings, special ceramics, surface treatment and
amorphous silicon. Silane is available in quantities and purity exceeding the need of the
PV market. Quantity and cost of silicon is of less importance for amorphous silicon since
the specific consumption per watt output is 50 to 100 times less than that for crystalline
silicon cells, that is, 100 to 400 mg/W versus 10 to 20 g/W.

(ii) Crystalline silicon . Regardless of the technology, significant quantities of silicon are
required to produce multicrystalline silicon solar cells. In the present stage of the technol-
ogy, 15 to 17 g/W (estimated average value) are consumed. In 2000 this had represented a
quantity of approximately 4000 MT. It is expected that this specific consumption per watt
will decrease with technology improvement. Firstly, up to 60% of the purchased silicon
feedstock is presently wasted during the manufacturing process. Secondly, the thickness
of the silicon wafer is unnecessarily high with respect to light conversion. It is presently
a mechanical requirement for the further handling of the wafers and the cells. Assuming
continuous growth at the same level as during the last decade, several market forecasts
predict that the requirement for silicon feedstock will in 2010 reach at least 12 000 MT.
If the growth is accelerated as the more recent trends seem to show, the volume demand
may be as high as 30 000 MT.

Commercial silicon bulk material is of two types:

• The metallurgical grade, global annual output: 1 million MT, price 0.8 to 1.5 US$/kg.
• The semiconductor grade, global annual output: 20 000 to 25 000 MT, price 35 to

55 US$/kg.

Chemical purity of typical metallurgical grade is given in Table 5.2. For some price
premium, silicon producers could upgrade it to higher purity by metallurgical treatment
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Table 5.4 Metallurgical silicon expected characteris-
tics if upgraded with best currently known metallurgical
technology

Impurity Target concentration
[ppm(w)]

Target price
[US$/kg]

Fe 50 5–7
Al 50
Ca 50
Ti 5
C 50
B 7
P 7
O 200
Other impurities Less than 5

Table 5.5 Specification of chemical impurities in lowest-grade sili-
con currently purchased to produce multicrystalline silicon wafers

Impurity Specification

Fe, Al, Ca, Ti, metallic impurities Less than 0.1 ppm(w) each
C Less than 4 ppm(w)
O Less than 5 ppm(w)
B Less than 0.3 ppm(w)
P Less than 0.1 ppm(w)

Table 5.6 Electrical specification of lowest-grade silicon cur-
rently purchased to produce multicrystalline silicon wafers

Property Specification

Resistivity Higher than 1 ohm cm, p-type
Minority-carrier lifetime Higher than 25 µs

as tentatively indicated in Table 5.4. However, impurity contents, particularly boron and
phosphorus, prevent the use of such material in solar cells. The current minimum purity
requested for growing multicrystalline silicon ingots for wafering is given in Tables 5.5
and 5.6.

For semiconductor grade silicon, impurity levels are at least at the ppb level and
resistivity within 1000 to 30 000 ohm cm. Although purity requirements for solar cells
are not as stringent as for semiconductors, the industry has up to now been forced to
select its silicon raw material from the semiconductor silicon source. Silicon is one of
the main, if not the largest, cost drivers of the installed PV system. It accounts for
approximately 25% of the wafer cost and 15% of the cell cost. Taking into account the
dominant share of silicon crystalline technology, the industry is very sensitive to the silicon
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price. To reduce price, the industry has therefore selected its silicon raw material from
various second-grade classifications of semiconductor silicon, being less expensive than
prime-grade polysilicon. We may assume that this feedstock has cost the PV industry, on
average, one-third of what prime-grade polysilicon would have cost. The present silicon
feedstock for crystalline cells consists of the following factors.

1. Rejects from crystal growth: Crystal growth, particularly by the CZ method, generates
significant amounts of unusable silicon as follows:

• The head (or top) as well as the bottom (or tail) of the single crystal (also called
ingot or boule). These sections are rejected because of size, defects in the crystalline
structure and higher impurity levels.

• Ingots from aborted runs, for example, because of electrical power failure during
crystal pulling.

• Ingots or ingot sections that fail to meet the specifications of crystal structure,
electrical characteristics or carbon (C) and oxygen (O) content.

• Crucible leavings or pot scrap.

As late as ten years ago, almost half of the polysilicon purchased for crystal
growth was rejected for the above reasons. Crystal growth yields have improved and
processing techniques have been developed to recycle the higher purity reject material
into test or so-called dummy wafers. These improvements have reduced the quantity of
feedstock available to the PV industry. Rejects from crystal growth, except for the pot
scrap, n-type, and heavily doped p-type material, have been the ideal silicon feedstock for
crystalline solar cells. Acceptable quality was available at reasonable prices. We estimate
this source at 5 to 6% of all polysilicon shipped, that is, in 2000 approximately 1000 MT.
Pot scrap is the remainder of the silicon melt in the quartz crucible after the CZ crystal
growth is completed. After solidification, the crucible cracks and pieces of it adhere to the
solidified silicon residue. Driven by the need to find new cost-effective sources, the PV
industry has found ways to clean mechanically (sand blasting) and chemically (treatment
by hydrofluoric acid) selected crucible residues. This has resulted in added quantities to
the PV silicon feedstock. We estimated this source at 500 to 700 MT in 2000.

2. Rejects from polysilicon: Four to five percent of polysilicon produced is also rejected
for quality reasons. These are

• chunks and rods from aborted runs (failure under operation);

• broken or imperfect seed rods;

• “carbon ends,” parts of the rod close to the electrical graphite contacts;

• fines and small chips generated during processing of rods into chunk form;

• “popcorn” or excessive dendritic growth with unacceptable surface texture that may
occur under certain operative conditions;

• small granules from the fluidised bed process;

• rod sections that have been sawn or fabricated, so have unacceptable purity.

At 5% of polysilicon produced this amounts to another 1000 MT in 2000.
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Rejects from crystal growth and from polysilicon plants in 2000 account in total for
2500 to 3000 MT at most, whereas the consumption has been at least 3500 MT and most
probably 4000 MT. The balance has necessarily been covered by standard semiconductor
grade polysilicon, either prime grade or a grade produced on purpose for PV customers
by some polysilicon producers. As pointed out the present polysilicon capacity exceeds
the actual demand by some 5000 MT. It may therefore be attractive for some producers
to offer a solar grade in order to optimise their overall costs by operating their plants
at higher capacity. This option will be valid for a few years (2–4) as long as installed
polysilicon capacity exceeds the semiconductor demand.

Driven by the semiconductor business, polysilicon capacity will not grow as fast
as the solar cell market demand. As the semiconductor market matures, the historical
growth rates of 15 to 20% appear difficult to sustain; more conservative annual growth
rates of 7 to 10% have been projected. Having gone through several high growth/negative
growth cycles, the polysilicon producers are now adding capacity only on demand from the
semiconductor industry, with guaranteed supply contracts. The producers attempt to avoid
large oversupply and inventories, thereby reducing the quantity of polysilicon feedstock
available to the PV industry. An annual growth of 20% is predicted as an average or
“business as usual” growth rate for the solar market. The polysilicon feedstock shortage
for PV can therefore only become worse. The challenge is to develop an alternative source
of silicon feedstock competitive in quality and price. The fast-growing solar cell market
needs to have a feedstock supply independent of the semiconductor market cycles and
growth limitations.

This source must emerge as soon as possible and no later than 2004 to 2005, when
polysilicon capacity has been planned to be fully booked again by semiconductor demand.
This source should be readily scalable to provide more than 10 000 MT by 2010 at a price
less than half the price of semiconductor grade polysilicon.

5.6 REQUIREMENTS OF SILICON FOR CRYSTALLINE
SOLAR CELLS

Before exploring the potential routes to solar grade silicon, it is worth looking at the
structural and chemical limitations imposed on silicon to reach optimal performances for
crystalline and particularly for multicrystalline solar cells. After a short description of the
valid principles of crystallisation, we will examine the effect of various impurities and
the effect of structural imperfections.

5.6.1 Solidification

When silicon solidifies, a homogeneous melt will normally not result in a homogeneous
solid. Concentration gradients will appear as shown in the Figures 5.6 and 5.7.

A schematic phase diagram of the silicon corner is shown in Figure 5.6. When
cooling a melt of composition X0, it starts to solidify at a temperature T0. At a lower
temperature, T1, a fraction has solidified. At equilibrium the fractional compositions of
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Figure 5.6 (a) Left side of a phase diagram with k0 < 1 and (b) composition development in
solid and liquid along a rod solidified from the left end under “normal freezing”

the solid and liquid are Xs and Xl, respectively. The equilibrium distribution coefficient
k0 at T1 is defined as the ratio of the equilibrium solid and liquid compositions:

k0 = Xs/Xl

(at equilibrium both the solid and the liquid have homogeneous compositions Xs and Xl,
respectively).

During normal freezing the solid and the liquid are not in equilibrium. This prin-
ciple can be used to purify the material. If (1) the solid–liquid interface is flat, (2) the
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Figure 5.7 Composition profile after the entire rod of Figure 5.6 has solidified, illustrating normal
solidification at two different values of k0, k0−1 = 0.35 (upper curve) and k0−2 = 0.05

melt has a uniform composition and (3) negligible diffusion takes place in the solid, a
composition profile like the one in Figure 5.6 is obtained when equilibrium prevails at
the interface.

A horizontal cylinder of liquid alloy of initially uniform composition X0 is cooled
at the left end (see Figure 5.6b). Let a small amount of solid form so that the solid–liquid
interface is located at position 1. When a small volume has solidified, the composition in
that volume has dropped from X0 to k0X0. A mass of solute proportional to the cross-
hatched area to the left of position 1 has been removed from the solid and rejected
into the remaining liquid. This will increase the liquid composition to a level above
X0. If we consider that local equilibrium prevails at the solid–liquid interface during
solidification, the liquid and solid compositions at the interface are tied together by the
equation Xs = k0Xl. So when the composition of the liquid is raised, the solid composition
must also rise as solidification proceeds. When the solid–liquid interface has moved to
position 2, the solid composition will have gradually increased, as shown in Figure 5.6(b).

It is shown in Figure 5.7 that k0 will have a marked effect on the distribution
of impurities in solid silicon. Values of k0 for different elements are given in Table 5.7
[24, 25]. For impurities having a low value of k0, for example, k0, Fe = 8 × 10−6, the
solidification process has a large purifying effect: only one Fe atom out of about 100 000
in the melt will enter the solid when solidification starts. For elements in which k0 is near
to 1, no marked change in the concentration of impurities will appear between the melt
and the solid silicon.

During the solidification process, the impurity concentration at the interface varies
with the fraction of melt solidified and k0. If the solute rejected into the boundary region
is not transported immediately into the melt in front of the interface, solute will build up
at the boundary. As the solute builds up, however, its concentration gradient across the
boundary layer becomes steeper and the rate of transport through the boundary layer by
diffusion increases until a balance is obtained between the solute being rejected into and
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Table 5.7 Distribution coefficients, k0, for some elements
in silicon at the melting point [24, 25]

Element k0 Element k0

B 0.8 Ti 3.6 × 10−4

Al 0.002 Cr 1.1 × 10−5

Ga 0.008 Mn 1 × 10−5

N 7 × 10−4 Fe 8 × 10−6

P 0.35 Co 8 × 10−6

As 0.3 Ni 8 × 10−6

C 0.07 Cu 4 × 10−4

O 0.25–1.25 Zn 1 × 10−5

out of the boundary layer. At this point the ratio (Xl)interface/(Xl)bulk becomes constant.
The effective distribution function keff is defined as

keff = Xs, interface/Xl, bulk

and tells a great deal about liquid mixing in front of the interface. Poor mixing in the
melt results in keff = 1. Good mixing (no build-up) means keff = k0.

Burton et al. [26] have derived an expression for keff when a rotating crystal is
pulled from the melt at a velocity v:

keff = k0/[k0 + (1 − k0]exp−�)

where
� = vδ/Dl and δ = 1.6 D

1/3
l · ν1/6 ω−1/2

where δ is the distance from the growing interface to where the concentration in the melt
is uniformly equal to Xl,bulk, Dl is the diffusion coefficient of the solute, ν is the viscosity
and ω the crystal rotation rate.

Kodera [27] has applied this to obtain δ/Dl and Dl values for melts doped with
various impurities at different rotating rates, as shown in Table 5.8. For CZ-grown silicon
where v is around 1 mm/min, � is small and keff is close to k0 [24].

The ability to purify molten feedstock by solidification will therefore vary for the
different impurities and with solidification velocity. The validity of the assumption of
no diffusion in the solid will not be met at a slow solidification rate and some “back”
diffusion will take place. In addition, impurities diffuse from the crucible into the solid,
the rate depending on temperature and time. Selection of the optimal casting process
parameters is complicated and improvements will depend on the ability to model the total
solidification process.

5.6.2 Effect of Crystal Imperfections

Silicon has a diamond lattice atomic structure being cubic with atoms joined to four
nearest neighbours by covalent bonds at tetrahedral angles. If the atoms are represented
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Table 5.8 Values of δ/Dl and Dl for some elements [27]

Impurity element Rotation rate
[rpm]

δ

Dl
[s/cm]

Diffusion coefficient, Dl

[cm2/s]

B 10 170 ± 19 (2.4 ± 0.7) × 10−4

60 84 ± 37 (2.4 ± 0.7) × 10−4

Al 10 86 ± 34 (7.0 ± 3.1) × 10−4

60 40 ± 17 (7.0 ± 3.1) × 10−4

P 5 127 ± 36 (5.1 ± 1.7) × 10−4

55 60 ± 19 (5.1 ± 1.7) × 10−4

As 5 190 ± 53 (3.3 ± 0.9) × 10−4

55 79 ± 16 (3.3 ± 0.9) × 10−4

as hard spheres, the diamond structure fills 0.34 of the available space, compared to 0.74
for a close-packed structure such as aluminium. The formation of defects in the silicon
lattice creates local electronic disturbances because of the nature of the atomic bonding.

The following description follows standard textbook presentations in physical met-
allurgy and concentrates on some lattice defects appearing in silicon, which are important
when discussing the effect of impurities on the electronic properties.

It is common practice to divide the lattice defects into the following categories:

Plane defects
Stacking faults
Twin boundaries
Grain boundaries

Line defects
Dislocations

Point defects
Vacancies
Self-interstitials
Substitutional impurities
Interstitial impurities

Volume defects
Precipitates

Single-crystal material consists of one grain of a continuous crystal structure. Multicrys-
talline (mc-)/polycrystalline (pc-) material consists of many separate grains with inclined
crystal planes that meet at grain boundaries. Depending upon the misorientation between
adjoining grains, the interfaces are termed subgrain boundaries (0–5◦) and grain bound-
aries. Twin boundaries arise where one crystal grain is a mirror image of its neighbour.
Grain boundaries may have a more open and less well organised atomic structure. Atomic
diffusion is therefore easier along grain boundaries than in the bulk crystal. Because of
the lack of crystal order, some of the covalent bonds are broken and the grain boundaries
may therefore carry electric charge. The electrical properties of the grain boundaries vary
with the amount of atomic disregister.
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The concept of a linear lattice imperfection called a dislocation arose primarily
from the study of plastic deformation of crystalline materials. The dislocations are bor-
derlines where the atomic planes are out of register. At dislocations some of the covalent
bonds in silicon are broken. The dislocations may therefore carry electric charge.

Because of the disregister, the dislocations are surrounded by stress fields and may
attract impurity atoms.

In n-type silicon, donor impurities can provide electrons to fill the missing charge
from a missing bond at the dislocation. As a result of the acquisition of electrons, the
dislocation becomes negatively charged, which again may attract the positively charged
donor impurities. This situation may lead to a space charge region in the form of a cylinder
in which positively charged donor ions surround a negatively charged dislocation.

In p-type material, the dopant atoms may accept electrons from a dislocation. In
this case the cylinder-shaped space charge region has a positively charged dislocation
surrounded by negatively charged acceptor ions.

The category of point defects include vacancies, interstitials and impurities either
present as intentionally dopant atoms added to control the properties of silicon or uninten-
tionally incorporated as contaminants from the raw materials, processing or crystal growth.

A vacancy is a missing atom at a silicon site. The result of the removal of a
silicon atom is the formation of four dangling atomic bonds with unpaired electrons
and some lattice relaxation. Vacancies thus tend to exhibit acceptor-like behaviour. The
concentration of vacancies, n/N0, in silicon at a given temperature can be determined
from the following expression:

n = N0 exp(−Ev/kT )

where n = number of vacancies/volume, N0 = number of atoms/volume, k = Boltz-
mann’s constant and T = temperature in K. Ev is the formation energy, which is the
energy required to take an atom from a lattice site inside the crystal to a lattice site on
the surface. In silicon, Ev ≈ 2.3 eV.

A self-interstitial can be formed by inserting a silicon atom into one of the holes in
the structure. The energy of formation of interstitials, Ei, in the loosely packed diamond
structure is lower than the formation energy of vacancies, Ei ≈ 1.1. eV.

An interstitial has four valence electrons that are not involved in covalent bonding
with the adjoining atoms. These electrons may be lost to the conduction band and the
interstitial may behave as a donor.

At low concentrations the impurities exist as single atoms in the matrix – so-called
solid solutions. Atoms in the solid solution are incorporated in the matrix in two ways.
They can substitute for an atom of the host crystal and maintain the regular atomic struc-
ture of the crystal. In this case they are known as substitutional impurities. Alternatively,
the impurity atoms can occupy positions squeezed in between the atoms of the host crystal.
Then they are known as interstitial impurities.
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The energy levels associated with point defects in silicon are fairly deep. They serve
as centres for minority-carrier recombination and therefore reduce the carrier lifetime. The
lifetime is inversely proportional to the concentration of point defects.

The diffusion of atoms in a crystal proceeds by thermally activated jumps from
sites to sites. The diffusivity is expressed by the diffusion coefficient, D, with units cm2/s:

D = D0 exp(−ED/kT )

where D0 is a constant and ED is the activation energy for the jumping process.

At higher concentrations the impurities may agglomerate. The ability to be in solid
solution increases with temperature (see Section 5.6.3). The impurities in a material at a
certain purity level may thus be in solid solution at elevated temperatures and form pairs
with other atoms or precipitate at dislocations, at grain boundaries or with other impurities
at lower temperatures. The sequence of precipitation is characterised by nucleation, growth
in which excess atoms diffuse to precipitates and Ostwald ripening in which a growth
competition exists where large precipitates grow at the expense of small ones.

Minority carriers (being electrons on the p-side and holes on the n-side of the solar
cells) flow more readily within a grain than across grain boundaries. Minority carriers
may recombine with majority carriers at recombination centres like impurities, precipi-
tates, dislocations and grain boundaries. The average distance that a minority carrier will
travel within silicon depends upon the density of recombination centres and their recom-
bination ability. The longer the distance between recombination centres, the better the
efficiency of the cell. Precipitation of impurities reduces the number of atoms in solid
solution and may therefore change the minority-carrier diffusion length. The density of
precipitates is governed by the cooling rate, the ramping sequences and the diffusivity of
the impurity elements.

At the surface there are many recombination sites. In the final cell production
sequence, gettering and passivation will change the conditions near/at the surface.

Measurements of the local electronic properties in individual grains and near grain
boundaries show that the properties may vary from grain to grain. It is hoped that the
results of such measurements may stimulate further theoretical and experimental work to
clarify the relations between grain structure and the electronic properties in multicrys-
talline silicon.

The density of dislocations influences the lifetime of the minority carriers. Experi-
ments show good correlation between areas having a high dislocation density and a short
effective lifetime. To control the dislocation density has therefore become an important
task. The dislocation movements and multiplication and their interaction with impurity
atoms being in solid solution or existing as complexes during the production processing
steps challenges our ability to model complex relationships. However, it is being claimed
that numerical simulation is used as a valuable tool to optimise the crystallisation and
cooling processes at plants. This is the kind of work that certainly will develop during
the coming years.
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5.6.3 Effect of Various Impurities

It is well known that impurity atoms have a strong effect on the efficiency of silicon as
a photovoltaic material. It is also known that the effect of impurities can be changed by
heat treatments and by exposing the material to gettering atmospheres in which selected
elements diffuse into silicon and combine with the impurities (a semantic parallel to getter
pumps in which oxygen is adsorbed by certain elements).

The impurity atoms may appear as solid solutions, as pairs with other elements,
for example FeB, or as larger aggregates/precipitates with silicon and/or other elements,
for example Fe2Si. This depends upon the temperature, the concentration and the density
of the imperfections (dislocations, grain boundaries). If the temperature or the (chemical)
surroundings are altered, it will take some time before a new equilibrium is established.
The time to reach equilibrium may depend on parameters such as temperature, cool-
ing/heating rate, and chemical composition, grain size, dislocation density and others.
When comparing results from literature values in which the specifications of relevant
parameters are not defined, it is likely that differences may appear.

Most of the impurities in silicon used for PV cells exist at very low concentrations.
Since measurements of trace quantities are difficult, much of the progress has occurred
when new and better instrumentation has become available. Over the years many review
articles and books dealing with the effect of impurities in crystalline silicon have been
published. The interested reader is therefore encouraged to look up some of the references
for a wider treatment of the subject [25, 28–33]. The following will therefore be an
attempt to briefly summarise and update the general knowledge of the subject.

The maximum solid solubilities, Xs(max), of impurities in silicon are related to
the distribution coefficients at the melting point according to an empirical relation found
by Fischler [34]:

Xs(max) = 0.1k0

or in units of atoms/cm3:
C(max) = 5.2 × 1021k0

Although deviations have been found for nitrogen, carbon and oxygen [35], the relation
may be useful.

5.6.3.1 Atoms from Groups IIIA (B, Al, Ga. . .) or VA (N, P, As, Sb. . .)

These atoms act as substitutional impurities in silicon. At a site where a Group VA
impurity (e.g. phosphorus) has replaced a silicon atom, four d-electrons are bound to the
Si neighbours, while the fifth electron is weakly tied to the Group VA atom. The fifth
electron is not completely free to move, but it is easily activated to the conduction band.
Group VA atoms are therefore donor atoms.

In an analogous way, Group IIIA atoms (e.g. boron) do not have enough valence
electrons to satisfy the four covalent neighbour bonds. This gives rise to holes weakly tied
to the Group IIIA atoms. These impurities therefore create energy levels for electrons in
the forbidden gap just above the valence band edge. Group IIIA atoms are called acceptors.
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To be able to control the level of doping, the concentration of unwanted elements
from the Groups IIIA and VA must be well below the concentration of the doping element.

Our theoretical understanding of the properties of impurities in silicon other than
those from the Groups IIIA and VA is less well developed. However, as new instrumen-
tation has become available, a lot of experimental results of high scientific standard have
been published.

5.6.3.2 Carbon

Carbon is a common substitutional impurity. Like silicon it has four valence electrons and
is therefore electrically neutral. The carbon atom is smaller than the silicon atom and may
therefore be involved in precipitation of species expanding the lattice like silicon oxide.

The solid solubility limit is CS = 3.5 × 1017 atom/cm3 at the melting point or
CS(T ) = 4 × 1024 exp(−2.3 eV/kT ) atoms/cm3, where k is the Boltzmann’s constant
[89, 91].

In metallurgical grade (MG) silicon, carbon is present at levels above the solid
solubility limit and SiC precipitates are commonly present. In electronic grade (EG) the
concentration of carbon is low. But in contact with the crucible and the carbon-rich
atmosphere (graphite), it is difficult to avoid contamination of the melt.

As a substitutional element, carbon diffuses rather fast [D = 1.9 exp(−3 eV/

kT ) cm2/s], but much slower than interstitial impurities.

5.6.3.3 Oxygen

The subject of oxygen atoms in silicon has been studied for many years. Since results
from experiments performed under different thermal histories have varied, the discussion
goes on.

Oxygen atoms in solid solution are electrically inactive and predominantly enter
interstitial sites. The equilibrium value of the solid solubility at the melting point is
generally accepted to be 1 × 1018 atom/cm3. However, the results from measurements of
solid solubility as a function of temperature differ markedly. The value of k0 will therefore
vary (see Table 5.7).

In a work by Itoh and Nozaki [32] an important point was made that the con-
centration of oxygen at equilibrium at a given temperature was determined by the type
of oxide that was stable at that temperature. So if the type of oxide varied, it would
be expected that bends in solid solubility curves at temperatures at which the silicon
oxides change would be observed. However, up to 1200◦C, SiO2 is the stable chemical
form and the solubility L = exp(�S/R) exp(−�H/kT ) will have constant values of �S

and �H .

On cooling, super saturation is easily obtained and oxygen precipitates at a rate that
depends on oxygen content, temperature, and time at temperature and nucleation sites.
Carbon is also found to influence the precipitation of silicon oxides, possibly because the
carbon atoms reduce the expansion of the lattice when silicon oxide is growing.
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Oxygen has a high diffusion coefficient, D = 0.13 exp(−2.53/kT ) [36]. By heat
treatments, the distribution of oxide particles may change since particles may get dissolved
when heated and grow when cooled. Oxygen atoms are found to change the effect of other
impurities, a process known as internal gettering.

One important oxygen source is the crucible. Silicon is normally melted in high-
purity-fused quartz (SiO2) crucibles (single crystals) or quartz crucibles coated with high-
purity Si3N4 (multicrystalline ingots). If holes appear in the coating, quartz will easily
dissolve in the melt and raise the level of oxygen in the solid.

The variety of effects observed with oxygen in silicon will truly stimulate further
research for a long time.

5.6.3.4 Transition metals

Properties of transition-metal impurities in silicon have been reported in a large number
of articles, reviews and books [28–30, 33]. The transition metals are presented by the
symbols 3d, 4d and 5d, which specify the outer electron configuration of a neutral atom.
Most of the metals forming deep energy levels (“midway” between the conduction band
and the valence band) in silicon belong to this group and have therefore a large influence
on the electronic properties of silicon.

The main impurities found in silicon belong to the 3d transition metals (Sc, Ti, V,
Cr, Mn, Fe, Co, Ni, Cu). In general, these are present as interstitial impurities.

The diffusivity increases with increasing atomic number in the 3d row (see
Figure 5.8), with Ni and Cu having the largest diffusion coefficients known in silicon.

The concentration of vacancies is very low in silicon. The high diffusion coeffi-
cients of 3d elements can therefore only be explained by interstitial diffusion mechanisms
independent of vacancies.

The 3d transition metals have a steep temperature-dependent solid solution limit
that make them easily supersaturated during cooling (see Figures 5.9 and 5.10). They
therefore frequently form complexes/precipitates at dislocations, grain boundaries or other
lattice defects.

The solubility at room temperature is very low, of the order of 1 atom/cm3. How-
ever, some 3d impurities are mobile even at room temperature. So the atoms with the
highest mobility (Co, Ni, Cu) will be out of the solid solution during or just after the
cooling. The 3d metal atoms with a low diffusivity may remain in the solid solution at
interstitial sites for a much longer time after cooling. This may depend upon crystal per-
fection, which determines the diffusion length to reach sinks such as dislocations, grain
boundaries and precipitates.

The solid solubility of the 3d transition metals in silicon is shown in Figure 5.10.

A severe deterioration of the electrical properties is expected from solid solu-
tion impurities capturing the minority carriers (being electrons on the p-side of a p-n
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junction). The low-injection-level minority-carriers lifetime, τ0, is inversely proportional
to the impurity concentration, N (1/cm3) [28]:

τ0 = (σvN)−1

where v is the thermal velocity, which is the average speed of the electrons as they
randomly collide with atoms, impurities or other defects, and σ , having the units of cm2,
represents the impurity atoms effective cross-section for the capture of a minority carrier.

Here the carrier capture cross-section for electrons, σe (cm2), must be inserted for
p-type silicon and σh for holes in n-type silicon. The thermal diffusion velocity v of
electrons at room temperature is 2 × 107 cm/s.

The capture cross-sections for different transition metals can differ by several orders
of magnitude. As a consequence, the carrier lifetime of a silicon sample can even be
determined by an impurity of minor concentration if this is a “lifetime killer” with a high
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minority-carrier capture cross-section. Therefore, the tolerable impurity concentration for
acceptable lifetime values depends upon the chemical nature of the respective impurity,
and its carrier capture cross-section for electrons in p-type silicon and for holes in n-type
silicon. Both parameters can differ by orders of magnitude and consequently the accept-
able concentration for a defined impurity can be quite different in p- and n-type silicon
(Figures 5.11 and 5.12; [30]).

Copper and nickel have high diffusivities and low capture cross-sections. These
elements will rapidly enter a low solid solution level after cooling to room temperature
and may therefore be expected to have less effect on lifetime than elements with lower
diffusivities (Fe, Ti) and high capture cross-sections.

5.6.3.5 Precipitates

Except for copper, which forms Cu3Si particles when cooled, the other 3d metals
form MeSi2 precipitates. Investigations of crystallographic structure, morphology and
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Figure 5.10 Solid solubility of 3d transition elements in silicon. Sc is still missing, but is assumed
to be a little below the values of Ti. Adapted from J. Appl. Phys. Weber E, A30, 1–22 1983, 
Springer-Verlag GmbH & Co. KG. The values for Ti are taken from [37]

composition of several transition-metal precipitates in silicon identify crystalline silicides,
FeSi2, CoSi2, NiSi2, as compounds that influence the minority-carrier diffusion length.
The morphology and density depend upon temperature and time at temperature. Elements
having a high diffusivity like Ni and Cu precipitate easily. This reduces the number of
atoms in solid solution and may therefore change the electric properties. Kittler and
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co-workers [31] studied the precipitation and coarsening of NiSi2 and the effect of
precipitates upon the minority-carrier diffusion length in n-Si single crystals (FZ material).
Scanning electron microscopy (SEM) using the method of electron beam–induced current
(EBIC) revealed that NiSi2 precipitates were efficient recombination centres and that the
minority-carrier diffusion length, LD, was related to the precipitate density, NP, by

LD = 0.7 · N−1/3
P

This relationship revealed that the diffusion length depends only on the density of precipi-
tates and not on the concentration of impurities. Therefore, a suitable temperature process
can increase the diffusion length, LD. This occurs if during this process large precipitates
grow at the expense of the smaller ones, increasing the free distance between the precipi-
tates. This ripening process of precipitates is observed repeatedly during heat treatments.

5.7 ROUTES TO SOLAR GRADE SILICON

To design a specific route to solar grade silicon between the two existing commercial
grades, that is, metallurgical and semiconductor (polysilicon), is not a new challenge. It
was first seriously and massively addressed in the mid-seventies after the first international
oil crisis. Considerable R&D efforts were made in the years 1975 to 1985 particularly
in the United States under the guidance of the Department of Energy (DoE). During
and at the end of this productive period, numerous specific articles, exhaustive review-
studies and symposium proceedings devoted to these topics were published [38–40]. The
following gives a summary and an update of these efforts. All approaches investigated
are classified within four subgroups.

1. Crystallisation is generally an effective purification technique. Crystallisation is also a
necessary step to produce the silicon device. The question is whether the crystallisation
steps in the manufacturing chain to the solar cell can advantageously be combined with
the purification.

2. Upgrading the purity of metallurgical silicon is a technique with the potential to produce
millions of tonnes of silicon as we have demonstrated earlier in this chapter. The goal of
and the challenge for this alternative are to achieve adequate purity at acceptable cost.
A guiding number for this option has been and should remain less than 10 US$/kg.

3. The polysilicon process involving the synthesis, the purification and the decomposition
to elemental silicon of volatile silicon hydrides is proven technology. This is presently
the sole reliable source of silicon for solar cells. Simplifying it, exploring or revisiting
related routes seems therefore an attractive alternative. The challenge in this particular
case is to achieve sufficient output at acceptable cost.

4. Electrolysis, electrolytic methods, metallic reduction of silicon and so on are sum-
marised in a fourth category of methods.

5.7.1 Crystallisation

The efficiency of the crystallisation processes may be predicted by the segregation or the
distribution coefficient of each impurity element (see Section 5.6.1) between the solid and
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the liquid silicon phases. Published data (see Table 5.7) clearly show that the elements
belonging to the Group IIIA (B, Al, Ga) and the Group VA (P, As, Sb) have a coefficient
close to 1, making it difficult to separate them from the silicon. These elements are the
electronic dopants for silicon and their concentration must be closely controlled during all
steps of the manufacturing process. Their chemical and physical behaviour in interaction
with silicon are two aspects of their close neighbourhood to this element. Crystallisation as
such cannot be satisfactory without prior treatments, specifically to remove these elements,
particularly P and B.

• Crystallisation from a silicon-melt : Various methods have been claimed to be useful for
refining silicon by directional solidification resulting in large oriented crystals. All these
various crystallisation methods are also used in manufacturing the silicon photovoltaic
devices, and they are described in Chapter 6 of this handbook. Other valuable references
are to be found in [39, 40].

• Crystallisation from an aluminium melt : Silicon forms a unique eutectic phase at the
concentration of 12.6%(w) in aluminium. Several companies (Union Carbide, Alcoa
and Wacker) have tried to take advantage of this property in order to purify silicon.
By cooling a hypereutectic composition, pure silicon phases crystallise and precipitate
from the aluminium melt. After solidification of the hypereutectic alloy, the aluminium
matrix can be dissolved by leaching, releasing the pure silicon crystals [39, 41–44].
Published data indicated that the aluminium content in the resulting silicon was as
high as 300 ppm(w). The segregation coefficient of aluminium in silicon limits fur-
ther separation. A further reduction of aluminium, by directional solidification of the
silicon thus obtained, would add unacceptable cost just for this element. Other met-
allurgical routes to eliminate Al at 1 ppm(w) level or less need to go through silicon
melting and subsequent extraction with the double risk of recontamination and heavy
material losses.

5.7.2 Upgrading Purity of the Metallurgical Silicon Route

The processes used in the elaboration of metallurgical grade silicon for the aluminium and
the chemical industries proves that most of the metallic impurities could by repetition and
combination of methods be decreased to a rather low level, for example 100 ppm(w) (see
Table 5.9). Since metals could be further decreased by a post-directional solidification, it
was rational to explore the full potential of this expected low-cost route.

5.7.2.1 Use of pure raw materials and pure lining

The use of pure linings in the furnaces and the intermediate vessels containing the liq-
uid silicon was a first approach. It was investigated by several companies and research

Table 5.9 Typical best results achieved with the
carbothermic reduction using high-purity raw materials

Impurity B P Al Fe Ti

Minimum content ppm(w) 2 1 100 100 10
Maximum content ppm(w) 4 3 300 200 20
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consortiums such as Dow-Corning, Elkem/Exxon, Siemens, NEDO, to mention the most
accomplished [45–52]. Quartz or silica sand selected for their original purity were chem-
ically treated by leaching or precipitated from water glass solutions. Purified carbon black
was used as the reduction material in most of these approaches. The morphology of sand
or precipitated silica and carbon black are quite different from, respectively, lumpy crys-
talline quartz and bulk carbon, charcoal or woodchips currently used in the carbothermic
reduction. New technologies, in particular, to agglomerate the powder-like raw materials
had to be developed. Pellets consolidated by means of organic non-contaminating binders
(e.g. sucrose) or rice hulls perceived as potential high-volume, low-cost raw materials
since they contained both silica and carbon are worth mentioning. Extruded pellets of
cocked rice hulls, with sucrose, as a binder appeared to be reactive in the submerged
arc furnace technology. Using these special raw materials, boron and phosphorus were
found in the range of 1 to 4 ppm(w). In standard metallurgical grade, B and P range
between 7 and 50 ppm(w), typical average values being around 25 ppm. The boron level
achieved with rice hulls could be as low as 1 ppm(w). However, phosphorus was as high
as 40 ppm(w) and would request an additional and specific treatment to make use of this
source of silicon in solar cells.

5.7.2.2 Post-treatment by chemical leaching

Metallic impurities segregate at the grain boundaries, forming intermetallic phases with
silicon, basically made of silicides and silicates. Hydrometallurgical upgrading of silicon
by acid treatment and leaching has a long history. The Silgrain  process, a trademark
of Elkem ASA, is currently producing 30 000 MT metallurgical grade silicon by refining
ferrosilicon (90% Si) in an acid liquor of ferric chloride. The process is particularly
efficient in removing iron and transition elements because these have very low segregation
coefficients in silicon. The dissolution of iron and the transition elements in the leaching
liquor is eased and enhanced by the formation of stable intermetallic phases with Al,
Ca or isostructural elements, for example, Sr, Ba, Ga or a lanthanide. The process has
been further developed during the past 15 to 20 years with solar grade silicon as an
objective [53–56].

Surface treatment or leaching by hydrofluoric acid or by HCl/HF mixtures is
also well known to wash out residual impurities present as oxides and silicates. Grind-
ing silicon prior to leaching to increase the surface exposure is a way to enhance the
purification [57, 58]. Acid leaching has therefore been envisaged by several groups and
companies, for example Wacker and Elkem, as a post-treatment purification after the
carbothermic reduction [53–58].

However, it must be emphasised that this method cannot in practice refine silicon
below the dissolution limit characteristic of each element at the solidification composition.
For the major impurities Fe, Ca and Al present in metallurgical grade silicon the limit of
dissolution as obtained from classical refining in a ladle exceeds by far the ppm level.
Effective post-treatment leaching of metallurgical grade silicon has made it possible to
achieve less than 10 ppm(w) for these major elements and less than 1 ppm(w) for minor
transition elements. One pass of directional solidification was then envisaged as sufficient
to achieve the requested purity for solar cells.
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The acid treatment or leaching methods is not effective in removing interstitial and
substitution impurities such as boron, carbon and oxygen. Adding Ca to the silicon alloy
prior to acid treatment, however, proves that P could be reduced by a factor of 5 down
to a concentration less than 5 ppm(w), probably because P is dissolved in calciumsili-
cide [55, 56]. Adding barium also proves some effect on boron dissolution.

5.7.2.3 Post-treatment by extraction metallurgy in ladle

Post-treatments of liquid silicon are common practices in refining metallurgical grade sil-
icon for applications in aluminium and chemical industry. The objective is then to adjust
Al, Ca and possibly C to a suitable concentration of some hundreds or thousands of
ppm(w). To that respect the reader may with great benefit consult Schei’s et al. compre-
hensive handbook [13, 23]. As described above, crystallisation and leaching are efficient
means of removing chemical elements with high ability to segregate from liquid to solid
silicon, that is, Fe, and most of the metallic transition elements. Extraction metallurgy from
a liquid phase of silicon, either liquid–liquid, liquid–solid or liquid–gas, has received
considerable attention in order to remove the critical elements P, B and C. When silicon
is kept liquid, it is possible to displace the equilibrium between both phases present and
gradually remove the unsuitable impurity, by continuously extracting it.

Impurity(liquid silicon) = Impurity(liquid slag) Ksi/ls
Impurity(liquid silicon) = Impurity(solid slag) Ksi/ss
Impurity(liquid silicon) = Impurity(gas) Ksi/g

Particular attention has been paid to boron and phosphorus because these elements
are the major p- and n-type dopants of silicon and because they coexist in metallurgical
grade silicon in concentration of one or two orders of magnitude too high for solar cell
applications.

Boron has nearly the same affinity towards oxygen as silicon. Boron forms gaseous
suboxides BO being analogous to SiO, and its stable oxide B2O3 behaves similar to SiO2

in the presence of alkaline earths at slag-forming temperatures. Therefore, there are good
reasons to expect the removal of boron as an oxide constituent of the extracting slag or
as a gaseous suboxide at elevated temperature. Both theoretical possibilities have been
experimentally verified.

Since the work published by Theuerer in 1956 [59], it has been known that liquid
silicon becomes purified with respect to boron when brought in contact with a gas mixture
of Ar–H2 –H2O. The sole role of H2 and H2O assisting the extraction has been emphasised
by several authors such as Khattak et al. [60–63], whereas Amouroux, Morvan et al. of
the University of Paris [64–67] and the Japanese group of Kawasaki Steel/NEDO [68–72]
have underlined the benefit of using an oxidative plasma in the presence of moisture and
hydrogen. Amouroux, Morvan et al. have also shown that boron elimination was enhanced
when fluoride, for instance in form of CaF2, was injected into the plasma gas.

Experiments in removing B by slag extraction have been done by several companies
and groups including Kema Nord, Wacker, Elkem and NEDO/Kawasaki. Schei [73] has
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described a counter-flow solid–liquid reactor to remove boron by fractional extraction in
a semi-continuous process in a patent assigned to Elkem ASA of Norway.

It has been demonstrated that phosphorus could be evaporated from a silicon melt
under vacuum conditions [74, 75]. Miki et al. [76] have explained the thermodynamics
of this process by reactions involving mono- and diatomic phosphorus in the gas phase:

P2(g) = 2P(1% inSi (l)) (5.39)

P(g) = P(1% inSi (l)) (5.40)

Underscored symbols refer to dissolved element in liquid silicon as already defined in
Section 5.3.2.

Silicon produced by carbothermic reduction is so to speak supersaturated in SiC
when tapped from the furnace and may contain as much as 1000 to 1500 ppm(w) C. As
this silicon is cooled down to the solidification temperature, the majority of this carbon
precipitates out as SiC particles leaving around 50 to 60 ppm(w) in liquid silicon. Carbon
removal from liquid silicon is therefore a two-step operation:

1. the removal of precipitated SiC as close to the solidification temperature as possible

2. the removal of dissolved C by oxidation to CO(g).

As already mentioned, SiC particles become effectively captured by the slag phase
during oxidative refining in which the main objective may be to remove Al and Ca as
industrially practised today or in a similar operation with the purpose of removing B
or P. Depending on the temperature and the degree of slag/molten silicon intermixing,
this treatment may give a product with 80 to 100 ppm(w) C. Other methods, which
have been applied and proved effective at a temperature closer to the solidification tem-
perature, are filtration, centrifugation or settling combined with slow cooling. Several
studies have provided valuable contributions suggesting several methods, for example,
settling in combination with directional solidification [77], filtration combined with oxi-
dation [78], oxidative plasma [70–72] and decarburisation by inert gas purging or under
vacuum [14, 78]. Klevan [14] has developed a mathematical model, which describes the
kinetics of decarburisation when inert purging is applied. Mechanical removal is, however,
not efficient enough to affect the substitution carbon. Stronger methods able to displace
the equilibria, such as oxidative plasma and vacuum vaporisation, are believed to be more
powerful techniques.

It is worth noting that these types of operation can all be carried out in carbon-
lined ladles. The several steps dealing with the removal of dissolved carbon C from
liquid silicon Si(l), however, has to be carried out in the absence of C and at a highest
possible temperature in order to optimise the equilibrium and the kinetic conditions for
the reaction:

C + 1
2 O2 = CO(g) (5.41)

A parallel reaction, which affects the silicon yield, unfortunately, also takes place:

Si(l) + 1
2 O2 = SiO(g) (5.42) = (5.14)
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The value of solid solubility of carbon in silicon is approximately 10 ppm(a), correspond-
ing to the homogeneous distribution of substituted carbon atoms on silicon lattice sites.
This type of carbon impurity is detected by infrared spectroscopy. Higher concentrations
of carbon result in SiC precipitates of different size and morphology. This type of
carbon is detected and analysed by combustion methods or secondary ion mass spec-
troscopy (SIMS).

5.7.2.4 Challenges and achievements

The improved carbothermic reduction of silica, followed by leaching and directional solid-
ification, has the capability to produce silicon with sub-ppm concentration of all metallic
impurities. Controlling the non-metallic elements, particularly B, P, C and O, at the level
required for solar cell applications remains the major challenge for the metallurgical route.
Unfortunately, there is no universal method for reducing simultaneously these critical ele-
ments. As a consequence, several refining steps are necessary, with the risk of reducing
the silicon yield. Another risk is the recontamination by impurities from the reactants and
the lining during handling and treatment of liquid silicon. Extensive studies were done on
this route in the early eighties, but efforts since then have been considerably reduced. The
Japanese program headed by NEDO is to our knowledge the most accomplished project
representing this route (Table 5.10; [71]). On the basis of this project’s results, Kawasaki
has built a 60-MT pilot plant, but the economical feasibility of the route remains uncertain.
In the NEDO process, metallurgical grade silicon is purified through

1. melting of silicon by electron beam and evaporation under vacuum

2. first directional solidification
3. remelting of silicon and gas treatment (O2 + H2O) assisted by a plasma torch

4. second directional solidification.

Table 5.10 Solar grade as obtained through upgrading metallurgical grade silicon by the NEDO method
according to [71]

B
[ppm(w)]

P
[ppm(w)]

Al
[ppm(w)]

Fe
[ppm(w)]

Ti
[ppm(w)]

O
[ppm(w)]

C
[ppm(w)]

Resistivity
[ohm cm]

Lifetime
[µs]

0.04–0.10 0.03–0.14 <0.01 <0.05 <0.01 <6 <5 0.8–1.2 >7.7

5.7.3 Simplification of the Polysilicon Process

The Union Carbide and Ethyl Corporation polysilicon processes (Sections 5.4.2 and 5.4.3)
resulted from attempts to make the Siemens process more economical. Project goals were
to meet a price target of 10 US$/kg set in 1975 by the US Department of Energy (DoE).
The Siemens process was fully developed around 1960, but polysilicon for electronic
devices and other purposes had been produced since the forties. The Siemens process
was the first design of a rational industrial process, which gained international recogni-
tion through rapid and broad licensing. At least a dozen processes had been developed
prior to the Siemens process and coexisted with the Siemens process until the begin-
ning of the seventies. Purity and high production rates based on semiconductor industry
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demand were the primary criteria for the process design. Capital expenditure and energy
consumption were considered secondary criteria. While large production quantities of
ultra-pure polysilicon were available at acceptable prices for semiconductors, this price
was too expensive for the development of low-cost solar systems. For solar cells, a
process with reduced costs, reduced energy consumption and increased production rates,
with purity levels not as important, is needed. Since several processes had been developed
in the past, a review and re-evaluation of the silicon chemistry of these processes was
suggeste (see Tables 5.11 and 5.12).

Table 5.11 Historical processes to manufacture polysilicon (according to Strategies Unlim-
ited [79])

Companies Volatile silicon source Reduction agent Reactor type

Dupont SiCl4 Zinc Inside-quartz tube
Bell lab. SiCl4 Hydrogen Ta-filament
Union Carbide SiHCl3 Hydrogen Inside-quartz tube
Int’l Telephone SiCl4 Sodium hydride NaH Ta-filament
Mallinckrodt SiI4 Hydrogen Inside-quartz tube
Transitron SiH4 Decomposition Inside-quartz tube
Texas Instruments SiCl4 Hydrogen Outside-quartz tube
Foot Mineral SiI4 Decomposition Si-filament
Chisso SiCl4 Hydrogen Inside-quartz tube
Siemens SiHCl3 Hydrogen Si-filament
Komatsu SiH4SiHCl3 Decomposition Si-filament
Motorola SiHCl3 Hydrogen W-filament
Phoenix Materials SiCl4 Hydrogen Si-filament
Texas Instruments SiHCl3 Hydrogen Fluidised bed spheres

Table 5.12 Polysilicon research projects stimulated by the objectives of low-cost solar
cells programs after 1975

Companies/groups Volatile silicon source Reduction agent Reactor type

Aerochem Res. Lab. SiCl4 Sodium Free space
Eagle Picher/General

Atomic/Allied
SiH4 Decomposition Fluidised bed

Battelle SiCl4 Zink Fluidised bed
Hemlock SiH2Cl2 Hydrogen Si-filament/rod
Union Carbide SiH4 Decomposition Free space
Union Carbide SiH4 Decomposition Fluidised bed
Ethyl Corp SiH4 Decomposition Fluidised bed
Motorola SinF2n+2 Decomposition
NEDO SiHCl3 Hydrogen Fluidised bed
Rhône–Poulenc SiH4 Decomposition
Schumacher SiHBr3 Hydrogen Fluidised bed
SRI International SiF4 Sodium Solid separation
Westinghouse SiCl4 Sodium Free space
Bayer SiCl4 Aluminium Melt
Bayer SiH4 Decomposition Fluidised bed
Wacker SiHCl3 Hydrogen Fluidised bed
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To make the process cost effective, the economics of both the production of the
volatile silicon compound and its decomposition or reduction to elemental silicon had
to be reviewed. Compared to the historical processes, the research projects did not dis-
cover radically new silicon compounds. Silicon halides SiX4−nHn could apparently not
be avoided. However, innovative methods were discovered to produce these silicon com-
pounds. Metallurgical grade silicon remained in most cases the starting point, but silicon
fluoride, obtained as co-products from phosphates leaching (fertilisers) and direct chlori-
nation of natural silica to produce tetrachlorosilane, were envisaged as serious challenges.
The research abandoned completely the concept of heated filament or seed rod that was
clearly perceived as too expensive. Texas Instruments had demonstrated the benefit of the
fluidised bed technology, that is,

• larger throughput
• lower energy consumption
• continuous operation
• lower capital expenditure.

Although the quality was not acceptable for making microelectronics devices, this
was not a drawback for the development of the solar cell market.

In addition to the fluidised bed, free space reactor implying spontaneous seedless
formation of solid silicon particles through homogeneous decomposition of silane has also
been envisaged among others by Union Carbide [38].

None of these projects have resulted yet in establishing a new polysilicon route
devoted to solar cells and decoupled from the electronic feedstock. The research has to a
large extent developed and strengthened the classical polysilicon business by developing
new products and processes to produce semiconductor grade silicon (Union Carbide, Ethyl
Corporation). However, it is believed that for quality reasons, a significant portion of the
Ethyl Corporation process production is still to find outlet in the solar market, making
this product to some extent a prime solar grade polysilicon.

The other polysilicon producers have declared that by relaxing the production
procedures and quality control they could, when excess capacity is available, produce
specifically a solar grade polysilicon at reduced cost. It seems reasonable to expect a
price reduction of approximately 35%. The same producers have underlined that specific
investments to produce solar grade silicon by this route should not be expected because
of too low profitability [80, 81].

At the time of writing, three projects aimed at developing a solar polysilicon route
were in the process of being developed:

1. The German chemical company Bayer AG has for several years re-explored the decom-
position of silane in fluidised bed reactor. The method combines the cost-effective
synthesis of silane as in the Union Carbide process and the fluidised bed reactor
as in the Ethyl Corporation process. The company has published the results of its
basic assumption and made positive announcements [82–84]. Meantime, Bayer AG
has withdrawn from the solar wafer business, which was the main driver for this feed-
stock development. To date it is therefore uncertain what the future of this project
will be.
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2. Another German company Wacker Chemie, which is one of the leading suppliers of
electronic grade polysilicon and a great contributor to the development of materials
to photovoltaics in the past, has decided to build a pilot plant to develop solar grade
polysilicon by the reduction of trichlorosilane in a fluidised bed reactor. Under indus-
trial conditions, each fluidised bed reactor should produce more than 500 MT/year and
should be economical enough to meet the cost target of the solar cell industry.

3. The Japanese company Tokuyama Corporation, also a leading polysilicon manufac-
turer, has announced at a recent symposium its intention to develop a new deposition
process using trichlorosilane in order to specifically produce solar grade silicon [85].
More technical details had not been presented at the time of writing this chapter. The
reader is invited to consult later publications.

5.7.4 Other Methods

Besides the large avenues described above, one finds some other routes. The following
processes are worth noting.

1. The aluminothermic reduction of silica

3SiO2 + 4Al = 3Si + 2Al2O3 (5.43)

explored by Wacker [39].

2. The electrolytic transfer of silicon from an anode made partly of metallurgical grade
silicon alloyed with Cu in (Cu3Si-Si) to a graphite cathode through a liquid electrolyte
made of KF:LiF:SiK2F6 as described by Olson et al. [86–88].

Si(metallurgical grade) → Si(4+) + 4e(−) → Si(refined) (5.44)

Although revisited by several R&D groups, these methods do not seem to have been the
subject of extensive new programmes since the eighties.

5.8 CONCLUSIONS

At the time this handbook was written, silicon is the dominant PV material with more than
98% of cells and modules based on it. Crystalline technologies account for nearly 90%.
We do not see new materials displacing silicon in the foreseeable future. The crystalline
technologies require significant consumption of pure silicon. Purity requirements have not
been exactly defined with the industry selecting silicon raw materials among the residuals
from single-crystal pulling and second-grade polysilicon. At present, these sources are
not sufficient to cover the rapidly growing demand from the solar industry. Polysilicon
produced specifically for solar applications and prime-grade polysilicon are extensively
used. This has the negative consequence of increasing the cost of solar cells and hence of
slowing the market deployment of solar electrical energy. Research on a new dedicated
route to solar grade silicon decoupled from the semiconductor business cycles has been
going on for almost 30 years. Two directions still retain most of the attention of scientists
and technologists: the further development of pyrometallurgical treatments of liquid silicon
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and the simplification of the polysilicon processes. The crystallisation processes applied
to silicon to produce the PV devices play a role in purifying and shaping silicon and
should affect to a larger extent the development and the final definition of solar grade
silicon. Quality and cost requirements have imposed strict limits to solar grade silicon.
Capital cost is perceived as a significant part of the overall cost and adds to the barriers
that need to be overcome.
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6.1 INTRODUCTION

The workhorse of the photovoltaics industry is silicon. More than four out of five
amperes of solar-module produced current come from crystalline silicon modules. Of
this amount, over 50% is produced by a steadily increasing share from multicrystalline
silicon material.

Silicon solar cells first were made about 50 years ago from Czochralski (Cz)-pulled
monocrystals with technology adapted from the microelectronics industry. Subsequently,
world-record cell efficiencies have been achieved at a very high cost on a laboratory scale
with Float Zone (FZ) monocrystals.

Cost pressures have forced the development of multicrystalline material solidifica-
tion processes for production of very large silicon ingots (blocks), which have reached
typical sizes of 250 kg in 2000. A good theoretical understanding of growth processes,
together with numerical simulations of the entire process down to a microstructural defect
level in the crystal today has resulted in the economical production of high-quality mate-
rial. Sawing of silicon crystal into the thin wafers required for the best performance in
solar cells wastes about 50% of expensive, pure silicon feedstock and is very costly. This
has led to the development of several crystalline silicon foil, that is, ribbon production
processes, and these are now in various stages of R&D and commercialization.

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
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6.2 BULK MONOCRYSTALLINE MATERIAL

The dominant issue of the photovoltaic industry is to fabricate solar cells in large volumes
that are both highly efficient and cost-effective. An overall industrial goal is to significantly
lower the costs per watt. The dominant absorber material used today for the majority of
the commercially produced solar cells is the Czochralski-grown crystalline silicon (c-Si)
in monocrystalline and block-cast material in multicrystalline form (mc-Si). Up to now,
a lot of effort has been undertaken to increase the electrical efficiency of solar cells
reproducibly towards and even above 20% [1], whereas much higher efficiencies were
indeed claimed [2] but were most probably never reached [3]. Unfortunately, efficiency
improvements are often reached only with the help of cost-intensive process steps so that
most steps cannot be directly implemented into industrial products but have to be reengi-
neered for low-enough cost. Hence, there still remains a significant efficiency gap between
monocrystalline laboratory cells with efficiencies up to 24% and cost-effective, commer-
cial Cz solar cells that are presently produced and sold in high volume at approximately
14 to 17% efficiency.

While some years ago the cost of a module was driven almost equally by the cost of
the wafer (33%), the cell process (33%) and the module making (33%), this well-known
ratio has changed significantly – both for C-Si and mc-Si. Today, in most products the
wafer attributes to sometimes more than 50% (!) of the module cost, whereas the cell
process and the module process attribute to the rest with similar portions of ∼25%. The
main reason for this is on one hand a steady cost reduction in the cell and module
processes and on the other hand a significant increase in feedstock price together with an
almost unchanged wafer thickness of 250 to 350 µm in production.

One way to meet today’s demand of lower wafer cost is to (1) reduce the cost
of crystal growth by improvement of productivity and material consumption at constant
wafer quality, (2) reduce the cost of the wire-sawing process and (3) cut thinner wafers.
While commercial Si solar cells still have a present wafer thickness of 250 to 350 µm
for reasons of mechanical stability, a thickness of only 60 to 100 µm has been calculated
to be the physical optimum thickness for silicon solar cells [4]. In this thickness regime
the maximum theoretical efficiency for c-Si solar cells can be reached. In this optimum
thickness regime, however, monocrystalline silicon becomes very fragile so that not only
the electronic but also the mechanical properties of the wafer as well as the handling and
processing techniques become of utmost importance for a good overall fabrication yield.
Besides the mere mechanical wafer stability, manufacturing processes have to be adapted,
redesigned or newly developed to avoid bending and breaking of ultra-thin wafers. With
reduced wafer thickness, the necessity for surface passivation has to be taken into account.
Since this cannot be done without adding to the cost, any added process step has to add
adequate efficiency to remain cost-effective. Other important issues to get as much effi-
ciency as possible out of the “valuable” wafer are improvements in anti-reflection (AR)
coating, grid shadowing, “blue” response of the emitter and both surface and volume
passivation.

The demand for high-quality polysilicon feedstock in the world market grew
quickly not only in the microelectronic but also in the photovoltaic industry. In 1980
the worldwide production of single-crystal silicon amounted to approximately 2000 met-
ric tons per year. This number was equivalent to ∼100 000 silicon crystals every year
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by either the Czochralski technique (80%) or the floating-zone technique (20%). The PV
industry used both the high-quality tops and tails of the microelectronic crystals for less
than 5$/kg to fit the feedstock demand and the depreciated Cz pullers of the “big brother”
microelectronic industry. Since the microelectronic industry was and is still driven by con-
tinuously increasing ingot diameters, the “small” Cz machines became available for the
PV-industry at interesting prices. During the last expansion phase of the microelectronic
industry (1993–99), the PV industry had to struggle with a severe shortage of affordable
feedstock. To reach the production volume, even pot scrap Si material had to be used.
New and demanding techniques were developed in a hurry to separate the Si from the
quartz crucible parts and to pre-select and pre-clean this material. Also, fine grain material
had to be made usable. However, the annual world requirement for solar quality silicon
in 2010 is estimated at 8000 to 10 000 metric tons for PV use, that is, the silicon demand
will be roughly as high in volume as today’s world production for microelectronics. A
dedicated Si feedstock supply only for PV is therefore a necessity.

It can no longer be denied that the growing of silicon crystals has matured from an
art into a scientific business. In today’s PV-business, some of the bigger companies convert
more than ∼1 to 2 tons of silicon per day into solar grade Cz crystals and solar cells.
Since PV has different main requirements for crystal growing from the microelectronic
industry, the focus of machine and process development differ.

6.2.1 Cz Growth of Single-crystal Silicon

Solar cells made out of Czochralski (Cz)-grown crystals and wafers play – together with
multicrystalline cells – a dominant part in today’s PV industry. This is due to the follow-
ing advantages.

Cz crystals can be grown from a wide variety of differently shaped and doped
feedstock material. This enables the PV industry to buy cost-effective feedstock Si with
sufficient quality even on spot markets. Since the feedstock is molten in a crucible, the
shape, the grain size and the resistivity of the different feedstock materials can be mixed
for the required specifications, although a given feedstock alone would fail. However,
special care must be taken to avoid any macroscopic particles (SiO2, SiC) that would not
be dissolved in the melt especially when pot scrap material is used.

The Cz process acts as a purification step with respect to lifetime-limiting elements.
The effective distribution coefficients of the most dominant lifetime-limiting metals (Fe,
Ni, Au, Ti, Pt, Cr) are in the range of 10−5 or below. Together with appropriate gettering
steps during cell processing, highly efficient commercial solar cells can even be made
out of ingots grown from low-grade pot scrap material. The targeted iron equivalent
concentration in the finished cell must be <1012 atoms/cm3 to achieve a minority carrier
diffusion length well above ∼150 µm.

The Cz process itself acts as a quality control step since proper crystallisation,
that is, dislocation-free growth of an ingot, can only take place in a well-defined process
window. The homogeneity of a well-grown solar grade Cz ingot for PV application is
excellent with respect to the bandwidth of electronic and structural properties, whereas mc-
Si block casting produces specifications with higher variances in most parameters. Cell
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processes with Cz-Si can therefore use high-efficiency processes with smaller process
windows that require well-defined starting material.

Cz technology is mature and cost-effective. Equipment and processes for semi-
automated growing of crystals are commercially available so that several Cz pullers can
be run by a single operator. Owing to the robust making of the machines, many Cz
growers more than 20 years age are still in production.

The ingot can be pulled in a defined <100> orientation. This is a big economic
advantage since the solar cell process can use this crystallographic property to homo-
geneously texture solar cells with a very cost-effective wet chemical etching step. By
anisotropic etching, a surface structure with random pyramids is built that couples the
incoming light very effectively into the solar cell. This effect together with the usually
higher diffusion length of Cz crystals gives rise to the increased efficiency of Cz-Si solar
cells compared to similarly processed mc-Si cells.

There exists a high potential for increasing the net pulling speed, that is, the
productivity of a puller by a clever design of the hot zone, by sophisticated recharging
concepts of Si in the hot crucible and by tuning the growth recipe to the optimum pull
speed. Here the PV industry is in the novel position that it can neglect most specifications
that are required in the microelectronic industry.

This is possible since the PV specifications are strongly reduced in the number of
required parameters in contrast to microelectronic material. A PV specification “simply”
focuses on the maximum productivity, a minority-carrier diffusion length of the material
that should be exceeding the cell thickness and a shallow p-type doping that leads to a
specific resistivity between 0.3 and 10 �cm, depending on the fabricated solar cell type.

One of the main disadvantages of Cz crystallisation of silicon is the fact that
square cells are best suited to built a highly efficient solar module, whereas Cz ingots
have a round cross section. In order to use both the crystal and the module area in the
best manner, the ingots are usually cut into a pseudosquare cross section before they are
cut into wafers. Additionally, the tops and tails of the ingots cannot be used for wafer
production. The cropped and slapped materials, that is, tops and tails and so on, are then
fed back into the growth process again.

The equipment and the basic principle for Cz pulling is shown in Figure 6.1. The
Cz equipment consists of a vacuum chamber in which feedstock material, that is, poly-
crystalline silicon pieces or residues from single crystals, is melted in a crucible and a
seed crystal is first dipped into the melt. Then the seed is slowly withdrawn vertically
to the melt surface whereby the liquid crystallises at the seed. High vacuum conditions
can be used as long as the melt weight is small (<1–2 kg), but with larger melts (often
more than 30 kg) only pulling under argon inert gas stream is practicable. Owing to
the reduced argon consumption, the argon pressure is set in the 5 to 50 mbar regime
in the PV industry, whereas in the microelectronic industry, atmospheric pressure is
also used.

After the silicon is completely molten, the temperature of the melt is stabilised to
achieve the required temperature to lower the seed into the melt. The temperature must
be chosen so that the seed is not growing in diameter (melt too cold) or decreasing in
diameter (melt too hot). In PV the seed is usually <100>-oriented, is monocrystalline and
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(a) (b)

Figure 6.1 Cz pullers in a PV-production environment (a) and growing Cz crystal (b) in a
quartz crucible

is pulled upwards to grow a “crystal neck”. Since dislocations propagate on (111) planes
that are oblique in an <100>-oriented crystal, the dislocations grow out of the crystal
neck after a couple of centimetres so that the rest of the crystal grows dislocation-free
even if the growth was started from a dislocated seed. The dislocation-free state of the
grown crystal manifests itself in the development of “ridges” on the crystal surface. If
this state is achieved, the diameter of the crystal can be enlarged by slower pulling until
it reaches the desired value. The transition region from the seed node to the cylindrical
part of the crystal has more or less the shape of a cone and is therefore called the “seed
cone”. This cone can be pulled differently, either flat or steep.

Shortly before the desired diameter is reached, the pulling velocity is raised to
the specific value at which the crystal grows with the required diameter. Owing to the
seed rotation, the crystal cross section is mostly circular. In general, the pulling velocity
during the growth of the cylindrical part is not kept constant, but is reduced towards the
bottom end of the crystal. This is mainly caused by the increasing heat radiation from the
crucible wall as the melt level sinks. The heat removal of the crystallisation thus becomes
more difficult and more time is needed to grow a certain length of the crystal. Standard
pull speeds in the body range from 0.5 to 1.2 mm/min. The diameter of the crystal in PV
is often chosen between 100 and 150 mm. This is due to the short-circuit current of big
solar cells where values of 6 A per cell are exceeded. It is difficult to provide a proper
contacting scheme in screen print technology that can handle such high currents in the
front contacts without high series-resistance losses. With even larger cell sizes, this effect
becomes more problematic.

To complete the crystal growth free of dislocations, the crystal diameter has to
be reduced gradually to a small size, whereby an end cone develops. For this purpose,
the pulling speed is raised and the crystal diameter is decreased. If the diameter is small
enough, the crystal can be separated from the melt without a dislocation forming in the
cylindrical part of the crystal. The withdrawal of the crystal from the residual melt can
be done with a rather high velocity, but not too fast, because thermal shock would cause
plastic deformation called “slip” in the lower part of the crystal. The final crystal length
is dependent on the crucible charge and varies between 40 and 150 cm.
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Nowadays, the seed crystals used for Cz crystal growth are usually dislocation-free.
However, each time the seed crystal is dipped into the melt, dislocations are generated
by the temperature shock and by surface tension effects between the melt and the crystal.
Normally these dislocations are propagated, or move into the growing crystal, particularly
if the crystals have large diameters. The movement of dislocations is affected by cooling
strain and faulty crystal growth.

The strain that occurs as a result of different cooling rates between the inner and
the outer parts of the crystal is probably the main reason for the dislocation movement
in the case of large crystals. At the usual <100>-crystal orientation, no (111) lattice
plane, that is, no main glide plane, extends parallel to the crystal axis. All (111) glide
planes are oblique to the crystal axis and as a result all dislocations that move only on
one glide plane are conducted out of the crystal at some time. For movement in the
pulling direction, the dislocations have to move downwards in a zigzag motion using
at least two of the four different (111) glide planes. Dislocation-free crystal growth is
relatively stable even for large crystal diameters, in spite of the higher cooling strain.
This is so because it is difficult for a perfect crystal to generate a first dislocation.
However, if a first dislocation has been formed, it can multiply and move into the crys-
tal. In this way, numerous dislocations are generated and spread out into the crystal
until the strain becomes too low for further movement of dislocations. Therefore, if a
dislocation-free growing crystal is disturbed at one point, the whole cross section and a
considerable part of the already-grown good crystal are inundated with backward-moving
slip dislocations. The length of the slip-dislocated area is approximately equal to the
diameter. Wafers and cells that show these types of dislocations can easily be hydrogen-
passivated.

After losing the dislocation-free state, the crystal continues to grow with a high
density of dislocations that usually are irregularly arranged. They are partly grown-in into
the crystal and partly generated later by strain-induced processes. At high temperatures,
climb processes take place that distort the dislocation array even more. This further
increases the irregular shape and the distribution of the dislocations. In contrast to simple
“slip” dislocations, these “grown-in” dislocations cannot be passivated well by a hydrogen-
passivation step later in the solar cell processing. With crystal diameters above 30 mm,
the monocrystalline but dislocated growth is not stable and in most cases changes to
polycrystalline growth because of the tendency of a Si crystal to form twins in the presence
of strain and dislocations. These twins also multiply and form higher-order twins and thus
rapidly form a polycrystal. This fine-grained poly-Si material is not usable for solar cell
production. Known causes for the generation of the critical first dislocation are either solid
particles in the melt that move to the solidification front, gas bubbles that are trapped at
the solidification front, impurities that exceed the solubility limit in the melt, vibrations
of crystals and melt, thermal shocks or a too high cooling strain.

The growth of the seed cone is the most critical stage in the pulling of the Cz
crystal. For productivity reasons very flat seed cones are preferable since the time for the
making of the cone is not productive. However, the probability of introducing dislocations
in the seed cone is lowest for tapered cones, although this means an increase in the pulling
time by 15 to 25% for the same body length and additional loss in usable material. The
loss of time and material gets worse for larger ingot diameters.
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Owing to the reaction between the liquid Si and the quartz crucible, the crucible is
of considerable importance to the growth. The silica of the crucible supplies considerable
amounts of oxygen to the melt and, owing to the high purity of the silica, only small
amounts of other impurities. However, the crucible tends to dissolve after a long-standing
time so that the risk for particles in the melt from the crucible is increased with increased
pulling time. The oxygen of the melt adds up to 1018 oxygen atoms/cm3 to the growing
crystal, whereas carbon is usually <1017/cm3 and has only little impact on the solar cell
performance. Oxygen effects like thermal donors and precipitates can be well controlled
in Cz cell processing.

6.2.2 Tri-crystalline Silicon

The mechanical properties of tri-crystalline silicon (tri-Si) allow slicing of ultra-thin wafers
with higher mechanical yield than monocrystalline silicon (see [5, 6]). Tri-Si is a crys-
tal compound consisting of three mutually tilted monocrystalline silicon grains [5, 6].
The crystal compound has a (110) surface orientation in all grains in contrast to the
standard (100) orientation of wafers for today’s solar cell production. While two of the
grain boundaries in a tri-crystal are

∑
3 classified, that is, first-order twins, the third

grain boundary is a
∑

9 structure, that is, a second-order twin. All boundaries are per-
pendicular to the (110) wafer plane and meet at the ingot centre forming a characteristic
tri-star. Tri-Si growth is fully compatible with standard Cz monocrystalline growth, but
it is faster. Using a tri-crystal seed that contains the complete generic information, tri-Si
ingots of 100 to 150 mm diameter and up to 700 mm length are grown in standard com-
mercial crystal pullers using optimised growth parameters for neck, crown and body (see
Figure 6.2).

As the pulling axis is parallel to the common <110> orientation of all three grains,
the dislocations often cannot be completely eliminated during necking, resulting in ingots
that are not dislocation-free. The maximum local dislocation densities are about 105/cm2

in the ingot top and about 107/cm2 in the ingot bottom. The dislocations are often arranged

Figure 6.2 Tri-crystal seed (front), tri-crystal with cropped crown (left) and tri-crystal crown
(right) with typical facets
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in a streetlike geometry, while the dislocation density is significantly reduced in between
the streets. However, despite the presence of dislocation from the very beginning (!),
ingots of up to 700-mm length can be Cz-grown with multiple recharges at increased pull
speed (see Figure 6.3). This is in fundamental contrast to the traditional c-Si growth with
(100) orientation where dislocations must be completely avoided because otherwise the
crystalline structure is totally lost after only a few centimetres of dislocated growth due
to rapid dislocation multiplication. This peculiar structural stability of tri-Si, studied in
detail through a geometrical stress model, is attributed to a reduction of cross slip in the
tri-Si structure [7, 8].

Regarding electrical properties, ELYMAT mappings [9] show that there is a good
spatial correlation between dislocation density and minority-carrier diffusion length: areas
of high dislocation density show low diffusion length values. For dislocation lean ingots
with 4- to 10-�cm resistivity, diffusion length values of more than 1000 µm (see
Figure 6.4) can be obtained before light-induced degradation (LID).

The LID of the diffusion length of Cz-Si has recently been investigated extensively
by several groups [1, 10, 11]. Although the identification of the defect structure is yet

Figure 6.3 Tri-Si ingots (Ø140 mm) from quasi-continuous pulling
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Figure 6.4 Diffusion length map of a 10-�cm as-grown wafer cut from the top of a dislocation
lean tri-Si ingot. Lateral average diffusion length is 1300 µm
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Figure 6.5 Relative degradation of diffusion length versus base resistivity for tri-crystalline sili-
con, measured after a standard P-diffusion and oxidation process

to be accomplished, a strong correlation of the effect with boron and oxygen is well
established. Because tri-Si is grown with boron doping using standard Cz technology, an
impact of LID on electrical quality is also present. Figure 6.5 shows a plot of the relative
degradation as a function of base resistivity after a standard P-diffusion and oxidation
process. Relative degradation values of less than 30% can be reached with 4- to 6-�cm
material.

Tests on Si crystals fabricated from virgin poly-feedstock material with gallium,
indium or aluminium as doping material have been performed to study LID. Best results
have been obtained for Indium-doped material, for which the LID effect is reduced to
almost below 3% of the diffusion length, which is within the accuracy limit of the
ELYMAT measurements. With this material, light stable diffusion length values above
1 mm (!) can be achieved. This material is therefore best suited for high-efficiency
cell processes.

In order to test the tri-Si material with standard solar cell processes, test cells
are manufactured with a modified “Siemens Solar Boron Back Surface Field” (BSF)
process with screen-printed contacts, as described in [12]. The final cell thickness was
between 120 and 250 µm. A boron-BSF process was chosen since the BSF is crucial for
high efficiency at reduced wafer thickness and beneficial for material with high diffusion
length. SiN deposited with a commercial low pressure chemical vapour deposition (LP-
CVD) method was applied as an AR coating, that is, no volume passivation can be
expected since no molecular hydrogen was present during SiN deposition. In this case
no complicated passivation or activation effects of hydrogen in Si must be taken into
account [13–16]. In order to eliminate the effect of the different surface orientations and
in order to focus on the pure material response, the wafers were not textured.

Table 6.1 shows that the efficiencies reach 15.5% in a lab-scale average. This
efficiency compares well and slightly exceeds the results of corresponding solar cells
from solar-grade <100> mono-material that was grown in standard production. The
champion tri-Si cell efficiency without surface texturing was 15.9% using this cost-
effective process.
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Table 6.1 AM1.5 cell efficiencies for non-textured BSF cells on tri-Si and mono-Si substrates.
Cell area is 103 × 103 mm2 pseudo square

Material
(non-textured)

Thickness
average
[µm]

Average
efficiency

[%]

VOC

[mV]
ISC

[mA/cm2]
FF
[%]

Rho
[ohm cm]

Tri-Si 140 15.5 615 33.4 75.5 4
Mono-Si 200 15.2 612 32.7 76 1

6.3 BULK MULTICRYSTALLINE SILICON

Multicrystalline silicon besides monocrystalline silicon represents the basis of today’s
photovoltaic technology. Multicrystalline silicon offers advantages over monocrystalline
silicon with respect to manufacturing costs and feedstock tolerance at, however, slightly
reduced efficiencies. Another inherent advantage of multicrystalline silicon is the rectan-
gular or square wafer shape yielding a better utilisation of the module area in comparison
to the mostly round or pseudosquare monocrystalline wafers. The efficiencies of mul-
ticrystalline silicon solar cells are affected by recombination-active impurity atoms and
extended defects such as grain boundaries and dislocations. A key issue in achieving
high solar cell efficiencies is a perfect temperature profile of both ingot fabrication and
solar cell processing in order to control the number and the electrical activity of extended
defects. Moreover, the implementation of hydrogen-passivation steps in solar cell pro-
cessing turned out to be of particular importance for multicrystalline silicon. With the
introduction of modern hydrogen-passivation steps by Si3N4 layer deposition, the effi-
ciencies of industrial multicrystalline silicon solar cells were boosted to the 14 to 15%
efficiency range and consequently market shares were continuously shifted towards mul-
ticrystalline silicon as the standard material of photovoltaics.

6.3.1 Ingot Fabrication

Two different fabrication technologies for multicrystalline silicon, the Bridgman and the
block-casting process (see illustrations in Figures 6.6 and 6.7) are employed. In both
processes the solidification of high-quality multicrystalline silicon ingots with weights of
250 to 300 kg, dimensions of up to 70 × 70 cm2 and heights of more than 30 cm have
been successfully realised. While the Bridgman technology is a quite commonly used
technique, the only two companies mainly employing the casting technology are Kyocera
(Japan) and Deutsche Solar GmbH (Germany) [17, 18].

The main difference between both the techniques is that for the melting and crys-
tallisation process only one crucible (Bridgman) is used, whereas for the crystallisation
process a second crucible (block casting) is used.

In the case of the Bridgman process, a silicon nitride (Si3N4)-coated quartz crucible
is usually employed for melting of the silicon raw material and subsequent solidification
of the multicrystalline ingot. The Si3N4 coating thereby serves as an anti-sticking layer
preventing the adhesion of the silicon ingot to the quartz crucible walls that owing to
the volume expansion during crystallisation of the silicon material would inevitably lead
to a destruction of both the silicon ingot and the crucible. Concerning the block-casting
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Figure 6.6 Conventional Bridgman technique that still is mainly used for the fabrication of mul-
ticrystalline ingots. Both melting and crystallisation of the silicon is performed in a Si3N4-coated
quartz crucible. Crystallisation is realised by slowly moving downward the liquid silicon-containing
crucible out of the inductively heated hot zone of the process chamber

Casting Crystallization

Liquid silicon

Solid−liquid
interface

Directionally solidified
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Figure 6.7 Block-casting process for the fabrication of multicrystalline silicon. After melting the
silicon in a quartz pot, the silicon is poured into a second quartz crucible with a Si3N4 coating. The
heating elements of the crystallisation crucible are not shown in the figure. In comparison with the
Bridgman technique (see Figure 6.6), shorter crystallisation and cooling times can be realised by
employing a more variable heater system



216 BULK CRYSTAL GROWTH AND WAFERING FOR PV

process, the melting is performed in a quartz crucible without a coating, whereas – after
pouring the molten silicon into a second crucible – for the crystallisation also a Si3N4-
coated one is used.

Usually, in both production technologies, crystallisation starts at the bottom of the
crucible by lowering the temperature below the melting temperature (1410◦C) of silicon.
Within the Bridgman process the temperature reduction is achieved by simply descending
the liquid silicon-containing crucible out of the hot area of the crystallisation furnace.
Contrarily, the temperature control during the block-casting process is achieved by a
corresponding adjustment of the heaters, whereas the crucible itself is not moved during
solidification.

After solidification starts in the bottom region, the crystallisation front, that is, the
liquid–solid interphase, moves in a vertical direction upwards through the crystallisation
crucible. This so-called directional solidification results in a columnar crystal growth and
consequently adjacent wafers fabricated out of the ingots show nearly identical defect
structures (grain boundaries and dislocations).

Common crystallisation speeds used for the Bridgman technology are in a range of
about 1 cm/h (corresponding to a weight of approximately 10 kg/h for large ingots). With
regard to the increase in crystallisation speed, that is, productivity, mainly cooling of the
already crystallised fraction of the ingot has to be taken into account. Too high process
speeds cause large thermal gradients within the solidified silicon that may result in cracks
or even destruction of the ingot. For the block-casting technology, however, owing to the
more versatile and sophisticated heater system, considerably higher crystallisation speeds
can be achieved [18].

6.3.2 Doping

Standard multicrystalline silicon is a boron-doped p-type material with a specific elec-
trical resistivity of about 1 �cm, which corresponds to a boron concentration of about
2 × 1016/cm3. The specific resistivity is adjusted in a way such that optimal solar cell
performance is guaranteed. Naturally, the boron concentration can be varied according to
the requirements of specific solar cell processes. Specific resistivities in a range of 0.1 to
5 �cm have been used for solar cell fabrication so far. The boron concentration is nor-
mally adjusted by adding the equivalent amount of B2O3 to the silicon raw material prior
to melting of the silicon. Considering alternative doping elements like gallium (p-type) or
phosphorous (n-type) first, the segregation coefficient governing the resistivity decrease
with increasing block height has to be considered. With a segregation coefficient of 0.8,
boron nearly always is the optimal doping element giving only a small resistivity change
over the silicon ingot (see Figure 6.8), whereas gallium and phosphorous with segregation
coefficients of 0.008 and 0.35, respectively, are less favourable.

For phosphorous as an n-type dopant, additionally the disadvantage of a lower
minority charge carrier (i.e. holes) mobility and a more complicated solar cell process
using, for example, higher process temperatures for boron instead of phosphorous diffusion
is encountered. However, recent results indicate that the activity of extended defects in
n-type multicrystalline silicon is unexpectedly low, which could render n-type material
nevertheless an attractive new feedstock source for photovoltaics.
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Figure 6.8 Decrease in the specific resistivity of p-type multicrystalline silicon due to segregation
of the doping element boron

6.3.3 Crystal Defects

The main crystal defects in multicrystalline silicon are grain boundaries and dislocations.
Concerning the attainable efficiencies of solar cells, not only the concentration of these
defects but also their electrical activity is considered as crucial.

With respect to the grain boundaries and the grain size, basically smaller grains
are observed at the beginning of the crystallisation process in the ingot bottom part. With
increasing block height, individual grains prevail at the expense of surrounding grains and
thus give rise to an increase in the mean grain size. This increase of grain size, however,
depends on the crystallisation speed (see Figure 6.9). A higher crystallisation speed also
means higher temperature gradients and thus an increased probability for the formation
of crystal seeds in the melt that in turn lead to a limitation of the grain size. This is also
the reason for faster crystallised block-cast material usually exhibiting smaller grains than
conventional Bridgman-type multicrystalline silicon.

On the other hand, the grain sizes achieved with modern block-cast material are
still large enough to not degrade solar cell efficiencies provided that the electrical activity
of the grain boundaries is low enough. Grain boundaries and dislocations, if electri-
cally charged, effectively attract minority charge carriers and consequently represent
highly active recombination centres for photo-generated charge carriers. The electri-
cal activity of grain boundaries and dislocations is determined by their impurity dec-
oration (specifically by transition metals) and strongly increases with higher impurity
concentrations.

Moreover, it was discovered that the shape of the crystallisation front during solid-
ification also has considerable influence on the grain boundary activity [19]. Preserving
a strictly planar solidification front clearly leads to a reduced grain boundary activity.
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Figure 6.9 Mean grain size as a function of the block height for conventional Bridgman-type
multicrystalline silicon (mc-Si) and the faster crystallised block-cast material from the Freiberg
production facility of Deutsche Solar GmbH. Reduced crystallisation times lead to slightly lower
grain sizes of the Freiberg mc-Si

Because also in modern high-throughput production processes a nearly perfectly planar
solidification front is kept throughout the crystallisation process, grain boundaries show
only weak electrical activities and therefore are generally considered as less important for
solar cell efficiencies.

Crystal dislocations, however, turned out to be the most efficiency-relevant defects
in multicrystalline silicon for solar cells. The dislocation density that is experimentally
accessible by counting micrometer-small etch pits after appropriate chemical etching steps
nearly shows a perfect correlation to the wafer lifetime and diffusion length (Figure 6.10)
that are closely linked to solar cell performance. Dislocations are induced and multiplied

Log dislocation density Nd
[cm−2]

Effective lifetime τ
[µs]

Wafer size
5 × 5 cm2

4 65 2.0 2.5 3.0

(a) (b)

Figure 6.10 Topographies of the dislocation density Nd (a) and the effective lifetime τeff (b) of
a typical multicrystalline silicon wafer showing the excellent correlation of both parameters. The
effective lifetime measurements were conducted out without any surface passivation and thus are
limited to less than approximately 3 µs by surface recombination processes
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by thermal stress that is originated from temperature non-homogeneities during crystallisa-
tion and cooling of the ingot. The reduction of these temperature variations while keeping
high process speed is therefore considered one of the most important issues for the further
improvement of multicrystalline silicon.

An optimal process scenario for the production of multicrystalline silicon from both
the crystal defect and the productivity point of view starts with a small crystallisation speed
and minimal temperature gradients in order to secure a low-defect density bottom region
of the ingot. After that, crystallisation speed should be largely increased for productivity
reasons while keeping the solidification front planar and thermal gradients within the
solidified silicon low.

6.3.4 Impurities

Despite boron being the standard dopant and thus an intentionally introduced impurity,
even higher impurity concentrations in multicrystalline silicon are observed for both oxy-
gen and carbon.

The interstitial oxygen concentration in multicrystalline silicon is affected by two
processes, which are oxygen incorporation via the quartz crucible during melting and
oxygen loss through evaporation of SiO, that is, the evaporating gaseous silicon monoxide
that is stable at high temperatures only.

Because the segregation coefficient >1, the oxygen content decreases with increas-
ing block height. Typical concentrations of the interstitial oxygen content of Bridgman
and block-cast material are given in Table 6.2. Obviously, although the silicon melt
never stays in direct contact with the quartz crucible, lower oxygen concentrations with
Bridgman-type material compared to silicon from the block-casting process are not fea-
sible. We therefore conclude that there also has to exist an oxygen release from the
Si3N4 coating (containing some percentage of oxygen) into the silicon melt during the
Bridgman process. In addition, we observe a much more rapid decrease of the oxygen
concentration with increasing block height for block-cast material, which is attributed
to the normally employed lower ambient pressure and enhanced gas exchange during
this process.

Table 6.2 Typical concentrations of interstitial oxy-
gen [Oi] for block-cast material from the Freiberg
production plant of Deutsche Solar GmbH and for typ-
ical material coming from a Bridgman process. For the
determination of the oxygen concentration by Fourier
Transform Infrared Spectroscopy (FTIR), a conversion
factor of 2.45 × 1017/cm2 was used

Ingot Interstitial oxygen concentration [Oi]
position [1017/cm3]

Block-casting process Bridgman process

Bottom 6.5 6
Middle 0.9 3.5
Top 0.5 2
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Although oxygen residing on interstitial lattice sites is not electrically
active, recombination-active oxygen complexes such as thermal donors [20–22], new
donors [23, 24] and oxygen precipitates may be formed after annealing steps, specifically
in the high oxygen concentration bottom part of the ingot (see an example of the donor
activity in Figure 6.11).

Specifically, thermal donors turned out to be mainly responsible for a broad low-
lifetime region with a width of 4 to 5 cm in the bottom part of Bridgman-type ingots [25].
Owing to the instability of the thermal donors in high-temperature steps during solar cell
processing, these low lifetimes, however, does not lead to low efficiencies. It is worth
noting that the width of this low-lifetime region in the bottom part of the ingots is largely
reduced for material from the block-casting process. The most likely explanation for this
is the shorter process times that consequently give less time for the formation of oxygen
complexes out of interstitial oxygen atoms.

Similar to metals, oxygen segregation at grain boundaries and dislocations enhances
the recombination strength of these extended defects. Oxygen precipitates may also getter
metal impurities during crystallisation, which are released afterwards during solar cell
processing as highly recombination-active point defects.

Generally, the manifold involvement of oxygen in efficiency-relevant microscopic
processes makes the reduction of the oxygen incorporation into multicrystalline silicon
one of the most important targets of material improvement efforts.
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pn-junction
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Figure 6.11 High resolution map of the specific resistivity (van-der-Pouw measurement tech-
nique) of a vertically cut wafer from a special high resistivity p-type multicrystalline silicon test
ingot. Owing to the increased oxygen content, the formation of thermal oxygen donors changes
the conductivity to n-type in the bottom part. The pn-junction can be identified by a remarkable
increase in the specific resistivity
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Like oxygen, carbon in multicrystalline silicon appears in concentrations consid-
erably higher than those of the boron dopant concentrations. Typical concentrations of
substitutional carbon are in the range of 2–6 × 1017/cm3 generally increasing with increas-
ing block height. The incorporation of carbon into the silicon melt takes place via gaseous
CO formation inside the crystallisation chamber by SiO chemically reacting with the
graphite heaters. The main problem that is caused by an increased carbon concentration
is the formation of needle-shaped SiC crystals (often associated with oxygen and nitrogen,
see Figure 6.12) within the silicon material. SiC representing an electrically conductive
semiconductor material effectively shorts the solar cell pn-junction, thereby leading to
drastically reduced efficiencies. The problem of SiC formation, however, usually occurs
only in the uppermost region of the ingot that is anyway rejected because of segregation
of metallic impurities.

Despite oxygen and carbon being present in much higher concentrations, transi-
tion metals like iron or titanium are considered as much more important with regard to
solar cell efficiencies with the exception of the outer edges (width 5–10 mm) of an ingot
where in-diffusion from the Si3N4 coating may occur and the top segregation region metal
point defects in high-quality multicrystalline silicon are present in concentration levels
below the detection limit of Deep Level Transient Spectroscopy (DLTS) measurements,
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Figure 6.12 SEM (Scanning Electron Microscope) image of a heavily shunted solar cell region.
The microscopic investigations reveal needle-shaped structures containing silicon, nitrogen, oxygen
and carbon. The shunting mechanism is assumed to be due to electrically conductive SiC that
short-circuits the solar cell pn-junction
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that is, below approximately 1012/cm3. The importance of metal impurities for multicrys-
talline silicon solar cells is, however, based on metal impurities controlling the activity
of extended defects, specifically that of crystal dislocations.

We anticipate that metallic impurities are, for example, responsible for the observed
systematic changes of the lifetime of multicrystalline silicon wafers after high-temperature
steps in the range of 800 to 1000◦C (e.g. the phosphorous diffusion step for fabrication
of the solar cell pn-junction). The wafer lifetime quite commonly decreases in annealing
steps above 900◦C, where this decrease is even more significant at enhanced cooling
speeds after the anneal. The proposed mechanism behind this lifetime degradation is a
release of metal atoms from extended defects like dislocations into the wafer bulk material
and a subsequent quenching of the metal atoms as highly recombinative point defects.

Another hint of an extensive interaction between extended defects and metal
impurities is given in Figure 6.13 that depicts the theoretical segregation profile of iron
in an intentionally contaminated multicrystalline ingot (mean iron concentration: 7.9 ×
1017/cm3) as compared to the experimental one. We clearly can state a reduced experi-
mentally determined segregation effectiveness most probably caused by iron segregation
into extended defects competing with the segregation process in the liquid silicon phase
during crystallisation.

In order to prevent such defect–metal interaction processes leading to enhanced
recombination activity, a very effective segregation of metallic impurities into the ingot
top region has to be assured. This segregation effectiveness, however, decreases with both
increasing crystallisation speed and increasing concentration of extended defects.

Theory

Fe segregation

Experiment

Segregation in
crystal defects (?)

Average Fe
concentration:
7.9 × 1017/cm3

1E + 12

1E + 14

1E + 16

1E + 18

1E + 20

C
on

ce
nt

ra
tio

n
[1

/c
m

1 ]

Block height
[mm]

0 50 100 150

Diffusion
during cooling

Figure 6.13 Experimentally determined iron concentration of an intentionally contaminated mul-
ticrystalline silicon test ingot (mean Fe concentration: 7.9 × 1017/cm3). The experimental data is
given as a function of the block height and in comparison to the theoretically expected profile. The
much higher than theoretically predicted concentration in the bottom and middle part of the ingot
is attributed to a segregation not only into the silicon melt but also into extended crystal defects
during solidification
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This in turn verifies the importance of a properly adjusted and controlled crys-
tallisation speed. In order to assure an effective impurity segregation for high-quality
multicrystalline silicon, specifically in regions with increased defect densities (e.g. ingot
bottom part), solidification at a low crystallisation speed is essential.

6.4 WAFERING

More than 80% of the current solar cell production requires the cutting of large silicon
crystals. Multicrystalline ingots grown by the Bridgman or gradient freeze technique now
reach cross sections of more than 50 × 50 cm2 and weigh over 250 kg; monocrystalline
Cz crystals have diameters of up to 20 cm today. While in the last few years the cost of
solar cell processing and module fabrication could be reduced considerably, the sawing
costs remain high.

Figure 6.14 shows that the sawing costs are a substantial part (29%) of the wafer
production cost and thus contribute considerably to the total module cost. Since the saw-
ing of the crystals is connected with high material losses (about 50%), ribbon growth
techniques or the thin film technology, which avoid the sawing step, have a high potential
for developing cheaper solar cells. However, both technologies still have to overcome
serious difficulties and their development will probably take another 5 to 10 years. The
present task is therefore to optimise the sawing technique for further cost reduction in
mass production.

At the beginning of the PV industry, the available sawing technology of the micro-
electronic industry was used. The ingots were mainly cut by inner diameter (ID) saws.
This technology is, however, relatively slow and not economical for mass production [26].
It was therefore gradually replaced by the multi-wire slicing technology [27]. The advan-
tages are the higher throughput of about 500 to 700 wafers per day and per machine, a
smaller kerf loss of about 180 µm and almost no restrictions on the size of the ingots.
Currently, wafers between 250 and 350 µm are usually cut, but a wafer thickness down
to about 100 µm can be achieved by the technique. Since the technology is relatively
new and still under development, most wafer manufacturers have to optimise the saw-
ing process by their own experience. The sawing process depends on several variable
parameters as will be described next, which makes it difficult to optimise the process
in view of throughput, material losses, reduction of supply materials and wafer quality.
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Figure 6.14 Cost distribution for modules and silicon wafers



224 BULK CRYSTAL GROWTH AND WAFERING FOR PV

Basic knowledge about the microscopic details of the sawing process is required in order
to slice crystals in a controlled way. In the following section, the principles of the sawing
process will be described as far as they are understood today.

6.4.1 Multi-wire Wafering Technique

After crystal growth the silicon ingots are cut in a first step by band saws into columns
with a cross section that is determined by the final wafer size. Standard sizes are about
10 × 10 cm2, but larger wafers sizes up to 15 × 15 cm2 are increasingly used in the solar
cell technology. The columns are glued to a substrate holder and placed in a multi-wire
saw that slices them into the final wafers. The principle of the multi-wire technology
is depicted in Figure 6.15. A single wire is fed from a supply spool through a pulley
and tension control unit to the four wire guides that are grooved with a constant pitch.
Multiple strands of a wire net (known as a web) are formed by winding the wire on the
wire guides through the 500 to 700 parallel grooves. A take-up spool collects the used
wire. The wire is pulled by the torque exerted by the main drive and slave as shown
in the figure. The tension on the wire is maintained by the feedback control unit at a
prescribed value. The silicon column on the holder is pushed against the moving wire
web and sliced into hundreds of wafers at the same time. The wire either moves in
one direction or oscillates back and forth. Solar cell wafers are mainly cut by a wire
that is moving in one direction, whereas wafers for the microelectronic industry are cut
by oscillating wires. Cutting in one direction allows higher wire speeds between 5 and
20 m/s, but yields less planar surfaces. Smoother and more even surfaces are obtained
by oscillating sawing. Depending on the pulling speed, the wires have a length between
150 and 500 km in order to cut a single column in one run. The wire material is usually
stainless steel.

Cutting is achieved by an abrasive slurry, which is supplied through nozzles over
the wire web and carried by the wire into the sawing channel. The slurry consists of a

Slave drive

Main drive

Wire web

IngotSlurry and abrasive

Figure 6.15 Schematic diagram depicting the principle of the multi-wire sawing technique
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suspension of hard grinding particles. Today, SiC and diamond are the most commonly
used abrasives. Both materials are very expensive and account for 25 to 35% of the total
slicing cost. The volume fraction of solid SiC particles can vary between 20 and 60%
and the mean grain size between 5 and 30 µm. For polishing smaller grain sizes below
1 µm are used. The main purpose of the slurry is to transport the abrasive particles to
the sawing channels and to the crystal surface. It also has to keep the particles apart
and must prevent their agglomeration. The entry of the slurry is a result of the inter-
action between the wire and the highly viscous slurry. Normally, only a small amount
of slurry enters the cutting zone. The factors that are important here are the viscosity
and the wire speed, but to understand the fluid mechanical problems that are involved a
complex physical modelling is required. First attempts of a description have been reported
recently [28–31].

Most of the commercial slurries are based on oil, but water-based or water-washable
slurries based on ethylene glycol have been tested as well. Oil slurries have several
drawbacks. The wafers can stick together and are difficult to separate after sawing. This
problem will become even more severe when the wafer thickness will be reduced in
the future. The removal of oil from the wafer surfaces requires comprehensive cleaning
procedures. Since large quantities of slurry and SiC are used during sawing and recycling
is not possible at present, the disposal of these materials has to be considered as well.
The disposal causes, however, environmental hazards and is therefore complicated and
expensive. On the contrary, water-based slurries or slurries that are very hygroscopic have
the problem that hydrogen gas is generated from the interaction of water and silicon, which
can cause the hazard of explosion. From the environmental point of view, water-washable
slurries may be the choice of the future.

Material is continuously removed through the interaction of the SiC particles below
the moving wire and the silicon surface. The abrasive action of the SiC depends on many
factors such as wire speed, force between wire and crystal, the solid fraction of SiC in the
suspension, the viscosity of the suspension, the size distribution and the shape of the SiC
particles. The viscosity of the slurry depends on the temperature and the solid fraction of
particles. Since the temperature rises as a result of the cutting process, the suspension has
to be cooled and the temperature controlled during sawing. The viscosity of the slurry
also changes because of the continuous abrasion of silicon and iron from the wire. This
gradually deteriorates the abrasive action and the slurry has to be replaced or mixed with
new slurry after some time.

The kerf loss and surface quality are determined by the diameter of the wire,
the size distribution of the SiC particles and the transverse vibrations of the wire. The
amplitude of vibration is mainly sensitive to the tension of the wire, but it also depends
on the damping effect of the slurry. Increasing the tension will reduce the amplitude of
vibration, hence the kerf loss [32]. Typical wire diameters are around 180 µm and the
mean size of active particles can vary between 5 and 30 µm. This yields kerf losses
around 200 to 250 µm per wafer.

The objective of efficient sawing is to slice with a high throughput, with a minimum
loss of slurry and silicon and with a high quality of the resulting wafers. Since many
parameters can be changed, the optimisation of sawing becomes a difficult task and today
it is mainly done by the wafer manufacturers. They are mostly guided by experience. In
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the following section, the main results of investigations are summarised, which describe
the current understanding of the microscopic details of the wire sawing and yield some
guidelines to optimise the process.

6.4.2 Microscopic Process of Wafering

Figure 6.16 shows schematically a cross section of the wire in the cutting zone. The
space between the wire and the crystal surface is filled with slurry and SiC particles.
The pressure of the wire on the particles varies along the contact area. The forces are
maximal directly below the wire and decrease towards the side faces. Because of the
transverse vibrations, the wire also exerts forces sideward, which determines the surface
quality of the sliced wafers. The interaction between the abrasive SiC particles and the
silicon crystal yields a distinct damage pattern on the surface that can be analysed by
microscopic techniques. A typical surface structure as seen under an optical microscope
is shown in Figure 6.17. Similar structures are obtained along the entire contact zone,
which shows that the abrasive process is the same in all directions.

The surface structure consists of local indentations with a mean diameter of a
few micrometers. Such a uniform structure can be explained by the interaction of loose,
rolling particles that are randomly indented into the crystal surface until small silicon
pieces are chipped away. Since SiC particles are facetted and contain sharp edges and

 Slurry 

Wire

CrystalFracture zone

Figure 6.16 Cross section of wire, slurry with abrasive and crystal in the cutting zone

(a) (b)

Figure 6.17 Optical micrograph of the surface of an as-cut silicon wafer (a) and several
micro-indentations on a polished silicon surface (b)
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tips, they can exert very high local pressures on the surface. This “rolling grain” model
forms the physical basis of the wire sawing process. Similar surface structures also form
after lapping semiconductor surfaces with loose abrasive particles.

The individual process of the interaction of a single particle with sharp edges and
the surface of a brittle material can be studied by micro-indentation experiments. This is
shown in Figure 6.17(b) for a silicon surface. The damage structure of several overlapping
micro-indentations with a Vickers diamond indenter resembles the structure of an as-cut
wafer. Numerous micro-indentation experiments on monocrystalline silicon have been
carried out in the past to investigate the damage structure quantitatively (e.g. [33–37]).
The main results are summarised schematically in Figure 6.18 for a “sharp” Vickers
indenter with pyramid geometry. Loading by sharp indenters first leads to the genera-
tion of a remnant plastic impression in the surface known as the elastic–plastic zone.
Recent Raman investigations of this region have shown that under high pressures the
silicon lattice transforms into other crystal structures. Several phase changes have been
observed directly under the indenter, in particular a metallic high-pressure phase [38, 39].
Under loading at 11.8 GPa an endothermic transformation to metallic silicon (Si II) occurs
(�G = 38 kJ/mol), which partly transforms back to another high-pressure phase (Si III
at 9 GPa, �G = −8.3 kJ/mol). In the metallic state the silicon can plastically deform and
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Figure 6.18 Schematic diagram of the development of the crack system below a sharp indenter
upon loading and unloading. Dark gray areas indicate the plastic zone below the indenter. The
dotted areas are the crack planes of the halfpenny-shaped median crack system. They are viewed
from end-on (left side) or perpendicular to the plane (right side). In case radial cracks also occur,
they may coalesce with the median crack and form a similar crack pattern
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the material can be removed by processes known for ductile metals. This is, however, a
slow but moderate process.

With increasing pressure the material begins to break and cracks are generated
parallel to the load axis emanating from the plastic zone. Median cracks are generated
beneath the plastic zone, where the tensile stresses are maximal, in the form of full or
truncated circles. At a critical size they become unstable and extend towards the surface.
In addition, shallow radial cracks may be generated at the edges of the plastic zone. Both
radial and median cracks may coalesce to form halfpenny-shaped cracks that are visible
at the surface (as shown in Figure 6.19). Upon unloading, residual stresses from the
elastic–plastic zone can lead to lateral cracks parallel to the surface. When these lateral
cracks reach the surface, material is chipped away. This is the main process for material
removal during sawing. Chipping requires a certain minimum load to occur (chipping
threshold). Above the limit when material is removed only the median and radial cracks
remain. They are finally part of the saw damage.

A quantitative model based on the rolling grain interaction described above has
been developed. Results have been compared with experimental investigations of the
sawing process on commercial multi-wire saws, allowing for the extraction of useful
conclusions. Details can be found in Reference [40].
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Figure 6.19 (a) Optical micrograph of median and (b) lateral cracks (below the surface) at a
Vickers indentation. (c) Schematic representation of the impression of a sharp grain into a surface
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6.4.3 Wafer Quality and Saw Damage

Several factors are currently considered to determine the quality of the wafers: fracture
behaviour, crack density, thickness variations, surface roughness and cleanness. After
sawing the surface of the wafer is damaged from the fracture processes and contaminated
with organic and inorganic remnants from the slurry. Therefore, the wafers have to be
cleaned and the saw damage removed by etching before a solar cell can be fabricated.
In addition, the thickness and surface roughness of the wafer may vary, which may be
detrimental for some of the further processing steps. All factors are related to the sawing
process. Figure 6.20 shows an example of the topology of an as-cut surface. It consists
of thickness variations on different length scales. On the scale of millimetres, one can
observe grooves parallel to the direction of the wire. They occur particularly under higher
loads and can be caused by a deficit of slurry, mechanical vibrations or inhomogeneities
of the material. Mostly a large number of parallel wafers are then affected. Grooves on
wafers cannot be removed by etching and thus reduce the quality of a wafer.

On a length scale of about 100 µm, the surface may have a wavy topology that
is not detrimental unless sharp steps occur. On the micrometer-length scale the surface
shows a certain roughness, which is directly related to the microscopic sawing process as
described before. The extent of saw damage, which has to be etched away before solar
cell processing, lies typically in the range of 5 to 10 µm.

Saw damage also occurs in the abrasive grains and the wire itself. Although the
fracture strength of the SiC particles is higher than that of silicon, the grains eventually
lose their sharpness owing to breakage that reduces their sawing performance. To reduce
the abrasion of the grains, sawing should be done in a stress range where the load on the
individual grains lies above the fracture strength of silicon but below that of SiC.

Typically, the wires have diameters between 150 and 180 µm and a length of
about 150 to 500 km. They are made of stainless steel and coated with a brass layer.
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Figure 6.20 Surface structure of a wafer with grooves resulting from uneven cutting. It also shows the
bowing of the wire under load during sawing. The surface profile measured by a laser scanner profiler is
depicted on the right. Different wavelengths filtered from the profile are shown below
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It is important that the thickness is very uniform over the entire length, because sudden
changes in the diameter can lead to fracture of the wire or damage to the wafer surface.
The abrasion of the steel wires is also due to the interactions with the grains. Excessive
wear can lead to breakage, which is undesirable during sawing because it is very time
consuming to build up the wire web inside the machine. Some manufacturers are beginning
to develop in situ detection systems to control the sawing process and thus prevent the
wire breakage.

6.4.4 Cost and Size Considerations

The investigations of the microscopic processes of wire sawing have laid the basis for the
selection of the best range of parameters and for further modifications. It allows one to
increase the sawing performance, to reduce the consumption of slurry, SiC powder, wire
material and etchant, and hence directly the costs of slicing. Furthermore, the quality of
the wafers such as roughness, flatness and saw damage of the surfaces can be improved.
This is important in view of the development of thinner wafers for solar cells, which will
reduce the consumption of expensive silicon. The current sawing technique in production
allows the sawing of wafers with thickness down to about 200 µm. The goal is to further
reduce the thickness to about 100 to 150 µm in production. Sawing of thinner wafers
is possible but at present still at the expense of more breakage. The problem becomes
even more severe when the wafer size increases at the same time to 15 × 15 cm2 or
more. In mass production such a development will only become possible by a careful
selection of the parameter range and an in situ control of all the factors that determine
the slicing process.

6.5 SILICON RIBBON AND FOIL PRODUCTION

Research and development on crystal growth technologies for production of crystalline
silicon ribbon have been under way for three decades. Interest in methods of crystalline
silicon wafer production was initiated during the oil crises of the mid-1970s. Out of this
period arose the first large-scale efforts in R&D to develop low-cost methods of producing
substrates for solar cell manufacture. A seminal program was conducted in the US, which
was led between 1975 and 1985 by the Jet Propulsion Laboratory (JPL) Flat Plate Array
Project [41]. It was the activity in this project in this time period, combined with larger
investments from the private sector both in the US and internationally, that developed the
seeds of the technology of crystalline silicon ribbon and foil production methods being
commercialised today.

The past decade of R&D on crystalline silicon materials has culminated in the
expansion of wafer manufacturing at an unprecedented pace. While established methods of
production based on Cz growth, directional solidification and ingot casting have flourished,
a new generation of ribbon technologies has moved past the R&D stage into large-scale
manufacturing and is in competition with these conventional approaches. Ribbon tech-
nologies, some of which had entered R&D already in the early 1970s, and have now
reached maturity with the start up of manufacturing on a megawatt (MW) scale, include
Edge-defined Film-fed Growth (EFG), String Ribbon (STR) and Silicon FilmTM (SF).
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Dendritic Web (WEB) production and the Ribbon Growth on Substrate (RGS) technique
are moving to pilot demonstration phases. A summary of the changes in the status of
leading ribbon/foil technologies over the past decade and projections for manufactur-
ing capacities are given in Table 6.3. It is anticipated that the ribbon production will
contribute in excess of 30 MW of wafers to world solar energy markets by the end
of 2001.

Development has not been continuous for most of the methods listed above. The
R&D has been interrupted and then restarted in several cases when the technological status
changed to generate new opportunities for cost-effective production. EFG development
has the longest continuous history. After initial technology development on EFG started
at Tyco Laboratories in 1971, it was subsequently augmented with funding from Mobil
Oil, starting in 1974. In the time span from 1971 to the present, pilot lines using five
different variations of the EFG process have been evaluated, starting with single ribbons
in 1971 to the octagonal crystal tube now being commercialised. Ownership transferred to
ASE Americas in 1994, at which time the transition to manufacturing was initiated. After
periods of decreased activity, WEB, STR and RGS have all been strengthened with R&D
in the past several years subsequent to being revitalised by new owners. WEB development
was initiated with funding from Westinghouse in the 1970s, but now is being carried out
by EBARA Solar. STR technology underwent an R&D phase in the early 1980s under the
name of Edge-Stabilised Ribbon (ESR) and Edge-Supported Pulling (ESP) at the National
Renewable Energy Laboratory and at Arthur D. Little, respectively, before being taken
up in 1994 by Evergreen Solar. RGS development was initiated at Bayer, but is currently
continuing with ECN of the Netherlands. If successful, a future commercialisation is
anticipated by Deutsche Solar in Germany and Sunergy in the Netherlands.

Ribbon and foil technologies must meet the challenges of the photovoltaic mar-
ketplace and overcome a number of existing technical barriers if they are to continue
to expand manufacturing and to position themselves to remain competitive in the next
decade. Challenges to be met are productivity increases on a per furnace basis to drive
down labour and overhead (capital) costs, improved mechanical and electronic quality
of ribbon wafers together with the development of low-cost solar cell designs that will
raise efficiencies to 18 to 20% and reduction of wafer thickness while maintaining high
yields in order to reduce demand on silicon feedstock. Achievement of these goals in the
next decade can lead to cost decreases, which will drive additional volume expansion for

Table 6.3 Historic record on R&D and manufacturing status of leading ribbon/foil technologies of the
past decade

Wafer process/
year started

1990
status level

2000 2001 Schematic

WEB/1967 R&D <0.1 MW R&D <0.2 MW Pilot −0–1 MW Figure 6.20
EFG/1971

(Ribbon);
1988 (Octagon)

Pilot 1.5 MW Production −12 MW Production −20 MW Figure 6.21

ESP (STR)/1980 R&D – Pilot <0.5 MW Production <5 MW Figure 6.23
SF/1983 – – Pilot −1–2 MW Production >5 MW –
RGS/1983 R&D – R&D Pilot <1 MW Figure 6.24
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ribbon and foils and allow these new-generation technologies to become market leaders
in silicon wafer production. Technology description, the status of each of the growth
approaches and the barriers for each of the technologies to overcome in order to remain
competitive are the topics of the following sections.

6.5.1 Process Description

The ribbon technologies that have been proposed over the past three decades and that
have survived till the commercial manufacturing and R&D phases (Table 6.3) may be
grouped into two basic approaches: “vertical” and “horizontal” growth (pulling) methods.
The latter category is further subdivided into methods in which either a substrate is used
to assist in the formation of the crystal or foil or those that do not use any substrate
material. The horizontal methods refer not so much to the geometrical aspects related to
the ribbon-pulling direction as to the disposition of the temperature gradients, which act at
the interface and influence growth characteristics. The EFG, WEB and STR methods are
examples of the vertical method category, while both the RGS foil and the SF methods
grow crystals in a horizontal-pulling configuration with the aid of a substrate. The term
“foil” is used interchangeably with wafer, but here we use it to refer more specifically to
the RGS wafer to distinguish a unique aspect: the wafer is crystallised upon contact with
a substrate, and is then detached and the substrate material recycled.

Ribbon/foil growth techniques have historically been evaluated in a number of
variants and modifications of the techniques listed in Table 6.3. Successes and failures in
many of these variants often spawned new processes or led to evolution and modifications
in old variants. A bibliography and descriptions of the techniques and a detailed historical
perspective of the many variant ribbon technologies that have been pursued can be found
in the endnote [42] and in References [43, 44].

Fundamental differences exist in the heat transfer and the interface temperature
gradients during growth for these two general categories of ribbon and foil production
methods. These lead to very different process limits in several important areas: the capac-
ity, or throughput potential in a single furnace configuration, crystallite or grain nucleation
characteristics and the pulling speed. The speed is constrained as a consequence of the
thermoelastic stress acting on the crystal during growth. The pull speed and stress affect
the defect density and electronic quality. For example, for the vertical techniques – WEB,
EFG and STR – the crystal growth direction and dominant heat transfer of latent heat from
the interface are both parallel to the pulling axis of the ribbon and essentially perpendic-
ular to the growth interface. The latent heat conducted along the ribbon is radiated to the
environment. The pulling speed and the interface growth velocity are the same. For RGS
and SF, crystals nucleate on the substrate and grow nearly perpendicular to the substrate-
pulling direction, while the growth interface tends to be angled towards the pulling axis of
the substrate. Thermal conduction of latent heat from the growth interface is augmented
in the direction perpendicular to the pulling axis, that is, through the thickness of the
ribbon, because of conduction into the substrate. This augmented heat removal allows
very high ribbon production rates, whereby low interface growth rates, vI , are realised
with high pull rates, vP , that is,

vP = vI/ cos(θ)
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where θ is the angle between the normal to the interface and the pull direction and
is close to 90◦. The low interface growth rate, in turn, reduces the need for the high
interface temperature gradients required to maintain growth stability in vertical ribbon
growth. The gradients in the vertical methods are the cause of high thermoelastic stresses
and set practical productivity limits when low defect densities and flat ribbon are required.
Details on the process limits affecting the horizontal growth techniques may be found in
other publications [45, 46]. We next give a description of each of the techniques listed in
Table 6.3.

WEB . WEB is grown directly from melted silicon in a crucible with no shaping device
(Figure 6.21) [47]. A dendritic seed or button is lowered into a supercooled melt. The seed
spreads laterally to form a button. When the seed is withdrawn, two secondary dendrites
propagate from the ends of the button into the melt, forming a frame to support the freezing
ribbon. The dendrites grow into the melt that has been supercooled by several degrees.
Very accurate melt temperature control is required in order to maintain the supercooled
interface condition and prevent “pull-out”, whereby the growth terminates by voiding of
the meniscus. The width of the ribbon is controlled by the position of the two dendrites
that support the liquid film. The growth velocity is determined by the rate of removal of
the latent heat into the ribbon and of the heat conducted through the melt through the
meniscus. Typical growth rates are from 1 to 3 cm/min.

In vertical ribbon growth, the meniscus contains the suspended melt volume that
connects the bulk melt to the growth interface and crystal. Its shape and the heat con-
duction taking place within it critically affect impurity segregation and the crystallisation
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Figure 6.21 Schematic of Dendritic Web (WEB) growth process for ribbon
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conditions and shape of the crystal. The meniscus height, h, away from the influence of
the dendrites, is fixed by the surface tension, liquid-silicon contact angle and liquid den-
sity. This can be calculated from the solution of the Young–Laplace equation requiring
a contact angle of � = 11◦ at the liquid–solid interface that gives

h = a[1 − sin(�)] where a = (2σ/ρg)1/2

where σ = 720 dyne/cm is the surface tension, ρ = 2.53 g/cm3 is the density of liquid
silicon and g is the gravitational acceleration. Because thermal radiation dominates the
heat flow from the ribbon, the geometry of the heat shields and the susceptor lid controls
the isotherms in the melt and the ribbon.

Accurate temperature control, within a few tenths of one degree, is necessary to
ensure a uniform ribbon width and thickness. The temperature of the melt surface must
be constant over the width of the growing web to prevent the dendrites from growing in
or out. The dominant impurity in the WEB in production today is oxygen since a quartz
crucible is used. Typical WEB thicknesses range from 100 to 150 µm and widths up to
8 cm have been grown. Growth lengths between seedings in pilot production extend to
many tens of meters.

EFG . In this technique, the geometry of the ribbon is controlled by a slotted graphite
die through which silicon is fed via capillary action (Figure 6.22) [48]. A seed crystal is
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Figure 6.22 Schematics of Edge-defined Film-fed Growth (EFG) growth process: (a) ribbon die
and crucible configuration and (b) octagon configuration
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lowered until it contacts the liquid in the capillary. The liquid spreads out over the top
of the die to the edges where it is pinned by surface tension. The seed is withdrawn,
pulling the liquid up while more liquid flows upward through the capillary. As the ribbon
is withdrawn, the liquid freezes on the solid crystal. The die and the crucible are integral,
that is, made of the same piece of graphite. The thickness of the sheet material is fixed by
the width of the die top, distance between the die tip and melt level, meniscus shape, heat
loss from the sheet and the pull rate. The shape of the liquid–gas interface, or meniscus,
which connects the die to the solidifying ribbon, is described by the Young–Laplace or
the capillary equation. As with WEB, the growth rate is controlled by how fast heat can
be conducted away from the interface and lost by radiation or convection from the solid
crystal. Growth is self-stabilising because the meniscus height increases with an increase
in pull rate. The curvature of the meniscus causes the thickness of the crystal to decrease.
This increases the rate of heat removal per unit area of the interface, thus increasing the
growth rate until it is again equal to the pull rate.

The dominant impurity in EFG ribbon is carbon, which is in supersaturation. Tem-
perature control of a few degrees along the interface is sufficient to prevent ribbon pull-out
or freezing of a growing ribbon to the die top. Over time, the die becomes eroded affecting
ribbon properties and leading to a non-uniform ribbon thickness and growth difficulties.

Ribbons with thicknesses from 400 µm to as little as 100 µm have been grown.
Rather than a single flat ribbon, hollow EFG polygons are grown to enhance the rate
of throughput. The favoured geometries for commercial development today are octagons
with 10-cm- or 12.5-cm-wide faces, equivalent to growth of up to a 100-cm-wide ribbon
from a single furnace. Various closed geometries, including nonagons with 5-cm faces,
and large-diameter cylinders have been grown. Growth velocities for the EFG octagon
are 1.7 cm/min. The relationships between the EFG process parameters and the silicon
ribbon characteristics, including thermal stress and the influence of impurities and defects
on the quality of the material, have been extensively examined and are reviewed in
Reference [49].

An extension of the EFG process to growth of 50-cm-diameter cylinders has
recently been demonstrated [50]. An example of such a cylinder 1.2 m in length is shown
in Figure 6.23. The cylindrical geometry offers some relief from the large thermoelas-
tic stresses generated in plane ribbon. This allows consideration of higher productivity
furnaces from a combination of larger perimeters and potentially higher growth speeds.
Growth of EFG cylinders with average wall thickness down to 100 µ has been demon-
strated, and solar cells have been made on this material [51].

STR. In this technique, ribbon growth takes place directly from a pool of melted silicon
without a die (Figure 6.24) in a process mirroring the WEB geometrically. Rather than
dendrites, as with WEB, the position of the ribbon edges in STR is maintained by two
strings fed through holes in the bottom of the crucible. The strings are drawn upward
out of the melt to support the meniscus and the ribbon, and their pull rate determines the
growth speed of the ribbon. The thickness of the ribbon is controlled by surface tension,
heat loss from the sheet and pull rate. An important difference of the STR process from
WEB growth is that the constraints of maintaining propagating dendrites and a supercooled
melt are eliminated, and this relaxes the high degree of temperature control required in
the WEB furnace. The high meniscus, 7 mm (see Equation 2), allows simple control of



236 BULK CRYSTAL GROWTH AND WAFERING FOR PV

Figure 6.23 Experimental 50-cm-diameter EFG cylinder exiting from furnace

the growth process and maximises its stability to mechanical and thermal fluctuations.
Depending upon the wetting qualities of the strings and their diameter, the meniscus
height at the strings near the edges differs from that at the centre, and it is usually much
lower at the edges [52, 53].

For comparable thicknesses, the growth velocities of STR are similar to EFG and
WEB. Careful adjustment of the growth parameters can allow very thin ribbon, down
to 5 µm, to be grown [54]. Generally passive after heaters are used, but some work on
an active after heater has been carried out to allow low-stress, 100-µm-thick ribbon to
be grown. This material was sufficiently flat to be made into solar cells. Because of the
concave downward meniscus curvature at the string, any grains nucleated at the strings
can propagate into the ribbon.

RGS . In this growth technique, the silicon melt reservoir and die are placed in close
proximity to the top surface of a substrate, on which the ribbon/foil grows. The sub-
strate may be graphite or ceramic (Figure 6.25) [55]. The principle is to have a large
wedge-shaped crystallisation front. The die contains the melt and acts to fix the width
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Figure 6.25 Schematic of Ribbon Growth on a Substrate (RGS) configuration

of the foil. The thickness of the foil is controlled by the heat-removal capacity of the
substrate, pull rate and surface tension. The direction of crystallisation and growth are
nearly perpendicular. The area of the growth interface now can be very large compared
to the foil thickness. The latent heat is extracted by conduction into the substrate. The
thermal gradients near the interface are small, thus reducing thermally induced stress in
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the wafer. Growth rates from 4 to 9 m/min have been demonstrated. One example was
an 8.6-cm-wide foil, 300-µm thick, grown at 6.5 m/min.

An important goal in the R&D phase of RGS has been to make a substrate that
can be reused. After cooling, the silicon foil may be separated from the substrate by
stresses arising from differences in thermal expansion between substrate and silicon.
Experimentation with coated foils is in progress and offers the most promise in pro-
viding a cost-effective reusable substrate. Thicknesses between 100 and 500 µm have
been grown. By working with the lower thermal gradients in the foil thickness direction,
but still large enough for rapid growth, fluctuations in the pulling speed and gradient only
affect the foil thickness slightly [55].

SF . The details of the SF process are proprietary. The silicon crystal is grown in a thin
layer directly upon either an insulating or a conducting substrate, with a barrier layer
that promotes nucleation [56]. In the case of an insulating substrate, the barrier layer
must also act as a conductor to collect the current generated in the cell. In the case of
a conducting substrate, the substrate can also act as an electrical conductor if vias, or
holes, are provided to connect the thin silicon crystal layer and the substrate. The SF
thin film and barrier layer do not separate from the substrate on cooling as in RGS, but
become the active part of the solar cell. The grown polycrystalline silicon layer is made
very thin (�100 µm), thus reducing the amount of silicon required. Currently, layers of
20-µm thickness are under development. A variety of substrate materials have been used
including steel, ceramics and graphite cloth [56, 57]. It is necessary that the barrier layer
prevent the transport of impurities from the substrate into the silicon. The barrier layer
allows wetting and nucleation during growth. It should also act to electrically passivate
the back surface and have a high optical reflectivity.

An insulating barrier layer has been reported that promotes growth of large colum-
nar grains (greater than 1 mm) through the thickness of the grown SF silicon film [56].
As-grown films on coated ceramic substrates exhibit very low diffusion lengths of less
than 10 µm. The new barrier layer and the substrate result in longer diffusion lengths, 20
to 40 µm, and the silicon has an improved response to phosphorous gettering.

6.5.2 Productivity Comparisons

Ribbon crystal growth technology for production of silicon wafers has been historically
faced with the evaluation of the trade-off between bulk electronic quality and throughput
(productivity per furnace). The choice of crystal growth conditions is made on the basis
of wafer cost parameters and the premium imposed by the marketplace on solar cell effi-
ciency. Material quality that can translate into high solar cell efficiencies has always been
a primary market driver guiding ribbon growth process development. Ribbon wafers have
inherently lower wafer production costs than those obtained from directionally solidified
and cast ingots, or Cz boules, because ribbon growth avoids the large material losses
due to sawing, which exceed 50% of the starting feedstock. The ribbon geometry has an
additional cost advantage in that high levels of radiative cooling allow very rapid pulling
rates. On the other hand, the higher wafer cost for the cast ingot or Cz boule production
methods demand that these products maintain an advantage in bulk electronic quality,
and higher solar cell and module efficiencies, in order to stay competitive with respect
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Table 6.4 Single-furnace performance metrics for ribbon technologies
under development and in commercialisation

Method/
parameter

Pull speed
[cm/min]

Width
[cm]

Throughput
[cm2/min]

Furnaces per
100 MWa

WEB 1–2 5–8 5–16 2000
EFG Octagon 1.65 8 × 12.5 165 100
STR 1–2 5–8 5–16 1175
SF b 15–30 b b

RGS 600–1000 12.5 7500–12 500 2–3

aFurnace data are taken from Reference [58], where throughput is normalised
for comparison purposes to an overall yield of 90% and cell efficiency of 15%
for all processes
bPulling rate parameters for the SF process are not available

to ribbon technology. Superior electronic quality is generally achieved at the expense of
throughput in bulk crystal growth from the melt.

A summary of performance metrics for ribbon technologies currently under devel-
opment is given in Table 6.4. A critical driving parameter in technology development of
ribbon methods for large-scale manufacture and commercialisation is the productivity per
furnace. Productivity governs the capital cost of installed capacity and direct labour costs,
which constitute significant barriers to ongoing commercialisation on a large scale for all
ribbon technologies.

6.5.3 Manufacturing Technology

Table 6.4 shows that development of ribbon technologies is proceeding along two distinct
paths. WEB and STR rely on low furnace cost to remain competitive in wafer costs.
Development of SF and RGS technologies is focused on achieving superior throughput
per furnace.

Scaling of ribbon factories significantly beyond the manufacturing levels practised
now, for example, 100 MW, poses different challenges for technology development in
these two cases. The low throughput ribbon furnace (WEB, STR) requires a simple and
low-cost furnace design, a high level of automation and low infrastructure costs. In con-
trast, high reliability and uptime of furnaces and the growth process are most critical for
the high throughput technologies SF and RGS. EFG technology development is moving
in a direction that is trending towards the middle of these two extremes.

Examples of commercial installations and equipment now in manufacturing for
EFG and STR technologies are shown in Figure 6.26. Figure 6.26(a) pictures a group of
furnaces in the EFG octagon manufacturing line, with a high bay area to accommodate the
5.4-m octagon growth lengths. EFG wafers of 10-cm width and of 10- or 15-cm lengths
are standard products and are cut from the octagon tubes using high-speed lasers (not
shown). More detail on this technology is given in Reference [59].

Single ribbon furnaces for the growth of 8-cm-wide ribbon of the STR manufac-
turing line are shown in Figure 6.26(b). Ribbon sections up to a meter long are scribed
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(a) (b)

Figure 6.26 Manufacturing crystal growth equipment in commercialisation for (a) EFG and
(b) STR technology

from the ribbon while it is growing, and then further cut into wafers of 10-cm length
prior to processing.

WEB, SF and RGS ribbon technologies all are in various stages of R&D and pilot
demonstrations leading to commercialisation. SF is perhaps the closest to successfully
scaling up the technology, as a wider (20 cm) and higher throughput furnace is reaching
the final demonstration phase. WEB is basing its expansion to a 1- to 2-MW pilot operation
on a single ribbon furnace for producing 5-cm-wide wafers. RGS is moving towards the
use of 12.5-cm-wide ribbon in which high sustained throughput technology and consistent
high material quality needs to be demonstrated.

6.5.4 Ribbon Material Properties and Solar Cells

Except for WEB, all the growth processes produce multicrystalline ribbon. WEB ribbon
grows with (111) crystallographic faces (see Figure 6.21). It typically does not have any
grain boundaries, but has a single multiple-twin boundary located about mid-way through
the ribbon thickness. Each (111) surface is made up of a single grain, and the dislocation
density is the lowest of any ribbon, 103 to 104/cm2.

For the other two vertical ribbon growth cases, EFG and STR, extraneous crys-
tals are generated most often at the sides of the ribbon (i.e. octagon tube corners) and
propagate along the growth axis of the ribbon. These crystals form elongated grains often
many centimetres in length along the growth axis, and which extend through the ribbon
thickness. In EFG, the grains are interspersed with numerous twin boundary arrays. The
grains at the ribbon edge in STR are generally smaller than in the centre. Because the
meniscus near each string is concave downward, the grains nucleated at the string can
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propagate into the ribbon centre. In both EFG and STR, the grain dimensions typically
are large compared to the ribbon thickness and the as-grown diffusion length, and the
charge collection and solar cell efficiency are minimally influenced by grain boundary
recombination.

For SF and RGS, the substrates provide the dominant nucleation sites for crystals.
The grains usually are columnar and extend through the ribbon thickness with dimensions
that can be made large compared to the diffusion length with proper adjustments of the
pulling speed and interface inclination.

Fast movement of the solid–liquid interphase reduces the ability of the freezing
process to segregate impurities to the melt. This is represented in Table 6.5 together with
the crystalline aspect and the dislocation density of the different technologies.

Stresses produced by thermal gradients during growth generate most of the intra-
granular dislocations in ribbon material. In the best quality EFG material, it has been
shown that the loss in background current is highly correlated with the dislocation density
and not grain boundaries [60]. It is not clear if the intrinsic qualities of the dislocations act
as recombination centres or if the associated impurity cloud is responsible. Dislocations
decorated with SiOx precipitates have been reported to limit the lifetime in WEB [61]
and RGS material [62]. Recent photoluminescence studies suggest similar causes for dis-
location recombination activity in EFG material [63].

A critical parameter for solar cell efficiency is the ribbon thickness. As shown by
Bowler and Wolf [64], an optimum thickness for peak efficiency occurs. This thickness
is dependent on the fabrication technique and material properties, including front and
back surface recombination velocities, minority-carrier lifetime and base resistivity among
other parameters. For a “typical” n+ pp+ structure with a 200-µm diffusion length, Ld, a
back surface field and a single layer anti-reflection coating, the optimum thickness region
consists of a broad peak near 80 µm (Figure 6.27) as calculated using PC-1D [65]. For a
100-µm Ld the optimum thickness peaks at about 50 µm and for a 400-µm Ld it is near
120 µm. A front surface recombination velocity of 105 cm/s is assumed.

Table 6.5 Comparison of silicon ribbon material characteristics. In all cases the columnar grains
extend through the thickness of the ribbon. An equilibrium segregation coefficient of k0 ∼ 10−5 is
typical of the most detrimental impurities for ribbon bulk lifetime

Material Crystallinity Dislocation
density
[1/cm2]

Effective
segregation

Thickness
[µm]

EFG Columnar grains in growth
direction

105 –106 k0 < keff < 10−3 250–350

WEB Single (111) face central twin
planes

104 –105 k0 < keff < 10−3 75–150

STR Columnar grains in growth
direction

5 × 105 k0 < keff < 10−3 100–300

SF Columnar grains through
thickness

104 to 105 keff < 1 50–100

RGS Columnar grains through
thickness

105 –107 keff < 1 300–400
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Figure 6.27 Solar cell efficiency versus thickness. (See the text for a description of the solar cell
parameters)

The thickness of WEB and SF is closer to the optimum than the other three
ribbon growth techniques. Light trapping will move the optimum to a thinner base, but
such optical structures on multicrystalline ribbon are not yet practical. For growth on a
substrate, it is possible to texture the substrate to trap light. This has been shown on SF
wafers [57].

Solar cell fabrication processes used for conventional Cz and cast material wafers
are commonly applied to silicon ribbon. If the ribbon is doped p-type with boron, the
n-type emitter typically is formed by phosphorus diffusion either from POCl3, PH3 or a
spin-on source. Front contacts are usually screen-printed or evaporated with diffused or
alloyed aluminium as back contact to produce a back surface field. A double or single
layer anti-reflection coating may be used. For SF grown on an insulating substrate, contact
with the back surface requires etching holes to allow contact with the conducing barrier
layer. Table 6.6 summarises material characteristics and solar cell performance potential
of the various forms of ribbon material. Boron dopes the ribbon p-type. Antimony can
be used to produce n-type material as reported for WEB.

Table 6.6 Some “best” solar cell efficiency levels for various ribbon technologies

Material Resistivity
[� cm]

Carbon
[1/cm3]

Oxygen
[1/cm3]

Efficiency
[%]

EFG (Reference [66]) 2–4, p-type 1018 <5 × 1016 15–16
WEB 5–30, n-type Not detected 1018 17.3
STR 1–3, p-type 4 × 1017 <5 × 1016 15–16
SF (Reference [67]) 1–3, p-type 5 × 1017 5 × 1017 16.6
RGS (Reference [68]) 2, p-type 1018 2 × 1018 12.0
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Ribbon cell processing, nevertheless, needs to recognise the unique growth con-
straints of all of the techniques. As noted above, a common material characteristic for
ribbon materials historically has been the compromised as-grown bulk electronic quality,
dictated by the development of desired high-throughput growth configurations. This strat-
egy has its base in a commercial demand for very low cost wafers that must compete
at relatively low volumes with already established dominant products based on single-
crystal Cz wafers or directionally solidified and cast ingots. As-grown ribbon diffusion
lengths most often are less than 100 µm. To obtain the maximum cell efficiency on this
ribbon, with higher dislocation densities and contaminating impurities than in competitor
wafers, a solar cell processing strategy was devised early in the history of ribbon tech-
nology development that incorporates special bulk lifetime upgrading steps. For example,
bulk lifetime upgrading via aluminium alloying and hydrogen is particularly effective
for EFG material [69, 70]. Another approach is to use plasma-enhanced chemical vapour
deposition (PECVD) of silicon nitride to generate hydrogen for passivating the silicon
bulk [71].

6.5.5 Ribbon/Foil Technology – Future Directions

Ribbon/foil wafer production is poised to move on to face a new round of challenges in the
construction of large (50–100 MW) manufacturing facilities for crystalline silicon ribbon
wafers. The RGS foil technology, with the greatest potential of all ribbon methods for cost
reduction on the basis of a high throughput per furnace, is entering a pilot demonstration
phase. This process faces challenges in process and equipment development before it can
enter high-volume manufacturing of wafers. In the next pilot phase, we may expect that
RGS will demonstrate a consistent material quality sufficient for improving cell efficiency
to greater than 12% from the current 10 to 11%; process control capable of reproducibly
producing a low stress, regular structure, with a shaped 12.5-cm-wide wafer suitable for
high-yield cell processing at about a 300-µ thickness and a reliable prototype furnace with
melt replenishment to enable continuous production, which will gain full benefit from the
high throughput growth concept.

The future focus of WEB and STR ribbon development is on process automa-
tion and capital cost reduction for furnaces and infrastructure based on a concept of a
low throughput (per furnace) process. Production will probably grow to between 1 and
10 MW for each of these approaches over the next several years. Process parameters that
will be practised in this next round of manufacturing equipment expansion for both of
them are narrowed down to a single ribbon per furnace concept with similar throughput
parameters – a ribbon width of about 8 cm and a pull speed in the 1 to 2 cm/min range.
The WEB ribbon technology is embarking on its pilot expansion with a unique process
for the growth and manufacturing of solar cells at a 100-µm wafer thickness. STR is
expanding its manufacturing with a 300-µm-thick wafer. Although wafer bulk quality is
demonstrated on an R&D level to be capable of achieving 15 to 16% cell efficiencies
for STR, and over 17% for WEB, quality and cell efficiency levels on a multi-megawatt
scale are yet to be established. Both approaches will attempt to demonstrate the cost-
effectiveness of operating on a multi-MW level in the next few years. R&D directions,
which would appear to have the most potential for the reduction of wafer material costs
for these techniques, are growth of wider ribbons and more ribbons per furnace.
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EFG and SF ribbon technology have successfully completed their initial scale up
of wafer production to the multi-megawatt level. Process control and equipment reliability
improvements, which can drive throughput and yield higher, become increasingly more
dominant in determining the manufacturing cost. As throughput per furnace increases,
capital cost impact on variable manufacturing costs from the growth furnace decreases.
There is pressure on all ribbon technologies to concentrate on reducing the capital cost
of the wafer production equipment if the transition to large-scale wafer manufacturing of
50- to 100-MW annual capacity factories is to be sustained.

Process variable ranges are firmly established for the EFG process. Octagon tube
length, throughput and wafer thickness parameters will remain within the ranges given
in Table 6.4 for the next generation of equipment, while octagon face width, and hence
the EFG wafer dimension, will increase from 10 to 12.5 cm. The major thrust in R&D
on the EFG process in this phase will be on process control and process and equip-
ment automation.

The benefits of the savings in silicon feedstock and potential gains in cell efficiency
with a reduction of the ribbon/foil thickness are well understood for all these technologies.
However, the pressure to carry out R&D in this direction for the case of wafers made
from ribbons is not as acute as for conventional crystalline silicon wafer manufacturing
methods because of the large benefit in feedstock savings already realised for ribbons on
account of their favourable geometry. The R&D for the next generation of vertical ribbon
technology beyond about five years will target the demonstration of production methods
for very thin wafers. A strong motivator driving thickness reduction will be the pressure
to increase the cell efficiency, which is seen to be capped in the 16 to 17% range (see
Table 6.6) for current cell designs and wafer bulk quality. Low-cost cell designs, which
can break this barrier and achieve desired targets of 18 to 20% for ribbon, are most easily
found for thinner wafers, but this also requires improvements in bulk electronic quality
to be achieved concurrently.

The major problem in this development for all vertical growth techniques will be to
find methods to reduce the effects of thermal stress. At present, the only means by which
this can be done is to reduce the pull speed. The cylinder geometry has the potential to
offer some relief to the EFG process at the expense of having to work with thin curved
wafers in cell and module processing. Although thermal stress is not a problem with
substrate-assisted growth techniques, there probably will be a trade-off between good
bulk quality with large grains and throughput.

6.6 NUMERICAL SIMULATIONS OF CRYSTAL GROWTH
TECHNIQUES

Commercial finite element simulation tools for structural analysis in computer-aided engi-
neering started to develop at the beginning of the seventies. Today, simulation tools are
an essential part in various industry productions; see crash test simulation for automobile
development or airflow simulations in the aerospace industry. As an advanced applica-
tion the descriptions of whole production processes are the goal of the strategies for
simulations. If these strategies are successful, computer modelling opens the opportu-
nity to shorten development time for production facilities, to reduce the costs for the
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engineering and to speed up process optimisation. In this chapter we will report on those
simulation tools, various thermal models and examples of numerical simulations of silicon
crystallisation processes.

6.6.1 Simulation Tools

Numerical simulation tools can be distinguished in universal and special-purpose
programs. Examples of commercial universal-purpose programs are ABAQUS [72],
ANSYS [73] and MARC [74] with a wide range of applications in structural analysis,
thermal and fluid-flow simulations or electromagnetic field simulations. The number of
special-purpose programs cannot be estimated seriously. Many universities and companies
are working with specially developed software tools to obtain solutions of their specific
problems. Recently, the large commercial programs both compromise and enable the user
to add their specific subroutines to a program run.

The main structure of most of the simulation tools is similar: A pre-processing is
designed to define the initial and boundary conditions of a simulation run and includes the
generation of the simulation domain (finite element mesh) as well as a set of physical data
that describes the material properties. The main-processing is normally not interactive and
contains the solver of the mathematical formulations. The post-processing visualises the
simulation results.

The demand for simulation tools depends on the complexity of the physical problem
or on the technical process that the user wants to simulate. In general, the description of
all physical relationships is reachable only in relatively simple and well-known problems.
The full description of an industrial production facility by numerical simulations is not
possible today, and neither is it reachable in the near future because too many details
are too complex to be described by the numerical models. Therefore, the development
of useful simplifications is one of the important keys to a successful simulation. This
demand requires an integrated teamwork between the user of a simulation tool and the
operators at the production facility and other process specialists.

Not the another important requirement is the validation of simulation results by
experimental data. At least two experiments are necessary to validate simulation results
concerning the process behaviour of a production facility. This means that the simu-
lation model should be validated by measurements during a standard process and in a
worst-case scenario to ensure the correctness of the results in an enlarged area of validity.
Normally, these experiments are expensive and difficult to realise during a running produc-
tion, but otherwise, running a non-optimised production would be quite more expensive.
Anyhow, the validation of simulation results is necessary to ensure the success of the
simulation method.

6.6.2 Thermal Modelling of Silicon Crystallisation Techniques

The wafer material for crystalline silicon solar cells can be divided into those from rib-
bon and bulk crystals. For most of wafer production processes, numerical simulations
are in use to describe the thermal conditions during the crystallisation. In the case of
ribbon crystals, only the EFG [75, 76] and the STR process [77] have reached a market
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production. The RGS process [78] is now in preparation for a commercial production.
The Cz crystal-pulling technique is the standard process for microelectronic single-crystal
wafers and covers an essential part of the PV market share [79, 80]. The TriSi crystal is
a new variation of this process, especially for photovoltaic applications [81]. The char-
acteristics of ingot crystallisation can be explained by the shape of their liquid–solid
interface. Anyhow, today’s ingot crystallisation goes more and more towards a mostly
planar solidification. For the use of numerical simulations of the Cold Wall process,
see [82, 83]; for the Heat Exchange Method (HEM), see [84] and for the Solidification
by Planar Interface (SOPLIN) processes, see [85, 86].

To simulate the temperature history during crystallisation, various thermal effects
must be taken into account. In Figure 6.28 the scheme of thermal conditions for the ribbon
growth and ingot crystallisation is presented. The biggest difference between the two is
the strong variation of the cooled surface to volume relation (SV) during crystal growth.
This relationship can be used to qualify the cooling behaviour of the different crystals in
an equivalent surrounding. For ribbon growth SV is given as 2/ribbon thickness and for
ingots as 1/ingot height. The high number for ribbon growth (e.g. SV = 66/cm) means
that the surface affects the crystallisation, while the low number for an ingot geometry
(e.g. SV = 0.033/cm) shows that volume effects are more important for crystallisation.
By this, the SV parameter characterises the requirements for the modelling of different
crystallisation techniques. In the case of bulk crystallisation, the latent heat at the liq-
uid–solid interface must be lead away by a heat sink at the bottom of the ingot. By this,
the crystallisation is propagated by a conductive heat flow through the solid ingot volume
and the temperature gradients inside the volume have to be simulated with high attention.
In the case of ribbon growth, heat flow by convection and radiation at the silicon surface is
the dominant heat-transport mechanism to lead away latent heat and propagate the solidi-
fication. Therefore, simulation results are very sensitive to heat-transition coefficients and
the emission behaviour at the ribbon surface.

Furthermore, both techniques can be distinguished into quasi-steady state and
moving boundary processes. Assuming a constant pulling speed, the ribbon growth is

Pulling
velocity

Solidified
ribbon

Release of 
latent heat

Melt

Cooling at
free surface

Heat radiation

Release of
latent heat Solidification

velocity Melt

Solidified ingot

Heat conduction

Cooling through the mould

Heat convection

Figure 6.28 Scheme of thermal effects during ribbon growth and ingot crystallisation
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characterised by a steady-state temperature field and the liquid–solid phase boundary can
be modelled by a fixed-temperature boundary condition, as the silicon melting temperature
of 1410◦C. In the case of the ingot casting, the phase boundary moves through the crystal
and the release of latent heat can be modelled by an enthalpy formulation. By this, the
release of the latent heat of finite elements can be taken into account directly after their
total solidification, or the fraction of latent heat must be considered for partly solidi-
fied elements [87, 88]. The importance of an accurate modelling of the release of latent
heat may become more clear by estimating the crystallised volume rate in typical ingot
processes to be around 9000 cm3 per hour, which means a latent heat source of more
than 8 kW at the location of the phase boundary. Pulling one 10-cm-wide ribbon, the
crystallised volume rate is about 30 cm3 per hour with a latent heat release of 0.03 kW.

The Czochralski and TriSi crystal-pulling techniques can be classified between rib-
bon and ingot crystallisation. The temperature profile can be assumed to be stationary and
the SV parameter, given as 1/crystal diameter, lies, for example, in the range of 0.066/cm.

In general, the heat flow in silicon during crystallisation can be described by the
heat-transport equation [89–91]:

ρcp

∂T

∂t
= λ∇2T + L

∂fc

∂t

with the silicon data:

density of solid silicon ρ(1410◦C) = 2.30 [g/cm3]
density of liquid silicon ρ(1411◦C) = 2.53 [g/cm3]
heat capacity cp(20◦C) = 0.83 [J/g K]

cp(1410◦C) = 1.03 [J/g K]
heat conductivity λ(20◦C) = 1.68 [W/cm K]

λ(1410◦C) = 0.31 [W/cm K]
latent heat of phase change L = 3300 [J/cm3]

The time t and the temperature T are variable and result from the simulation. For the
moving boundary case the solid fraction fc becomes important. This parameter depends
on the finite element temperature and varies between zero for a completely liquid finite
element and one for a solid element.

Additionally to these material properties and the heat flow mechanisms in the
silicon material, the description of the internal furnace construction must be taken into
account to perform simulations of crystallisation facilities. This includes the geometrical
description and material properties of the internal set-up as well as the radiative heat
exchange with heaters and cooling facilities.

6.6.3 Simulation of Bulk Silicon Crystallisation

As an example of the temperature simulation of silicon ingot crystallisation, the SOPLIN
casting technique is selected. To simulate this process, a finite element mesh of about
230 000 elements was built to describe the furnace geometry. This mesh includes the
silicon ingot, the mould, all insulation materials and active heating and cooling facilities,
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Figure 6.29 Finite element geometry of an ingot casting furnace and simulated temperature distribution
during a reference process. The liquid–solid interface is marked by the black line

as shown in Figure 6.29. Because of confidentiality agreements with the industry, the
heating and cooling systems are not shown in detail in this figure. All heat conductance
and capacity effects as well as the non-stationary release of latent heat are taken into
account. All material contact regions between silicon, mould or insulation materials are
modelled by heat flow–resistance parameters. To describe the heat flux by radiation inside
the furnace, a view-factor model is included in the software. All material data are treated
in their temperature dependency and all the internal control systems of the furnace are
added to the simulation software.

To start one simulation run, only the cooling water temperature and the time-
dependent process control information are necessary as input data, as they are entered in
the crystallisation furnace. Output from one calculation is the three-dimensional tem-
perature history in the furnace, beginning after pouring the melt and ending with a
homogeneous temperature of about 300◦C inside the ingot. This calculation needs less
than 6 h on a common one-processor workstation.

In Figure 6.29, an example of the temperature distribution during a reference pro-
cess is shown in the middle, cut through the furnace. The liquid–solid interface is marked
by the melting temperature isotherm. The solidification front is mostly flat, and a slight
non-symmetry is caused by the specific construction of the heating system. These simu-
lation results are verified in an experimental crystallisation furnace with good agreement
to the measurement in the ingot volume during crystallisation.

In general, the shape of the solidification front is controlled by the lateral heat flux,
while the vertical heating and cooling conditions control the solidification velocity. To
investigate these general reflections for the described furnace, variations of the process
control were simulated. In Figure 6.30, two variations are presented. By a 30% raise of
heating power at the side walls of the ingot, the shape of the solidification front becomes
more convex. Otherwise, a reduction of heating power by about 20% turns the solidifica-
tion front to a more concave shape. Additionally, to this more or less predictable effect,
simulation results show an increase in the solidification time for the convex crystallisation
of 44% and a 30% reduced processing time for the concave solidification. Both effects
are due to the total varying power input in the furnace. These simulation results enable
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Figure 6.31 Simulation result representing a remarkable decrease of heating power at the top
region of the ingot. By this, the solidification time is reduced to half, but solidification ends with
an inclusion of silicon melt

the furnace operator to find the balance between material quality, which is known to be
high in the case of planar solidification, and process economy.

In Figure 6.31, simulation results are shown, representing a noticeable reduction
of heating power at the ingot top. By this, the solidification velocity can be speeded up
and the time for solidification is reduced to half. However, in the simulated case study,
the solidification ends with an encapsulation of the melt by solidified silicon. Because
of the 10% higher density of liquid silicon with respect to the solid phase, this process
scenario causes a burst out of melt from ingots volume. This can lead to a crack in the
mould and to a damage of the furnace. These case-study simulations can find worst-case
process conditions that must be avoided in production. For more simulation results of the
SOPLIN process, see [92–94].

6.6.4 Simulation of Silicon Ribbon Growth

As a second example of silicon crystallisation processes, the RGS is taken. The basic idea
of this process is the de-coupling of the pulling direction of substrates on which silicon
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solidifies and the solidification direction of the silicon itself, as shown in Figure 6.32. By
this, a very high production rate of one wafer per second is realisable. For this process
numerical simulations were performed describing the crystallisation of the silicon ribbon
in further detail. This simulation is realised by a phase-field approach [95]. In Figure 6.33
two nucleation states of the silicon on the substrate are compared by their temperature
field in two-dimensional simulations. In the first case a supercooled region in front of the
tip of the growing crystal leads to a more dendritic growth mode of the crystal, because the
liquid–solid interface is morphologically non-stable. In the second crystallisation mode,
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Figure 6.32 Scheme of the RGS process. The latent heat is removed through the substrate.
By this, solidification is propagated vertical to the substrate and is de-coupled from substrates’
pulling direction
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Figure 6.33 Simulated temperature profile on the RGS substrate. Light grey scales indicate high
temperatures. The liquid–solid interface is marked with the dotted line. Unstable crystal growth
into a supercooled melt at the tip of the ribbon. Nucleation of new grains limits the supercooling
and leads to a stable columnar grain growth
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Figure 6.34 Simulation results of the growth of silicon grains on the RGS substrate during solid-
ification. Different grains are marked by different grey scales. The liquid–solid interface is marked
by a darker grey scale and envelops the grains. For a better visibility, the melt is not shown in
this figure
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the supercooling decreases owing to a nucleation of new grains on the substrate surface,
which leads to a more columnar growth of the silicon sheet. Both crystallisation modes
depend on the surface of the substrate and on the heating power controlled temperatures of
the substrate and the melt. Numerical simulations allow investigating this crystal-growth
tendency as well as the temperature field at the contact region of the ribbon on the
substrate. In Figure 6.34 an example of the simulation of single silicon grain growth on
the substrate is given [96]. In this way, numerical simulations can study the grain growth
under various temperature conditions and grain-selection mechanisms of silicon crystals.

6.7 CONCLUSIONS

At the present time, the PV industry relies on solar cells made on crystalline silicon
wafers, which provide around 90% of the total PV power installed. It is expected that
monocrystalline and multicrystalline solar cells will continue dominating the industry for
the next 10 years.

With rejects from the microelectronic industry as feedstock, the PV industry grows
monocrystalline ingots by the Czochralski technique. Owing to more relaxed specifications
than in microelectronics, the throughput of PV Cz pullers can be increased and still
produce high-quality silicon, allowing the achievement of 15 to 17% efficient solar cells.

Tri-crystalline silicon (tri-Si) can be grown in standard production Cz growers
using a quasi-continuous pulling with multiple recharging with high productivity and
feedstock usage. Tri-Si allows slicing of ultra-thin wafers with higher mechanical yield
than monocrystalline Si and obtaining solar cells of similar performance.

Multicrystalline Si can be manufactured at a lower cost than monocrystalline Si, but
produces less efficient cells, mainly owing to the presence of dislocations and other crystal
defects. With the introduction of new technologies, the gap between multicrystalline and
monocrystalline solar cells is reducing.

Si ingots are sliced into thin wafers with multi-wire saws, with throughputs of
about 500 to 700 wafers per day and per machine. Sawing is responsible for high material
losses, and amounts to a substantial part of the wafer production cost. Understanding the
microscopic processes of wire sawing allows optimising the technique and improving the
sawing performance.

Silicon ribbon wafer/foil technologies have matured in the past decade to where
they are serious contenders for competing on a scale equal to that of conventional silicon
wafers. Several ribbon technologies have already demonstrated robust and reproducible
processes, which have been scaled up to megawatt levels. The next round of expan-
sion will probably reach the 50 to 100 MW factory size for individual technologies
within 5 years. Factories of this scale will require considerable development of auto-
mated equipment and infrastructure in addition to continuous improvement on the basic
process control and material quality. EFG and SF ribbon technologies are most notably
in a position today to manufacture wafers on this scale and lead the anticipated growth
of the photovoltaic industry.

During the last decade, computer power has been increasing strongly and there
is a high progress in the modelling of physical phenomena and in the development of



252 BULK CRYSTAL GROWTH AND WAFERING FOR PV

simulation tools. By this, computer simulations become a powerful tool in science and
industrial applications. The simulation results of industrial crystallisation processes that
are shown and the detailed study of the crystallisation mode by numerical simulations are
some examples of the possibilities today. These numerical simulations offer a wide range
of possibilities to increase the knowledge about the basic physics of crystallisation and
technical processes. One insistent demand on computer simulations is to close the gap
between science and engineering to get a closer picture of reality.
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Section 6.5 by J. P. Kalejs and Section 6.6 by D. Franke. The editor also wants to
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86. Häßler C et al., Proc. 2nd World Conf. Photovoltaic Solar Energy Conversion, 1886–1889

(1998).
87. Zabaras N, Ruan Y, Richmond O, Computer Methods in Applied Mechanics and Engineering ,

Vol. 8, 333–364, Elsevier Science Publisher B.V., Amsterdam (1990).
88. Diemer M, Franke D, “Modelling of Thermal Stress Near the Liquid-Solid Phase Boundary”,

in Thomas B, Beckermann C, Eds, Modelling of Casting, Welding and Advanced Solidification ,
Vol. 8, 907–914, TMS (1998).

89. Zienkiewicz O, Taylor R, The Finite Element Method , McGraw-Hill, London (1989).
90. Bathe K, Finite Element Procedures in Engineering Analysis , München Verlag, Wien (1984).
91. Kurz W, Fischer D, Fundamentals of Solidification , Trans Tech Publications, Zürich (1998).
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7.1 INTRODUCTION

Crystalline silicon solar cells and modules have dominated photovoltaic (PV) technology
from the beginning. They constitute more than 85% of the PV market today, and although
their decline in favor of other technologies has been announced a number of times, they
presumably will retain their leading role for a time, at least for the next decade.

One of the reasons for crystalline silicon to be dominant in photovoltaics is the
fact that microelectronics has developed silicon technology greatly. On the one hand, not
only has the PV community benefited from the accumulated knowledge but also silicon
feedstock and second-hand equipment have been acquired at reasonable prices. On the
other hand, Microelectronics has taken advantage of some innovations and developments
proposed in Photovoltaics.

For several decades, the terrestrial PV market has been dominated by p-type
Czochralski silicon substrates. Continuous improvements in performance, yields and reli-
ability have allowed an important cost reduction and the subsequent expansion of the
PV market. Because of the lower cost of mc-Si wafers, multicrystalline (MC) silicon
cells emerged in the 1980s as an alternative to single-crystal ones. However, their lower
quality precluded the achievement of similar efficiencies to those of Cz, so that the
figure of merit $ W−1 has been quite similar for both technologies over a long time (see
Table 7.1).

Deeper understanding of the physics and optics of the mc-Si material led to
improved device design, which allowed a wider spread of the technology. A combination
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Table 7.1 Breakdown of costs of fabrication of sin-
gle-crystalline (SX) and multicrystalline (MC) solar
cells (corresponding to year 1990) [1]

Item SX MC

Pure Si 38 38
Ingot formation 115 35
Sawing 77 77

Wafer cost 230 150
Cell fabrication 80 80
Total components 310 230
Yield 0.95 0.9

Cell cost 326 256
Module assembling 75 75
Lamination 75 75

Module cost (Euro m−2) 476 406
Efficiency 0.14 0.12
Module cost (Euro Wp−1) 3.40 3.38

Table 7.2 Market share of monocrystalline and multicrystalline solar
cells [2]

Year Cz-Si solar cells MC-Si solar cells

Output
[MW]

Market share
[%]

Output
[MW]

Market share
[%]

1996 48.7 55 28.4 32
2000 92.0 32 146.7 51

of improved material quality and material processing has allowed higher efficiencies at a
still lower cost, increasing the share of MC in the PV market, well ahead of monocrys-
talline. Recent evolution of the market can be seen in Table 7.2 [2].

This chapter offers an overview of silicon solar cell and module technology. First,
Si properties justifying its use as photovoltaic material are presented. Then, design of
Si solar cells is reviewed, highlighting the benefits and limits of different approaches.
Manufacturing processes are described, paying special attention to technologies that are
currently implemented at the industrial level, mostly based on screen-printing metallization
technology. Considerations of ways of improving solar cell technology are also speci-
fied. Peculiarities of multicrystalline material are explained in Section 7.6, while other
approaches that are already in industrial production are also described briefly. Next, crys-
talline Si modules are reviewed, pertaining to electrical performance, fabrication sequence
and reliability concerns.
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7.2 CRYSTALLINE SILICON AS A PHOTOVOLTAIC
MATERIAL

7.2.1 Bulk Properties

Crystalline silicon has a fundamental indirect band gap EG = 1.17 eV and a direct gap
above 3 eV [3] at ambient temperature. These characteristics determine the variation of
optical properties of Si with wavelength, including the low absorption coefficient for
carrier generation for near band gap photons [4]. At short ultraviolet (UV) wavelengths
in the solar spectrum, the generation of two electron–hole pairs by one photon seems
possible, though quantitatively this is a small effect [5]; at the other extreme of the
spectrum parasitic free-carrier absorption competes with band-to-band generation [6]. The
intrinsic concentration is another important parameter related to the band structure; it links
carrier disequilibrium with voltage [7].

At high carrier densities, doping- or excitation-induced, the band structure is altered
leading to an increase in the effective intrinsic concentration: this is one of the so-called
heavy doping effects that degrade the PV quality of highly doped regions [8].

Recombination in Si is usually dominated by recombination at defects, described
with Shockley–Read–Hall (SRH) lifetimes. The associated lifetime τ (which can also
be described in terms of diffusion length L) increases for good quality materials. Auger
recombination, on the contrary, is a fundamental process that becomes important at high-
carrier concentration [9]. The Auger coefficients are reported to be higher at moderate
carrier densities due to excitonic effects [10]. Band-to-band direct recombination is also
a fundamental process but quantitatively negligible (it is instructive, however, to notice
that record-efficiency solar cells have such extraordinarily low SRH recombination levels
that they perform as 1%-efficient light-emitting diodes, that is, radiative recombination is
significant [11]).

At low and moderate doping, electrons present mobilities about three times higher
than holes, both limited by phonon scattering. Impurity scattering dominates for higher
doping densities [12, 13]. Carrier–carrier scattering affects transport properties in highly
injected material [14].

7.2.2 Surfaces

7.2.2.1 Contacts

Contacts are structures built on a semiconductor surface that allow charge carriers to flow
between the semiconductor and the external circuit. In solar cells, contacts are required
to extract the photogenerated carriers from the absorbing semiconductor substrate. They
should be selective, that is, should allow one type of carrier to flow from Si to metal
without energy loss while blocking the transport of carriers of the opposite type.

Direct Si-metal contacts, in general, do not behave this way. As an exception,
good hole contacts to highly doped p-Si substrates with aluminum are possible. But the
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most used approach is to create heavily doped regions under the metal, p-type for hole
extraction and n-type for electron extraction. Majority carriers in this region can flow
through the contact with low voltage loss. The transport of minority carriers is described
by a surface recombination velocity (SRV), S. Although the SRV is high, limited only by
thermal diffusion so that S ∼= 106 cm·s−1 [15], the concentration of minority carriers, for
a given pn product, is suppressed by the high doping and the flow is reduced.

As will be seen later on, the contact for the minority carriers is usually placed at
the front (illuminated) face of the substrate, and the corresponding heavily doped layer is
usually called emitter. The doped region under the majority carrier contact at the back is
called a Back Surface Field (BSF).

Recombination at these heavily doped regions is described by the saturation cur-
rent density J0 that includes volume and true contact recombination. Their thickness w

should be much higher than the minority-carrier diffusion length L so that few excess
carriers reach the contact, and the doping level must be very high to decrease contact
resistance and the minority-carrier concentration, although heavy doping effects may limit
the doping level advisable for such regions. The recombination activity of BSF layers is
often described in terms of an effective SRV instead of the saturation current density.

Typical 10−13 to 10−12 A·cm−2J0 values are achieved [16, 17]. Diffused phos-
phorus is used for n-contacts. Aluminum alloying has the advantages over boron for
p-contacts that very thick p+ layers can be formed in a short time at moderate temperatures
and that gettering action is achieved [18]. As a shortcoming, the p+ layer is nonhomoge-
neous and can even be locally absent; the obtained J0 is larger than expected for a uniform
layer. In comparison to aluminum, boron offers higher doping levels because of a larger
solubility [19] and transparency to light so that it can also be used at illuminated surfaces.

Other structures have been tested to obtain selective contacts: metal-insulator-
semiconductor (MIS) contacts [20], polysilicon contacts [21] and heterojunction to a-Si
or other wide band gap material [22].

7.2.2.2 Noncontacted surfaces

Because of the severe alteration of the bonding of Si atoms, a large number of band gap
states exist at a bare Si surface which, acting as SRH recombination centers, make the
SRV very large, around 105 cm·s−1 [23, 24]. In order to reduce surface recombination,
two main approaches are followed [25].

In the first one, the density of electron surface states in the gap is decreased. This
is accomplished by depositing or growing a layer of an appropriate material that partially
restores the bonding environment of surface Si atoms. This material must be an insulator.

Thermal SiOx is grown in an oxygen-rich atmosphere at the expense of substrate
Si atoms at high temperatures around 1000◦C. SiNx is deposited by plasma-enhanced
chemical vapor deposition (PECVD) [26] at low temperatures between 300 and 400◦C
range. The quality of both techniques is very sensitive to subsequent treatments, with
hydrogen playing a major role in obtaining low SRV values below 100 cm·s−1.

As a general rule, S increases with the doping of the substrate [23, 24]. It also
depends on the injection level and doping type, because the interfaces contain positive
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charges that affect the number of carriers at the surface, and because the capture probability
for electrons and holes is different [27]. N -type or intrinsic surfaces are usually better
than p-type ones. Stability under UV exposure is another fundamental concern.

In the second approach, the excess carrier density at the interface is decreased
relative to the bulk. This effect has already been commented upon with respect to contacts
and results in a reduced effective SRV at the bulk edge of the corresponding space charge
region. It can be produced by charges in the surface layer, by the electrostatics associated
to a MOS structure [28] or by doping.

The surface layer can be accumulated or inverted, or, correspondingly, doped with
the same or the opposite type of the substrate. Its recombination activity is better described
by a constant saturation current density, J0, whose minimization follows the same rules
as mentioned for the contacts if S at the surface is high. On the contrary, if S is low when
compared to D/L for minority carriers (with D the diffusion constant and L the diffusion
length in the substrate) in the surface layer, it is better for it to be thin or “transparent”
to minority-carrier flow (w < L). The optimum doping level is a compromise between
reduction of the excess carriers, and heavy doping effects and the increase of the SRV
with doping. Moderate doping levels are favored in this case. Under passivated surfaces,
J0 values around 10−14 A·cm−2 are achievable, with phosphorus-doped substrates giving
better results than boron-doped ones [16, 17].

In conclusion, recombination at a noncontacted surface can be made much smaller
than at a metallized one, and this has a deep influence in the evolution of Si solar
cell design.

7.3 CRYSTALLINE SILICON SOLAR CELLS

7.3.1 Cell Structure

Several studies have been carried out to find the limiting efficiency and the optimum
structure of a-Si solar cell [29–31]. All avoidable losses are assumed to be suppressed:

1. no reflection losses and maximum absorption as achieved by ideal light-trapping
techniques,

2. minimum recombination: SRH and surface recombination are assumed avoidable and
only Auger recombination remains,

3. the contacts are ideal: neither shading nor series resistance losses,

4. no transport losses in the substrate: the carrier profiles in the substrate are flat so that
recombination is the minimum possible for a given voltage.

The optimum cell should use intrinsic material, to minimize Auger recombination and
free-carrier absorption, and should be around 80-µm thick, the result of the trade-off
between absorption and recombination. It could attain nearly 29% efficiency at one sun
AM1.5 Global, 25◦C [30].

This ideal case does not tell us where to put the contacts. To realize Condition
4 mentioned above, the contacts should be located at the illuminated or the front face,
closest to photogeneration (Figure 7.1a). Because of metal shading losses this threatens
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Figure 7.1 Contacting structures: (a) both contacts at the front; and (b) at the back; (c) both faces
contacted; and (d) one carrier extracted at both faces. The structures with interchanged n- and
p-types are also possible

Condition 3 mentioned above. This solution is being considered for concentration [32].
Putting both contacts at the back works the other way round (Figure 7.1b). Back-contacted
cells exhibit record efficiencies under concentration and demonstrate very high values near
23% at one sun [33].

In most cells, each contact is placed on a different face, which is technologically
simpler (Figure 7.1c). Minority carriers in the substrate are usually collected at the front
since their extraction is more problematic because of their low density. The diffusion
length describes the maximum distance from where they can be collected. Majority carriers
can drift to the back contact with low loss. Several designs extract minority carriers both
at the front and at the back (Figure 7.1d) [34], thus increasing the volume of profitable
photogeneration.

Bifacial cells are designed to collect light incident at both faces, which allows a
boost in output power if there is a significant albedo component. They can be imple-
mented with any structure in Figure 7.1 on the condition that both surfaces allow light
through [35].

Both 24.7% record-efficiency laboratory solar cells [36] (Figure 7.2a) and mass-
produced industrial devices (Figure 7.2b), typically 15% efficient, display the contacting
structure in Figure 7.1(c). They will be described in the paragraphs that follow with the
aim of illustrating the amplitude and the reasons for the performance gaps between the
ideal and the best Si cell, and between this cell and industrial cells.

7.3.2 Substrate

7.3.2.1 Materials and processing

Highest efficiencies are achieved with monocrystalline float zone (FZ-Si) material, which
in addition to extreme crystalline perfection shows the lowest contamination levels of both
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Figure 7.2 (a) Passivated emitter and rear locally diffused (PERL) cell; and (b) industrial cell
with screen-printed contacts. (Not to scale)

metallic and light (O, C, N) impurities. This translates into the longest post-processing
SRH lifetimes in the millisecond range, but still shorter than the Auger limit. Magnetic
Czochralski (MCz) material contains much less oxygen than conventional Czochralski
and also allows very high efficiencies to be obtained [36].

Industrial cells use Czochralski (Cz-Si) wafers because of their availability. Cz
wafers are also perfect crystals but they contain a high concentration of oxygen that affects
lifetime in several ways [37]. Some commercial devices are made on multicrystalline
(mc-Si) substrates grown in blocks or ribbons with procedures specially developed for
photovoltaics. In addition to crystal defects, such as grain boundaries and dislocations, the
potential content of metallics is higher because of lower segregation to the melt during
the faster solidification process. As a result, the lifetime of mc-Si is lower.
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But lifetime is important at the end of solar cell fabrication during which it can
undergo strong variations. This issue is handled in different ways in a laboratory and a
factory environment. In the laboratory, measures are taken to maintain long initial lifetimes
by avoiding contamination during high-temperature steps: furnace cleaning, ultra pure
chemicals and so on. In a rough, industrial environment and with defect-containing (Cz-
and mc-Si) materials, the problem is more complex: in addition to contamination from
the surroundings, impurities and defects in the substrate move, interact and transform
at high temperature. The solution is to integrate gettering steps [38] in the fabrication
flow that reduce the impact of contamination, and to tailor the thermal treatments to
the peculiarities of the material. Final substrate lifetimes of industrial cells range from 1
to 10 µs.

Gettering techniques eliminate or reduce contaminant impurities in a wafer, and
so neutralize the effect of lifetime reduction. Although gettering processes are not always
well understood, it is admitted, in general, that in a gettering process a sink region is
formed, which is able to accommodate the lifetime-killing impurities in such a way that
they are not harmful to the device being manufactured, or at least they are where they
can be easily removed.

In solar cell fabrication, we take advantage of the fact that phosphorus and alu-
minum diffusions, appropriate candidates for emitter and BSF layers, respectively, produce
gettering in certain conditions [39]. Other techniques have been explored [40, 41], but
their integration in a solar cell process is not so straightforward.

P gettering effect has been proved for a wide variety of P diffusion techniques
(spin-on, POCl3, PH3 etc), provided diffusion is done in supersaturation conditions (i.e.
over its solid solubility in silicon). Unfortunately, this leaves a “dead layer” of electrically
inactive phosphorus near the surface, which reduces UV response of the cells in case it
is not etched away [42]. Another phenomenon related to this supersaturated P is the
injection of silicon self-interstitials to the bulk of the material, which is responsible for
an enhancement of the gettering effect [43].

When Al is deposited on Silicon (by different techniques such as sputtering, vacuum
evaporation or screen printing) and annealed over the eutectic temperature (577◦C), a
liquid Al-Si layer is formed, where impurities tend to segregate because of their enhanced
solubility [44]. They will remain in this gettering layer while cooling, so that bulk lifetime
will improve after the process.

Another approach to improve material quality is “bulk passivation”, a treatment
with hydrogen, for example, during SiNx deposition, to which some defected materials
respond very well [45].

7.3.2.2 Doping level and type

Both laboratory record-efficiency and industrial cells use boron-doped substrates. Rather
than fundamental advantages [46], there are practical (properties of P diffusion, easiness
of Al alloying) and historical reasons for this preference [47]. However, the situation may
change once the role of boron in the degradation of Cz-Si cells under illumination has
been established [48].
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The optimum substrate doping depends on the cell structure and dominant recom-
bination mechanism. Though intrinsic substrates present the advantage of highest Auger-
limiting lifetimes, higher doping is favored when SRH recombination is present, since
recombination is proportional to the excess density that decreases, for a given voltage, as
doping increases [29]. This is balanced with a reduction of the lifetime itself.

A high doping also helps in minimizing the series resistance losses associated to
the transport of carriers to the back face in thick cells with the majority carrier contact at
the back.

Doping levels in the 1016 cm−3 range are found in the substrate of industrial cells.
Very high efficiencies have been obtained with both low (1 �·cm for PERL cells) and
high substrate resistivities, as in the point-contact cells [33].

7.3.2.3 Thickness

From the point of view of electrical performance, the choice of the optimum substrate
thickness also depends on the structure and the quality of the materials and involves
several considerations. In cells with diffusion lengths longer than the thickness, the most
important issue is surface recombination: if S at the back is higher than D/L for the
minority carriers in the substrate (around 250 cm·s−1 for the best cells), thinning the cell
increases recombination at a given voltage, and vice versa. Thinner cells always absorb
less light as well, which is attenuated by light-trapping techniques. Passivated emitter and
rear locally diffused (PERL) cells were reported to improve when going from 280- to
400-µm thickness because of a (relatively) high rear surface recombination and nonideal
light-trapping [49].

The losses associated with the transport of carriers extracted at the nonilluminated
face decrease with thinning: in conventional structure cells; this leads to decreased series
resistance. In back-contacted cells, both types of carriers benefit from thinning and the
trade-off in absorption leads to lower w values, around 150 to 200 µm.

The diffusion length of industrial cells (around 100 µm) is generally lower than
thickness. These cells are rather insensitive to thinning because they collect only the
generation near the contact and are not affected by rear surface recombination. The
driving criteria are cost and fabricability. A thickness in the 200- to 300-µm range is
usually employed but there is a clear trend toward thinner wafers for saving expensive
silicon material [47], and advanced wafering techniques and procedures to process very
thin, large-area substrates without breaking are being developed: light-trapping and back
recombination will become increasingly important.

7.3.3 The Front Surface

7.3.3.1 Metallization techniques

Metal grids are used at the front face to collect the distributedly photogenerated carriers.
The compromise between transparency and series resistance requires metallization tech-
nologies able to produce very narrow but thick and highly conductive metal lines with
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a low contact resistance to Si. Laboratory cells use photolithography and evaporation to
form 10- to 15-µm metal fingers. Ti/Pd/Ag structures combine low contact resistance to
n-Si and high bulk conductivity. These processes are not well suited to mass produc-
tion that relies on thick-film technologies. Ag pastes are screen printed, resulting in over
100-µm wide lines with higher bulk and contact resistance. Laser-grooved buried-grid
(LGBG) industrial cells implement a finer metallization technology [50], which will be
presented in Section 7.7.3.

Coarser metallization techniques imply higher shading and resistance losses, and
restrict the efficiency enhancement that could be achieved by internal cell design.

7.3.3.2 Homogeneous emitters

Under the metal lines, the substrate must be heavily doped to make the contact selective.
Usually the doped region, the emitter, extends all across the front surface, acting as a
“transparent electrode” by offering minority carriers in the substrate a low resistance path
to the metal lines.

When the exposed surface is not passivated (Figure 7.3a), the emitter should be
as thin as possible, because the high SRV makes the light absorbed in this region poorly
collected, and also highly doped to decrease recombination. On the other hand, a sufficient
low-sheet resistance is to be achieved. The solution is to make very thin and highly doped
emitters.

If the surface is passivated (Figure 7.3b), the collection efficiency of the emitter can
be raised by lowering the doping level thus avoiding heavy doping and other detrimental
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Figure 7.3 Different emitter structures: (a) homogenous emitter without surface passivation;
(b) homogenous emitter with surface passivation; (c) selective emitter; and (d) localized emitter
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effects. This must be balanced with contact resistance. Etching off of the passivating
layer before metallization is usually needed (not in screen-printed cells). To maintain
low sheet resistance and diminish recombination at the metallized fraction, the emitter
is deep (around 1 µm). Note that the collection of carriers near the surface implies that
the emitter is thin in terms of the minority-carrier diffusion length (w < L) and so it is
very sensitive to surface recombination. Recombination is further reduced, by making the
contact window narrower than the finger width, as illustrated in Figure 7.3 [51].

Control of both the surface concentration and the depth of the emitter, is achieved
by depositing, in a thermal step, the desired amount of phosphorus or boron (predeposition)
and then diffusing it into the substrate (drive-in) during subsequent furnace steps. The MIS
solar cell, on the contrary, uses no diffusion for the n region, which is electrostatically
induced by charges on top of the surface [20].

The J0 of the emitter is the average, weighted by the contacted area, of the J0 of
contacted and noncontacted portions.

7.3.3.3 Selective and point emitters

A further improvement involves making separate diffusions for the different regions since
the requirements are so different (Figure 7.3c) [52]: a heavily doped and thick region
under the contacts, a thin and lowly doped region under the passivating layer. These
structures, known as “selective emitters”, come at the expense of more complicated pro-
cessing usually involving photolithographic delineation and alignment of the diffusions
(not in LGBG cells to be seen later).

If a very low SRV is possible, it would be best to have no emitter at all since
doping always degrades bulk lifetime (Figure 7.3d). Examples are the back point-contact
solar cell and the point-emitter design with bifacial contact [53], originally designed for
concentration but capable of very high one-sun efficiency as well.

With localized contacts, surface recombination decreases with the penalty of an
increase in transport losses in the substrate: deeper gradients for minority carriers, or
increased series resistance for majority carriers, because of current crowding near the
contacts. The trading is more favorably solved as the contact size shrinks [54]. Light
and/or localized diffusions also have the drawback of decreased gettering action.

7.3.3.4 Industrial cells

Screen printing drastically affects the design of the emitter: it must be very highly doped
to decrease the high-contact resistance and not very shallow so that it is not perforated
during paste firing, which would short-circuit the junction [55]. Besides, the wide metal
lines must be placed well apart; and in order to keep shading losses moderate, the emitter
lateral conductance must be high, which also advises deep and highly doped regions.
These characteristics are good to decrease recombination at the contacts, but are far from
optimum at the exposed surface.

Industrial phosphorus emitters, typically, feature surface concentrations over
1020 cm−3 and 0.4-µm depth, and result in a sheet resistance around 40 �. As already
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mentioned, the very highly doped region exhibits almost no photovoltaic activity due to
the presence of precipitates (“dead layer”). As a result, the collection of short-wavelength
light is very poor and the J0 large, irrespective of a hypothetical surface passivation is
therefore not implemented. The advantage is that heavy phosphorus diffusions produce
very effective gettering. Some ways of incorporating selective emitters to screen-printed
cells are being considered, SiNx appearing very well suited for surface passivation [55].
This, however, must be accompanied by a decrease in the finger width so that lower sheet
resistances are tolerated.

7.3.4 The Back Surface

The majority carrier, back p-contact of industrial solar cells is usually made by printing,
and subsequently, firing an aluminum-containing Ag-conducting paste.

The p+ layer would be useful in decreasing contact recombination, as explained,
but this is immaterial to the electrically thick (w > L) present industrial cells and it is
not optimized for this purpose.

For high-efficiency cells, contact passivation is essential. A BSF is a first step
(Figure 7.4a). Localized contacts, as shown in Figure 7.4(b), further reduce recombination.
This structure is presented by some of the bifacial cells [56].

If the surface passivation is good, the BSF is restricted to point contacts, some
microns in size, as in PERL and similar cells (Figure 7.4c) [57]. The back face of bifacial
cells passivated with SiNx is shown in Figure 7.4(d).

A shallow and light diffusion helps in decreasing surface recombination
(Figure 7.4e). The diffusion can be the same type of the substrate, or the opposite one: so-
called PERT (Passivated emitter rear totally diffused) [36] and PERF (Passivated emitted
rear floating junction) [58] cells demonstrate these concepts. The latter structure benefits
from the lower J0 values of n+ layers, and it is essential that no electron flow is injected
from the n region to the p contact: the junction must be in open-circuit (a “floating”
junction). Note that this structure has nothing to do with structures sometimes found at
the back of industrial cells (Figure 7.4f) where a coarse metal mesh is fired through the
parasitic n+ layer formed during front diffusion. A mesh is preferred to a continuous layer
for mechanical reasons. The junction is shorted and presents to the substrate a high SRV.

7.3.5 Size Effects

Substrate edges are highly recombining surfaces that adversely affect cell performance,
especially for small size, large diffusion length devices. For laboratory cells, efficiency
is defined on the basis of a design area. The emitter is limited to it by planar masking
or mesa etching. The true edge is thus placed far away from the cell limit, and then
recombination is reduced. For real applications, on the contrary, only the substrate area
counts, and edge optimization is more complex. Advanced passivation schemes such as
edge diffusions are being considered [59, 60]. In large industrial cells, this recombination
is much less important.
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Large cell sizes are preferred by the industry, 10 × 10 cm2 or 12.5 × 12.5 cm2

being standard. Apart from fabricability concerns, a bigger cell means that more current
must be collected at the terminals, making Joule losses grow: the longitudinal resistance
of the metal lines increases quadratically with their length. This problem, more severe for
coarser metallization techniques, decreases efficiency with increasing size. To alleviate
series resistance at the price of increased shading, terminals are soldered to metal bus
bars inside the cell’s active area, thus decreasing the distance from where current must
be collected along the fingers.

7.3.6 Cell Optics

Flat plate solar cells in operation are illuminated from a large portion of the sky, not only
because of the isotropic components of radiation, but also because of the sun’s apparent
motion over the day and the year. So, with regard to angular distribution, these cells must
accept light from the whole hemisphere. The spectral distribution also varies with time,
weather conditions, and so on. For calibration purposes, a standard spectral distribution
AM1.5 Global is adopted as a representative condition, usually specified at 0.1 W·cm−2.

A solar cell should absorb all useful light. For nonencapsulated cells, the first optical
loss is the shading by the metal grid at the illuminated face, if any. This loss can amount
to more than 10% for industrial cells while for laboratory cells using fine metallization it
is much lower. Though several techniques have been proposed to decrease the effective
shading, such as shaped fingers, prismatic covers, or cavities [61], their efficacy depends
upon the direction of light and so they are not suited to isotropic illumination.

7.3.6.1 Antireflection coatings

Next, loss comes from the reflectance at the Si interface, more than 30% for bare Si in air
due to its high refraction index. A layer of nonabsorbing material with a lower refraction
index (nARC) on top of the Si substrate decreases reflectance: this is a step toward the zero-
reflection case of a smoothly varying refraction index. If the layer is thick in terms of the
coherence length of the illumination, around 1 µm for sunlight, there are no interference
effects inside it. The encapsulation (glass plus lamination) belongs to this category.

Antireflection coating (ARC) means an optically thin dielectric layer designed to
suppress reflection by interference effects. Reflection is at a minimum when the layer
thickness is (an odd multiple of) nARCλ0/4, with λ0 the free space wavelength, since
in this case reflected components interfere destructively. At other wavelengths reflection
increases, but is always below the value with no ARC or, at most, equal [62]. The ARC
is usually designed to present the minimum at around 600 nm, where the flux of photons
is a maximum in the solar spectrum. For reflection to become zero at the minimum, the
coating index should be the geometric average of those of air and silicon, that is, 2.4 at
600 nm for nonencapsulated cells.

The industry uses TiOx deposited by chemical vapor deposition (CVD). PECVD
SiNx is very interesting since it also serves as a passivating layer, as explained earlier.

By using double layer coatings with λ/4 design, with growing indices from air to
silicon, the minimum in reflection is broader in wavelength. Evaporated SZn and MgF2
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are used in laboratory high-efficiency cells. The low index of passivating SiOx in contact
with Si degrades the performance of the ARC. The SiOx layer is then made as thin as is
compatible with efficient passivation [63].

7.3.6.2 Texturing

Alkaline (KOH or NaOH-based) solutions etch anisotropically a-Si crystal exposing
{1 1 1} planes on which the etching rate is lowest. On [1 0 0]–oriented wafers, ran-
domly distributed, square-base pyramids are formed, whose size is adjusted to a few
microns by controlling etching time and temperature. In a textured face, a ray can be
reflected toward a neighboring pyramid (Figure 7.5a) and hence absorption is enhanced.
Though calculation of reflection requires ray tracing, a rough estimate of near-normal
incidence can be derived, by assuming that each ray strikes twice the Si surface so that
reflection is the square of the untextured case.

Texturing is incorporated into both industrial and laboratory Si solar cells, and, in
combination with antireflection (AR) coating, reduces reflection losses to a few percent.
In the latter case, in order to better control the pyramid geometry and to allow delineation
of fine features on the surface, photolithographic techniques are used to define inverted or
upright pyramids at the desired positions. It has to be noted that in this case the reflectivity
is similar to that of a random texture [64].

Light entering the substrate at a textured surface is tilted with respect to the cell nor-
mal. This means that photogeneration takes place closer to the collection junction, which
is very beneficial for low-diffusion length cells, by enhancing the collection efficiency of
medium- to long wavelengths (Figure 7.5a). The effect is equivalent to an increase of the
absorption coefficient. As a drawback, textured surfaces present higher SRVs.

7.3.6.3 Light-trapping

Long-wavelength photons are weakly absorbed in silicon, and, unless internal reflectances
are high, they will escape the substrate without contributing to photogeneration. The aim
of light-trapping or light confinement techniques is to achieve high internal reflectances.

(a) (b)

Figure 7.5 Effects of surface texturing: (a) decreased reflection; and (b) increased photogenera-
tion in the base
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Practical back mirrors that are fully compatible with the cell electrical design,
can be implemented, such as those schematized in Figure 7.4. A metal can make a good
reflector, but Al, especially after heat treatment, gives low reflectance. The Si-oxide-metal
structure in Figure 7.4(c) can present a high reflectance by capitalizing on interference
effects [65].

At the front, the metal mirror is not applicable because the ray paths must be kept
open for the entering light. Still, high front reflectance can be achieved because of total
internal reflection [61]. Rays striking the surface at angles larger than the critical air-Si
one are totally reflected. Texturing one or both surfaces with macroscopic or microscopic
features serves this purpose by tilting the rays. Even in the case of geometric texturing
with well-defined surface orientations, after a few internal reflections, the direction of
rays inside the wafer is randomly distributed: this is the lambertian case, useful analytic
approximation to light-trapping. Bifacial structures in Figure 7.4 can, for the same reason,
be very efficient at confining the light [66].

Light-trapping increases the effective thickness of the wafer for absorption. In the
geometrical optics regime, it has been shown that for one-side isotropic illumination the
maximum enhancement factor (though perhaps not realizable) is 4 (nSi/nair)

2, that is,
each ray traverses 50 times the cell thickness before escaping [67]. The corresponding
enhancement in photogeneration will be lower because of the competition of the absorption
by free carriers at long wavelength.

Light-trapping is essential for thin cells. Even in the thick PERL design it can
suppose around 1 mA·cm−2 enhancement in short-circuit current with respect to the case
where the internal reflectances were zero.

7.3.7 Performance Comparison

For illustration purposes, Table 7.3 collects relevant parameters of the Auger-limited ideal
Si solar cell [30], the best one-sun PERL cell [36] and a typical screen-printed, industrial
cell on Cz-Si. The different concepts behind each set of data must be accounted for
when comparing the figures. For instance, the ideal cell is assumed as being isotropically
illuminated, while measurements are made for near-normal incidence.

Table 7.3 Cell performance (25◦C, AM1.5 Global 0.1 W·cm−2)

Cell type Ideal
(calculated)

PERL
(measured)

Industrial
(typical)

Size (cm2) – 4 100
Thickness (µm) 80 450 300
Substrate resistivity (�·cm) Intrinsic 0.5 1
Short-circuit current density,

JSC (A·cm−2)
0.0425 0.0422 0.034

Open-circuit voltage, VOC (V) 0.765 0.702 0.600
Fill factor, FF 0.890 0.828 0.740
Efficiency, η (%) 28.8 24.7 15.0
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The most striking difference between the best and the ideal solar cell is the
difference in design: thick and low injection versus thin and high injection. The PERL
cell is surely the best design for the currently achievable levels of surface recombination,
which limit open-circuit voltage and shift the optimum thickness to high values. The low
resistivity follows then from transport considerations for the chosen structure. The very
high fill factor of the ideal cell is characteristic of high injection, Auger-limited operation.

Reduction of surface recombination in the best laboratory cells relies on surface
passivation and the restriction of very heavily doped regions to a minimum. In the end,
this is possible because of the possibility of defining and aligning very small features on
the surfaces.

The very heavily doped emitter, along with lower substrate lifetimes, is responsible
for the reduced short-circuit current and open-circuit voltage in the industrial cell. The
fill factor is affected by the large device area in conjunction with the limitations of the
metallization technique, which further reduces the current because of shading.

Continuous improvement in material quality and cost-driven thinning of the sub-
strates will increase the need for industrial cells to implement surface passivation schemes.
This will require the refinement of the metallization technique; another issue is that
substrate lifetimes in an industrial environment depend on the gettering action of very
heavy diffusions, which are not compatible with optimum surface performance. The PERL
approach – high-temperature processes and delineation of fine features – is the most suc-
cessful path to high efficiency, but it is not the only one that can inspire the forthcoming
developments in industrial cells. It is worth noting, in this respect, that heterojunction
with intrinsic thin-layer (HIT) solar cells have entered the exclusive club of more than
20% efficiency with a different approach (see Section 7.7.2).

7.4 MANUFACTURING PROCESS

7.4.1 Process Flow

Figure 7.6 shows the main steps of a simple process for solar cell fabrication based on
screen printing. With more or less minor modifications, this process is currently used
by many manufacturers. The main virtues of this 30-year-old PV technology are easy
automation, reliability, good usage of materials and high yield. The drawback, as explained
in preceding sections, is the efficiency penalty derived from the coarse and aggressive
metallization technique. Some specific treatments worked out for mc-Si will be explained
in Section 7.6.

Each step is briefly described in the following text with illustrative purposes: values
of temperature, time and so on will only be indicative.

1. Starting material : The industry uses so-called solar grade Cz-Si wafers, round in
origin but very often trimmed to a pseudo-square shape, or multicrystalline square
wafers. Wafer dimensions are between 10- and 15-cm side and between 200- and
350-µm thickness. Doping is p-type (boron) to a resistivity of around 1 �·cm.

2. Saw damage removal : The sawing operation leaves the surfaces of “as cut” wafers
with a high degree of damage. This presents two problems: the surface region is of
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Figure 7.6 A typical processing sequence with schematic illustrations of the resulting structures

a very bad quality and the defects can lead to wafer fracture during processing [68].
For this reason, about ten microns are etched off from each face in alkaline or
acid solutions. The wafers, in Teflon cassettes, are immersed in tanks containing the
solution under temperature and composition control. Alkaline etches are preferred to
acid solutions due to considerations of waste disposal.
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3. Texturization: NaOH etching leading to microscopic pyramids is commonly employed.
Their size must be optimized, since very small pyramids lead to high reflection, while
very large ones can hinder the formation of the contacts. To ensure complete texturing
coverage and adequate pyramid size, the concentration, the temperature and the agita-
tion of the solution and the duration of the bath must be controlled (in fact NaOH at
a higher concentration and at a higher temperature is commonly used as an isotropic
etch for saw damage removal). Alcohol is added to improve homogeneity through an
enhancement of the wettability of the silicon surface. Typical parameters are 5% NaOH
concentration, 80◦C and 15 min [69].
Texturing alternatives for multicrystalline material are presented in Section 7.6.

4. Phosphorus diffusion: Phosphorus is universally used as the n-type dopant for sil-
icon in solar cells. Since solid-state diffusion demands high temperature, it is very
important that the surfaces are contamination-free before processing. To this end,
after the texturing the wafers are subjected to acid etch to neutralize alkaline remains
and eliminate adsorbed metallic impurities.

The industry uses a number of procedures to perform the phosphorus dif-
fusion. The following classification is based on the type of furnace in which the
high-temperature step takes place:

Quartz furnaces: The cells to be diffused, loaded in quartz boats, are placed in
a quartz tube with resistance heating and held at the processing temperature
(Figure 7.7a). The cells enter and exit the furnace through one end, while gases
are fed through the opposite one. Phosphorus itself can be supplied in this
way, typically by bubbling nitrogen through liquid POCl3 before injection into
the furnace. Solid dopant sources are also compatible with furnace processing.
Five to fifteen minutes at temperatures in the range from 900 to 950◦C can
be considered representative. As suggested in Figure 7.6, both surfaces and the
edges of the wafer will be diffused.

Resistance heaters

(a)

(b)

Wafers

Quartz boat
Process gases

Quartz
tube

IR lamps Quartz window Gas inlet

Wafers

Conveyor belt

Figure 7.7 (a) A quartz furnace; and (b) a belt furnace for the diffusion of phosphorus
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Belt furnaces: In this case, solid phosphorus sources are used: screen printed,
spun-on or CVD pastes containing phosphorus compounds are applied on one
wafer face and, after drying, placed in a conveyor belt passing through the
furnace (Figure 7.7b). The temperature inside it can be adjusted in several zones
and, though the furnace is open, gases can be supplied. The temperature cycle
undergone by the wafer will mimic the temperature profile along the furnace
with the time scale set by the advancing speed of the belt. A cycle begins with
several minutes at around 600◦C with clean air to burn off the organic materials
of the paste, followed by the diffusion step in nitrogen at 950◦C for 15 min.
Only one face of the wafer is diffused, but the parasitic junction formed at
the edges is also present in this technique due to diffusion from the gas phase.
Resistance or infrared heating can be employed, the latter offering the possibility
of faster heating–cooling rates of the wafer.

The main benefit of the quartz furnace is cleanliness, since no metallic elements
are hot and no air flows into the tube. Though this is a batch step, high throughput
can be achieved since many wafers can be simultaneously diffused in each tube,
commercial furnaces consisting of stacks of four tubes. In a belt furnace, the ambient
air can get into the furnace and the hot conveyor belt is a source of metallic impurities.
The assets of belt furnaces are found in automation and in-line production, throughput
and the ability to implement temperature profiles. New designs try to reconcile the
advantages of both types of equipment [70].
After diffusion, an amorphous glass of phospho-silicates remains at the surface that
is usually etched off in diluted HF because it can hinder subsequent processing steps.

5. Junction isolation: The n-type region at the wafer edges would interconnect the front
and back contacts: the junction would be shunted by this path translating into a very
low shunt resistance. To remove this region, dry etching, low temperature procedures
are used.

For the widely employed etch with plasma, the cells are coin-stacked and
placed into barrel-type reactors. In this way, the surfaces are protected and only the
edges remain exposed to the plasma. This is obtained by exciting with an RF field a
fluorine compound (CF4, SF6), which produces highly reactive species, ions and elec-
trons that quickly etch the exposed silicon surface [71]. Though this is a batch step,
a large number of wafers can simultaneously be processed allowing high throughput.
Laser cutting of the wafer edges is an alternative in industrial use.

6. ARC deposition: Titanium dioxide (TiO2) is often used for creating the antireflecting
coating due to its near-optimum refraction index for encapsulated cells. A popular
technique is atmospheric pressure chemical vapor deposition (APCVD) from titanium
organic compounds and water: the mixture is sprayed from a nozzle on the wafer held
at around 200◦C and the compound is hydrolyzed on the surface [72]. This process
is easily automated in a conveyor-belt reactor. Other possibilities include to spin-on
or screen print appropriate pastes.
Silicon nitride is also used as AR coating material with unique properties that will
be described in Section 7.6.

7. Front contact print and dry : The requirements for the front metallization are low con-
tact resistance to silicon, low bulk resistivity, low line width with high aspect ratio,
good mechanical adhesion, solderability and compatibility with the encapsulating
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materials. Resistivity, price and availability considerations make silver the ideal
choice as the contact metal. Copper offers similar advantages, but it does not qualify
for screen printing because subsequent heat treatments are needed during which its
high diffusivity will produce contamination of the silicon wafer.

Screen printing compares very unfavorably with vacuum evaporation in the
first three requirements. It has been already commented how this affects the cell
design and leads to a significant efficiency gap between laboratory and commercial
cells. But throughput and cost compensate for it.

Screen printing will be described in more depth in the following section. It is
used to stick a paste containing silver powder to the front face of the wafer in the
comblike (fingers plus bus bars) pattern. Automatic screen printers are available that
are capable of in-line, continuous operation with high throughput. These machines
accept wafers from packs, cassettes or a belt line, place them with sufficient accuracy
under the screen and deliver the printed wafers to the belt line. The paste is a viscous
liquid due to the solvents it contains; these are evaporated in an in-line furnace at
100 to 200◦C. The dried paste is apt for subsequent processing.

8. Back contact print and dry : The same operations are performed on the backside of
the cell, except that the paste contains both silver and aluminum and the printed
pattern is different.

Aluminum is required because silver does not form ohmic contacts to p-Si,
but cannot be used alone because it cannot be soldered. The low eutectic temperature
of the Al-Si system means that some silicon will be dissolved and then recrystallize
upon cooling in a p-type layer.

Though in principle a continuous contact will give better electrical performance
(lower resistance), most commercial wafers feature a back contact with a mesh struc-
ture: apart from paste-saving considerations, this is preferred to a continuous layer
because the different expansion coefficients would produce warp of the cell during
the subsequent thermal step.

9. Cofiring of metal contacts : A high-temperature step is still needed: organic compo-
nents of the paste must be burnt off, the metallic grains must sinter together to form
a good conductor, and they must form an intimate electric contact to the underlying
silicon. As Figure 7.6 shows, the front paste is deposited on an insulating layer (the
AR coating) and the back contact on the parasitic n-type rear layer.

Upon firing, the active component of the front paste must penetrate the ARC
coating to contact the n-emitter without shorting it: too mild a heat treatment will
render high contact resistance, but too high a firing temperature will motivate the
silver to reach through the emitter and contact the base. In extreme situations, this
renders the cell useless by short-circuiting it. In more benign cases, small shunts
appear as a low shunt resistance or dark current components with a high ideality
factor that reduces the fill factor and the open-circuit voltage.
The back paste, in its turn, must completely perforate the parasitic back emitter to
reach the base during the firing.
In order to comply with these stringent requirements, the composition of the pastes
and the thermal profile of this critical step must be adjusted very carefully.

10. Testing and sorting : The illuminated I –V curve of finished cells is measured under
an artificial light source with a spectral content similar to sunlight (a sun simulator)
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at a controlled temperature of 25◦C. Defective devices are then rejected, and the rest
are classified according to their output. The manufacturer establishes a number of
classes attending, typically, to the cell current at a fixed voltage near the maximum
power point. Modules will subsequently be built with cells of the same class, thus
guaranteeing minimal mismatch losses. If, for instance, cell currents within a class
must be equal within 5%, the accuracy and stability of the system must be better than
that. Automatic testing systems that meet the very demanding requirements of high
throughput processing are available.

7.4.2 Screen-printing Technology

Screen printing is a thick-film technology, a terminology that opposes it to the usual
microelectronic procedures of evaporation of thin films. It consists in translating a layer
of a material in a desired pattern to the surface of the wafer. Though it can be employed
for virtually any step in solar cell manufacturing, contact formation constitutes the most
demanding, frequent and conspicuous application of screen printing. Screens and pastes
are the essential elements of this technology [68].

1. Screens: Screens are tight fabrics of synthetic or stainless steel wires stretched on an
aluminum frame, as sketched in Figure 7.8. The screen is covered with a photosensi-
tive emulsion, which is treated with photographic techniques in such a way that it is
removed from the regions where printing is desired.

For printing fine and thick layers, as is needed for the front contact of a solar
cell, the wires must be very thin and closely spaced [73]. On the other hand, the
opening of the reticule must be several times larger than the largest particle contained
in the paste to be printed. Screens for solar cell production typically feature 200 wires
per inch, wire diameter around 10 µm, mesh opening around 30 µm, corresponding to

Mesh
opening

Wire
diameter

Emulsion
Woven
wires

Wafer

Frame

Figure 7.8 A screen for transferring the top contact pattern to a solar cell
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nearly 50% open surface, that is, not intercepted by wires and a total thickness (woven
wires plus emulsion) of around 100 µm.

2. Pastes: The pastes are the vehicles that carry the active material to the wafer surface.
Their composition is formulated to optimize the behavior during printing. A paste for
the metallic contacts of the solar cell is composed of the following:

Organic solvents that provide the paste with the fluidity required for printing
Organic binders that hold together the active powder before its thermal activation
Conducting material, which is a powder of silver composed of crystallites of a size

of tenths of microns; for the p-contact, aluminum is also present. This amounts
to 60 to 80% in weight of the paste

Glass frit, 5 to 10% in weight, a powder of different oxides (lead, bismuth, silicon
etc.) with a low melting point and high reactivity at the process temperature, that
enables movement of the silver grains and etches the silicon surface to allow
intimate contact.

The paste composition is extremely important for the success of the metallization
and is critically linked to the heat treatment.

3. Printing : Figure 7.9 illustrates the process of printing a paste through the patterned
emulsion on a screen. The screen and the wafer are not in contact, but a distance apart
called the snap-off. After dispensing the paste, pressure is applied to the squeegee,
which can be made of metal or rubber: this puts the screen in contact with the wafer.
The squeegee is then moved from one side of the screen to the opposite one, dragging
and pressing the paste in front of it. When an opening is reached, the paste fills it and
sticks to the wafer, remaining there after the squeegee has passed and the screen has
elastically retired.

Squeege
Openings in emulsion

Paste

WaferSlidePressure

Printed paste

Front view

Figure 7.9 Illustration of a printing sequence
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The amount of printed paste depends on the thickness of the screen material and
the emulsion and the open area of the fabric. It also depends on the printed line width.

The viscous properties are of utmost relevance: when printing, the paste must
be fluid enough to fill without voids all the volume allowed by the fabric and the
emulsion, but after being printed it must not spread over the surface.

Critical parameters of this process are the pressure applied on the screen, the
snap-off distance and the velocity of the squeegee.

4. Drying : Solvents are evaporated at 100 to 200◦C right after printing so that the wafer
can be manipulated without the printed pattern being damaged.

5. Firing : Firing of the pastes is usually done as a three-step process in an IR belt
furnace. In the first step, when heating up, the organic compounds that bind the powder
together are burnt in air. In the next step, the highest temperature between 600 and
800◦C is reached and maintained for a few minutes. Higher temperatures are needed
if an AR coating must be penetrated; crystal orientation and paste composition must
be considered too. In the last step, the wafer is cooled down.

The phenomena that take place during firing are very complex and not com-
pletely understood. The oxides forming the glass frit melt, enabling silver grains to
sinter and form a continuous conductor so that the layer can present low sheet resis-
tance. Neither the silver melting point nor the silicon–silver eutectic temperature is
reached, sintering consisting of the intimate contact of solid silver crystallites. At the
same time, the reactive molten glass etches some silicon and silver grains are allowed
to form intimate contact with the substrate. The amount of etched silicon is on the
order of 100 nm. When a layer of TiO2 or SiN is present, the glass frit is able to etch
through it. In fact, the quality of the contact improves because of a better homogeneity.

The picture of the contact after cooling down shows two zones [74]. In the inner
one, crystallites of silver are plugged into silicon forming crystalline interfaces and
presumably very good electrical contact in a sort of “point contact”. These grains are
embedded in a compact amorphous glass. The outer zone is more porous and contains
silver grains and glass frit: this porosity explains why the resistivity of silver paste is
much higher than that of pure silver.

Besides, the contact resistance of printed contacts is much higher than that of an
evaporated contact to n-Si of the same doping. It seems that, although enough silver
grains make good contact with silicon, not all them are connected to the grains in the
outer layer; many remain isolated by the glass.

When the paste, in the case of the back metallization, contains aluminum as
well as silver, the Al-Si eutectic formed and recrystallized ensures a good contact.
With dielectric layers the contact appears to be localized as well, and some beneficial
role is attributed to the metal atoms in the frit [75].

6. Limitations and trends in screen printing of contacts: As explained in former sections,
the high contact resistance and the etching action of the glass frit require the front
emitters to be highly doped and not very thin if screen printing is used. Only improved
paste formulation and processing can overcome this limitation.

Narrow but thick fingers with good sheet conductance are also needed. Well-
defined lines must be much wider than the pitch of the woven fabric; 60-µm lines
seem achievable, with 100-µm ones being standard (see Figure 7.10). Incrementing
the amount of transferred paste implies increasing the thickness of the emulsion or the
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Figure 7.10 Screen-printed contact finger; texture pyramids are also visible. (Reprinted from
Solar Energy Materials and Solar Cells, 41/42, Nijs J, Demesmaeker E, Szulfcik J, Poortmans J,
Frisson L, De Clerq K, Ghannam M, Mertens R, Van Overstraeten R, “Recent improvements in the
screen-printing technology and comparison with the buried contact technology by 2D-simulation”,
101–107, (1997), with permission from Elsevier Science)

pitch-to-diameter ratio of the wires, which are both limited. Besides, screens become
deformed with usage and a continuous deterioration of printed patterns is observed.

Metal stencils [76] can outperform screens: they produce finer lines with bet-
ter aspect ratio, endure more printing operations without degradation and need less
cleaning and maintenance.

In screen printing, the wafer is subjected to considerable pressure. This can pose
a problem with very thin or irregular wafers, such as those obtained by sheet growth of
silicon, which can break down. Metallization alternatives have been developed, some
of which are used in industries. They will be presented in Section 7.7.

7.4.3 Throughput and Yield

Because of the rapidly growing demand, photovoltaic factories are quickly expanding
their production volumes so that there is a strong driving force to increase the throughput
of processes and equipment. Automation is being extensively applied to the fabrication of
solar cells and in-line, continuous processing tends to displace batch steps: in the process
outlined above, only chemical etches, tube diffusion and edge isolation are batch steps.
Automation and large-scale production lead to reduced costs [77].

Most processes described above have been borrowed from the electronic industry:
diffusion, plasma etching, and so on are standard in microelectronics, while screen printing
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was extensively used by thick-film technology in hybrid circuits. The character of the
industries being different, their requirements for equipment differ, and it is to be expected
that substantial improvements of photovoltaics will take place, now that the business
volume makes it attractive for equipment manufacturers to get involved in.

A modern fabrication line is capable of processing around 1000 wafers h−1, that
is, an operation in a cell takes 2 to 3 s. Of course, the slowest operation along the flow
line will limit the overall throughput. In order to get an estimate of how this translates
into yearly production, let us consider 10 × 10 cm2 cells with 15% efficiency (1.5 Wp
power per cell). If the line operates without interruption and all wafers are successfully
processed, during one year it will produce

1.5 Wp/cell × 1000 cells/h × 24 h/day × 365 days/year ∼= 13 MWp/year

This number has to be decreased by (1) the downtime of the equipment due to main-
tenance, repair, and so on and (2) the yield, that is, the percentage of defective or broken
wafers. Allowing for both would give a throughput in the range of 5 to 10 MWp/year per
production line with available, commercial equipment.

Yield is a most important parameter for cell production: it can be defined as the
ratio of successful finished cells to starting wafers. Since PV technology is material-
intensive, yield has a strong influence on cost. Breakage and poor electrical performance
are the causes of low yield, which is, generally speaking, benefited by automation. In this
respect, in-line quality control acquires a great relevance to quickly detect and amend
problems affecting yield.

For a given time per operation per cell, the throughput increases if the power of
the cell increases. This is achieved by increasing the cell’s area and the efficiency, which
also helps in decreasing the cost. The standard wafer size is shifting from 10 × 10 cm2 to
12.5 × 12.5 cm2 and 15 × 15 cm2. Series resistance and the uniformity of the obtained
layers (emitter, AR coating), that may compromise the electrical performance, become
important issues. Besides, larger cells are more difficult to handle without breaking and
the yield may be affected.

There is a lot of room for efficiency improvement of industrial solar cells and the
processes to realize it are proved in the laboratory. The question is how to implement
them in an industrial environment so that they are cost-effective.

7.5 VARIATIONS TO THE BASIC PROCESS

This section introduces some variations to the basic process described above that aims at
improving the efficiency, the throughput or the cost. While some modifications are already
in production, most of these improvements are still being developed at the laboratory.

7.5.1 Thin Wafers

Wafering and sheet-growth techniques improve and produce thinner substrates, with wafer
thickness below 200 µm being envisaged for the near term [78]. When processing these
thin cells, several relevant issues appear.
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The probability of fracture of the wafer during handling increases, especially in
conjunction with a larger size. Adequate handling tools must be designed. Some steps
appear to be critical: for instance, in chemical baths convection can exert significant
torque on the wafers. This issue is fostering the study of the mechanical properties of
silicon [79, 80] and even the development of new crystallization procedures.

The behavior during heat treatments is modified due to a decreased thermal mass.
On the other hand, wafers can more easily become bent. Processes need to be specifically
optimized for thin cells [81].

Thin cells largely depend on surface passivation and optical confinement. If attained
to reasonable degrees, efficiency improvement comes as a bonus for thin cells, but other-
wise the performance is degraded. New optimal structures must be developed.

7.5.2 Back Surface Passivation

The enhancement of material quality and the decrease of wafer thickness will make it
necessary to passivate the back surface. Several approaches are feasible to be incorporated
to the basic screen-printing process [55, 82]:

• Aluminum back surface field : With the benefit of gettering action, a highly doped
p-type region at the back can easily be formed by screen-printing aluminum paste
on the entire surface followed by high-temperature alloying. Several manufacturers
implement aluminum BSF in their production lines. It can be integrated in the process
flow (1) before metallization, possibly at the same time as phosphorus diffusion, and
(2) by printing the aluminum paste after the front contact print so that the alloy forms
during paste firing, though in this case lower temperatures are possible leading to
worse properties.

In either case, a back, silver-based contact is still needed for solderability. Bend-
ing of the wafers is an issue for thin cells.

• Boron back surface field : Like phosphorus, boron can be diffused from solid sources, so
that it can easily be integrated into the basic process. Though it would be very attractive
to diffuse both phosphorus and boron during the same thermal step, it appears that the
obtained profiles are far from optimum and that a two-step diffusion seems necessary.

• Silicon nitride passivation: The surface and bulk passivation properties of silicon nitride
are explained below. This replaces AR coating deposition and does not alter the basic
process, though the parasitic junction must not be allowed to form in this case. This
structure, as well as boron BSF, is compatible with the bifacial operation of the
solar cell.

7.5.3 Improvements to the Front Emitter

Quantitative improvements in both recombination currents and spectral response will be
derived from front surface passivation only when better paste formulations and finer
line prints allow more resistive emitters – thinner and/or less doped – to be used [83].
In that case, tube oxidation and silicon nitride deposition appear as good candidates for
industrial use.
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Selective emitters are being developed at the laboratory level for screen-printed
solar cells. A number of techniques have been proposed [84] that are compatible with the
screen-printing process; none of them is at present implemented in production lines:

• Two separate diffusions for metallized and unmetallized regions, the heavy diffusion
being restricted to the regions to be metallized by a screen-printed mask.

• A homogeneous and thick emitter is diffused by conventional means; a screen-printed
mask is applied to protect the regions to be metallized from the plasma etch that follows.
In this way, in the unprotected regions the emitter is thinner and less doped.

• Self-aligned selective emitter by diffusion from a patterned solid dopant source: under
the dopant source a highly doped emitter is formed, while a much lighter diffusion
from the gas phase takes place at the uncovered regions.

• First a high sheet resistance emitter is formed to which self-doping pastes containing
phosphorus as well as silver are applied. Firing is performed above the silver–silicon
eutectic temperature, thus leading to the formation of an alloyed layer heavily doped
with phosphorus [85].

Except the last one, all the techniques require some kind of pattern aligning to print
the front contact fingers on the heavily doped regions. Automatic screen printers feature
enough accuracy to perform this task.

Obviously, the unmetallized part of these emitters is sensitive to surface passivation,
which must thus be implemented by oxidation or nitride deposition.

7.5.4 Rapid Thermal Processes

In conventional furnaces of the closed-tube or conveyor-belt types, not only are the wafers
heated to the process temperature but also the equipment itself: chambers, substrates or
boats and so on. This brings about (1) long heating–cooling times, due to the large thermal
masses involved, (2) a high potential for contamination, since a lot of parts, some of them
metallic, are held at a high temperature and (3) high-energy consumption.

On the other hand, the microelectronic industry has developed in the last years, so-
called rapid thermal processes (RTP), whereby only the wafers, and not their environment,
are heated up to high temperature. Selective heating is accomplished by intense UV
illumination of the semiconductor. The interest of RTP for solar cell fabrication comes
from very short thermal cycles down to a few minutes including heating and cooling,
so that throughput can be boosted. Besides, the absence of hot parts in the equipment
diminishes potential contamination and energy consumption.

At the laboratory scale rapid thermal diffusion of very thin emitters (which is
beneficial from the electrical point of view) has been demonstrated. Rapid thermal firing of
screen-printed contacts and aluminum alloying have also been successfully implemented,
along with other promising techniques such as rapid thermal nitridation and oxidation of
the surfaces for passivation purposes [86, 87]. It can be said that every thermal step in
the solar cell process can be made by RTP.

A possible drawback of the technique is a degradation of substrate lifetime as com-
pared to conventional processing of some materials, due to the formation and quenching-in
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of defects because of the very fast heating and cooling cycles and possibly also due to
precluded gettering action [88].

A hurdle to industrial deployment of RTP is the lack of suitable equipment, since
Microelectronics uses one-wafer reactors while Photovoltaics would need large capac-
ity batch reactors or, better, in-line continuous equipment. It seems possible to furnish
conveyor-belt furnaces with UV lamps to obtain these industrial RTP reactors, but some
problems such as temperature uniformity must be solved [89].

7.6 MULTICRYSTALLINE CELLS

It has already been pointed out that the peculiarities of mc cells may prevent, in some
cases, the use of standard processing technologies. Some of the proposed alternatives
are not yet so cost-effective as to be incorporated in an industrial production line, but
others are finding their way. Two main differences with single-crystalline silicon can be
highlighted:

• Mc-material quality is poorer because of crystalline defects (such as grain boundaries,
dislocations, etc) and metallic impurities (dissolved or precipitated), giving lower bulk
lifetimes and hence lower cell efficiencies. To address this problem, two main strategies
are followed: implementation of gettering steps and defect passivation with hydrogen.

• Texturing is more difficult because of different exposed crystallographic planes, so that
standard alkaline solutions are not appropriate. To improve light-trapping and absorp-
tion, other techniques have to be implemented.

7.6.1 Gettering in mc Solar Cells

As already explained, gettering processes are also used in monocrystalline Si processing,
but in the case of mc-Si they are even more important to improve material quality. P
and Al gettering steps are routinely integrated in mc solar cell processing. Gettering
conditions (temperature, process duration etc) differ from those of single crystal, because
of the interaction among metal impurities, crystalline defects and other impurities present
in mc-materials (mainly O and C).

It has been realized that gettering efficiency is strongly material dependent [90, 91].
This is explained by the fact that different techniques to grow mc-Si ingots produce wafers
with different number and distribution of defects. Differences are even found in regions
of the same ingot [92].

Additionally, a single mc wafer may exhibit nonuniform properties, both areal and
in-depth, so that response to a gettering process can be inhomogeneous, affecting the final
electrical performance of the solar cell [93, 94].

7.6.2 Passivation with Hydrogen

Silicon nitride is widely used as masking film in microelectronics [95]. For solar cells,
it presents the advantage of performing as an effective antireflection coating. Films can
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be deposited by several techniques, but the most commonly used process is chemical
vapor deposition (CVD), involving the reaction of silane gas and ammonia. Plasma-
Enhanced Chemical Vapor Deposition (PECVD) is preferred to other CVD technologies
(atmospheric pressure CVD or low pressure CVD) because it is a low temperature process
(T < 500◦C), and this means reducing complexity and preventing lifetime degradation.

But the most outstanding property of PECVD for mc-material is that it produces
hydrogenation, and its benefits for silicon are well known [96, 97]. Atomic H interacts
with impurities and defects in the bulk of Si, neutralizing their recombination properties
to a certain extent, a phenomenon that is usually expressed as “bulk passivation”. In
the case of PECVD, amorphous silicon nitride films are produced with up to 40 atomic
% of hydrogen (i.e. although these films are usually referred to as SiNx they are really
a-SiNx :H). A subsequent thermal step is needed to activate hydrogenation, and in an
industrial process the metal firing step fulfills this objective [98].

Additionally, surface passivation due to SiNx deposition by PECVD has also been
reported [99]. Achievable surface recombination velocity on a phosphorus-doped emitter
is similar to that of a high-quality oxide passivated one, and a value as low as 4 cm s−1

has been obtained on a polished 1.5 �·cm FZ p-type silicon wafer [100].

These three different properties (AR coating, bulk passivation and surface passiva-
tion) cannot be varied independently, an optimization of processing parameters (tempera-
ture, plasma excitation power and frequency, gas flow rate) is necessary, and a compromise
should be reached [101, 102]. Furthermore, there are different PECVD techniques giving
different results.

The state of the art of the industrial PECVD equipments today is the “direct”
PECVD, schematized in Figure 7.11(a). The processing gasses are excited by means of
an electromagnetic field, and the wafers are located within the plasma. Bulk is effectively
passivated, but surface damage is sustained due to direct exposure of wafers to plasma,
precluding the achievement of good surface passivation. Furthermore, surface passivation
degrades with exposition to UV light.

There is a high frequency direct PECVD (13.56 MHz) and a low frequency one
(in the range of 10–500 kHz), the former being better in terms of surface passivation and
UV stability. On the other hand, it is more difficult to obtain uniform layers.

A different approach is the “remote” PECVD, where wafers are located outside
the region in which the plasma is formed. Surface damage is avoided in this way, so that

Si wafer

Graphite
plate

SiH4 + NH3

NH3 NH3 Antenna

Si wafers

SiH4

(b)(a)

Figure 7.11 Industrial PECVD reactors: (a) direct-plasma reactor; and (b) remote-plasma system
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better surface passivation is achieved. On the other hand, bulk passivation is reduced. This
technique has been developed at the laboratory level in the last decade, and is currently
being introduced into the industry. Figure 7.11(b) shows a sketch of an industrial remote
PECVD. It implements a continuous feed of wafers, an advantage that should be compared
to the batch-type direct PECVD.

7.6.3 Optical Confinement

Anisotropic texture with alkaline solutions (NaOH or KOH), standard in single crystal
solar cells, is also applied to multicrystalline wafers, but with much poorer results, which
is one of the reasons for their reduced performance. Reflectance of the textured wafers is
relatively high because for randomly oriented grains the etch rate is not the same as that
of (100) crystals. Another drawback is the existence of steps between grains, which may
cause interruption in the screen-printed metal contacts.

That is why new alternatives are being considered. Their evaluation should take
into account not only gains in reflectivity, but also surface damage and compatibility with
metallization. In any case, the potential of some of these have been proved, and they are
now being developed for industrial applications. Others need more research. The surface
features produced by some of these are comparable in size or smaller than the wave-
length, and geometrical optics is no longer applicable. They act as diffraction gratings, as
scattering media or, in the limit of very small feature size, as graded index layers.

7.6.3.1 Chemical texturing

Several chemical techniques have been proposed. Some of them result in an inverted
pyramid structure, but need photolithography patterning, which is a serious drawback for
compatibility with the industry [103]. The result of nearly 20% for a mc-Si solar cell
relies on an oxide-forced acidic texturing scheme [104]. A simpler approach is based
on isotropic etching with an acidic solution containing nitric acid, hydrofluoric acid and
some additives. The resulting etch pits of 1–10 µm in diameter are uniformly distributed,
giving a homogeneous reflectance over the surface of the wafer and the absence of steps
between grains (see Figure 7.12). An increase of short-circuit current of about 1 mA·cm−2

is reported for solar cells processed on isotropic textured wafers when compared to cells
processed on anisotropic textured wafers [105]. Some technical difficulties, such as deple-
tion of the solution and exothermic effects, can be encountered to come to an industrially
compatible processing step. An automatic wet-bench, with temperature control of the
etching solution and automatic replenishment of chemicals, has been designed recently.

Reduction in reflection, by forming porous silicon, is also being developed [106].
A detailed analysis taking into account the sum of reflectance and absorption within the
porous Si layer shows an optimum of about 5 to 6% total optical loss. Besides its potential,
the compatibility of the porous Si formation with screen-printed contacts still needs to
be addressed.

7.6.3.2 Mechanical texturing

V-grooves about 50-µm deep can be formed in Si wafers by mechanical abrasion using
conventional dicing saws and beveled blades, followed by an alkaline etching to reduce
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Figure 7.12 Mc-Si surface after acid etching. (Reprinted from Solar Energy Materials and Solar
Cells, 74, Szulfcik J, Duerinckx F, Horzel J, Van Kerschaver E, Dekkers H, De Wolf S, Choulat P,
Allebe C and Nijs J, “High-efficiency low-cost integral screen-printing multicrystalline silicon solar
cells”, 155–164, (2002), with permission from Elsevier Science)

surface damage. With this technique, efficiency gains of 5% (relative) after encapsulation
have been reached [107]. Contact fingers should be screen printed parallel to the grooves,
on plateaus left untextured to ensure easy printing, so that some kind of alignment is main-
tained. Other contacting alternatives can be implemented, such as roller printing [108] or
buried contact [109]. Currently, automated systems are being developed to check industrial
feasibility.

Another approach is scribing grooves by laser [110]. Upright pyramids of 7-µm
height can be created by two orthogonal sets of parallel grooves, followed by a chemical
etch to remove the silicon residues. Combined with a single layer ARC, laser texturing
can reduce weighted reflectivity to 4%, half of that given by anisotropic etching and the
same AR coating. Adjustments have been made to obtain smoother and smaller grooves,
in order to adapt the technique to a screen-printed process.

7.6.3.3 Reactive ion etching (RIE)

Reactive ion etching (RIE) texturization of silicon in chlorine plasma is a dry isotropic
etching process that creates a surface with a high density of steep etching pits, with typ-
ical dimensions below 1 µm (see Figure 7.13) [111]. Increases of up to 1.4 mA·cm−2 in
short-circuit current compared to anisotropic texture have been reported with a maskless
technique [112]. RIE can also be performed in conjunction with a masking layer to pro-
duce more regular features [113]. The main obstacle in industrial implementation is too
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Figure 7.13 Mc-Si surface after RIE. (Reprinted from Solar Energy Materials and Solar Cells, 74,
Szulfcik J, Duerinckx F, Horzel J, Van Kerschaver E, Dekkers H, De Wolf S, Choulat P, Allebe C
and Nijs J, “High-efficiency low-cost integral screen-printing multicrystalline silicon solar cells”,
155–164, (2002), with permission from Elsevier Science)

low process throughput. Alternatives to the use of toxic and corrosive Cl2 are also being
investigated [114].

7.6.3.4 AR coating and encapsulation

It has to be taken into account that cell reflection properties differ from those of texturing
because it is usually complemented by AR coating (typically, by atmospheric pressure
CVD deposition of TiO2 or TiO2/SnO2 or by PECVD of SiNx), and cell encapsulation,
so that the relative difference between several texturing methods normally reduces, as can
be noticed in Table 7.4.

Table 7.4 Comparison of weighted AM1.5 reflectivities
for mc-Si wafers with several surface treatments [115]

Reflectivity
[%]

Alkaline
textured

Acidic
textured

Maskless
RIE

Bare 34.4 27.6 11.0
With SiN AR coating 9.0 8.0 3.9
SiN & encapsulated 12.9 9.2 7.6



288 CRYSTALLINE SILICON SOLAR CELLS AND MODULES

7.7 OTHER INDUSTRIAL APPROACHES

Other commercially available technologies will be described in this section. They all look
for a decrease in the $ W−1 figure of merit, following different approaches:

• using ribbons, presented in Chapter 6, as substrates;
• implementing techniques that do not need high-temperature processes: HIT, based on

a-Si/x-Si heterojunction emitter;
• substituting screen-printing metallization by a more efficient technique: LGBG, based

on the buried contact concept;

These only cover a small fraction of the PV market today, but they all have big expansion
plans for the next few years.

7.7.1 Silicon Ribbons

Ribbon technologies offer a cost advantage over crystalline silicon, thanks to the elimi-
nation of the slicing process. They cover at the moment around 5% of the PV market,
Edge-defined-Film-fed Growth (EFG) being the most mature of them, while string ribbon
(STR) and dendritic web (WEB) are also into industrial production.

A specific solar cell process is needed for ribbon substrates, to account for the
high density of defects (dislocations, grain boundaries, impurities, etc). Al paste is usually
printed to create a deep BSF and to benefit from gettering, and silicon nitride is deposited
by PECVD for bulk defect passivation and anti-reflection coating.

For EFG solar cells, the uneven surface of the sheets precludes the use of screen-
printing metallization, and back and front contact formation is done by pad-printing and
direct writing (extrusion) of silver pastes and inks. Efficiencies exceeding 14% on an
average have been produced in the manufacturing line, achieving more than 14.7% in
some cases [116]. Further reduction of production costs is expected by the growth of large-
diameter EFG cylinders, which reduce thermoelastic stresses and can result in thinner
and more uniform wafers. Thin curved wafers will require new technology for solar
cell processing.

In the case of STR, 14.7% efficiencies have been reported for a process including
screen-printed contacts fired with RTP [117], and 50 and 100 W modules are commer-
cially available [118]. Regarding dendritic web, an n+ np+ structure (phosphorus front
diffusion and rear Al alloyed emitter) is implemented on a high-resistivity antimony-
doped substrate. Because of the low substrate thickness (100 µm), it can benefit from
the location of the p-n junction at the back, performing an effective front surface field,
enabling a high diffusion length and immunity to light-induced degradation. Using only
production-worthy, high-throughput processes, dendritic web cells have been fabricated
with efficiencies of up to 14.2% [119].

7.7.2 Heterojunction with Intrinsic Thin Layer

A new structure called HIT has been developed recently, which makes use of the cheaper
amorphous silicon (a-Si) technology, depositing a-Si layers on crystalline silicon by
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Figure 7.14 Structure of the HIT cell

PECVD [120]. It provides an excellent surface passivation with very low temperature
processes (below 200◦C), avoiding lifetime degradation of the bulk material. Figure 7.14
shows the structure of the HIT cell. A textured n-type Cz-Si substrate is used. The emitter
and BSF are made of p-type and n-type a-Si layers, respectively. Very thin intrinsic a-Si
layers are inserted between a-Si and the crystalline substrate, to improve the characteris-
tics of the a-Si/c-Si interface. Thickness of these amorphous layers is on the order of 10
to 20 nm. On both doped layers, transparent conductive oxide (TCO) layers are formed,
by sputtering, and metal fingers are screen printed. Back metallization is also comblike
to reduce thermal and mechanical stresses, making the cell symmetrical and enabling it
to perform as a bifacial cell.

In 1994, 20% efficiency was achieved with a similar HIT structure on a 1 cm2 cell.
Mass production of HIT cells started in 1997, with conversion efficiencies of 17.3% on
100 cm2 substrates. 180 W modules are fabricated, and special modules exist for roof-tile
and bifacial applications.

7.7.3 Buried Contact Technology

The buried contact solar cell process was developed at the University of New South
Wales [50]. It is based on forming grooves in the silicon surface, where the metal is
deposited by electroless plating, so that high aspect ratios and low metal shading losses
are achieved. Several techniques have been proposed for groove formation, laser scribing
being the most attractive for large-scale production. A metallized groove, typically 40-µm
deep and 20-µm wide, is presented in Figure 7.15. Additionally, other high-efficiency
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Figure 7.15 Cross-section of a buried contact. (Reprinted with permission from BP Solar)

Cleaning and etching Heavy n+ diffusion in grooves

Al evaporation

Al drive-in

Electroless plating of Ni/Cu/Ag

Edge isolation by laser

Texturing

Light n+ diffusion

SiNx deposition

Laser grooving

Figure 7.16 Laser-grooved buried-grid solar cell process
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features are implemented, such as a selective emitter (highly doped under the metal fingers
and low-doped and surface-passivated in the active area) and a Back Surface Field by Al
evaporation and alloying, which also produces gettering effect.

The buried contact solar cell has been licensed to many manufacturers, but for the
moment only one of them has implemented it at the industrial level, commercializing
it as the LGBG solar cell. The LGBG process is sketched in Figure 7.16. Three high-
temperature steps are needed, and a number of wet steps must be performed. A key
element is the silicon nitride layer, which serves as a masking layer for heavy phosphorus
diffusion and plating, and also performs as an antireflection coating and surface passivator.
Efficiencies of 17% are routinely achieved with Cz-Si [121], and improvements are being
researched and implemented to further increase cell efficiency [122].

The buried contact approach relies on compensating the increase in process com-
plexity as compared to screen-printed technology with an increase in cell efficiency. A
midway is proposed with a simplified buried contact solar cell process, with only one
high-temperature step, TiO2 antireflection coating and screen-printed Al BSF [123].

7.8 CRYSTALLINE SILICON PHOTOVOLTAIC MODULES

The power of a single solar cell being small, several of them must be electrically associated
to make a practical generator. The module is the building unit for generators that can be
purchased in the market, that is, it is the real PV product. Performance and lifetime
of PV systems depend on the protection that module construction offers to the active
photovoltaic devices.

The basic module fabrication procedure used by most manufacturers was devel-
oped three decades ago and is described below briefly. Modules for special applications
(building integration, marine operation, etc) require slight modifications of the process
and the materials.

7.8.1 Cell Matrix

In a module, the cells are usually arranged in series. After cell finishing, tinned copper
ribbons (tabs) are soldered to the bus bars at the front (Figure 7.17a). It has to be noted
that tabs must overlap a long distance along bus bar length since the conductance of the
printed bus bars is too low. Conductive epoxies can replace conventional solder alloys
and illumination used instead of iron heating.

Bus bar

Tabs

(a) (b) (c)

−

+

Figure 7.17 (a) Cell interconnection with tabs; (b) two cells in series; and (c) layout of 36
series-connected cells
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Two tabs per cell are employed thus providing redundancy that allows current
to flow in case electrical continuity is broken because of some failure [124]. Besides,
the effective length of grid fingers is one-fourth the cell side and series resistance is
alleviated. Tabs provide a nonrigid link between cells that allow thermal expansions to
be accommodated.

Series interconnection of strings by soldering the tabs to the rear side of another
cell follows (Figure 7.17b). The strings are interconnected with auxiliary tabs to form the
cell matrix. This can consist of a single series string or several strings (Figure 7.17c). If
the strings are not internally paralleled, their terminals are brought outside the module to
permit flexible circuit configuration.

A common module configuration uses 36 series-connected cells, which, under oper-
ating conditions, would produce around 15 V at maximum power, appropriate for 12 V
battery charging [125]. As building-integrated, grid-connected applications grow, modules
with different electrical configurations enter the market.

A few years ago these operations were performed manually, but current factories
use sophisticated equipment that performs most of the operations automatically. Both
throughput and yield benefit from automation since the connected cells are very fragile
and difficult to handle.

7.8.2 The Layers of the Module

The array of cells must be properly encapsulated for reliable outdoor operation for more
than 20 years, paying attention to factors like rigidity to withstand mechanical loads,
protection from weather agents and humidity, protection from impacts, electrical isolation
for the safety of people and so on.

The different layers that the module is made up of are then stacked. A common
structure is sketched in Figure 7.18.

A 2- to 3-mm thick soda lime glass is used as a superstrate that provides mechanical
rigidity and protection to the module while allowing light through. It must have low iron
content or otherwise the light transmission will be low. Modern modules use glass with
cerium that absorbs UV radiation to enhance reliability [126]. Tempered glass must be
employed to increase the resistance to impacts.

Glass pane

EVA sheet

EVA sheet

Back layer

Cell matrix

Figure 7.18 Stack of materials to be laminated
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The cell matrix is sandwiched between two layers of the encapsulant or pottant
material. The most popular encapsulant is the copolymer ethylene-vinyl-acetate (EVA), a
plastic composed of long molecules with a backbone of carbon atoms with single covalent
bonding. EVA is a thermoplastic, that is, shape changes made under heating are reversible.
It is sold in rolls of extruded film around 0.5-mm thick. Along with the polymer, the film
contains (1) curing agents and (2) stabilizers whose role will be described later.

The outer layer at the nonilluminated module side is usually a composite plastic
sheet acting as a barrier for humidity and corroding species. Some manufacturers use
another glass, which increases protection.

7.8.3 Lamination and Curing

These steps are carried out in a laminator, a table that can be heated and furnished
with a cover that closes the edges tightly. The cover has an internal chamber and a
diaphragm that separates this from the chamber containing the module. Both chambers
can be independently evacuated: this configuration allows the module to be kept in a
vacuum while mechanical pressure is exerted on it.

In the lamination stage, both chambers are evacuated while temperature is raised
above the EVA melting point at around 120◦C. Vacuum is important to extract air – to
prevent voids from forming – and moisture and other gases. The EVA flows and embeds
the cells. After a few minutes, with the module chamber still in vacuum, the upper
chamber is filled with air so that the diaphragm presses the laminate. The temperature is
increased to 150◦C and the curing stage begins: the curing agents induce cross-linking
of the EVA chains, that is, chemical bonds are formed transversely among the long
molecules that before curing are only weakly linked to one another. The plastic then
acquires elastomeric, rubberlike properties and indeed the curing step is analogous to the
vulcanization of rubber. This stage takes up to 60 min for standard cure EVA [127]. After
cooling down, the laminates are unloaded from the laminator.

Lamination used to be a bottleneck in the module fabrication process. To improve
throughput several solutions have been followed by the industry: (1) commercial fast-
curing EVA formulations allow drastic reductions of curing time to less than 10 min [128],
(2) performing the curing step in a separate oven decreases the residence time in the lami-
nator and (3) a large lamination area – up to several square meters – enables simultaneous
process of several modules or very large ones.

Another polymeric material, poly vinyl butyral (PVB), was used in early times
of module fabrication. It is processed in a similar way to EVA and can present some
advantages over EVA [129] but it requires low temperature storing. For modules using
two glass panes, resin fill-in is an alternative to EVA with reliability advantages. A
sealed cavity is formed between the glass panes with the cells in-between and the liquid
resin is poured into it. Care must be taken to ensure that no bubbles form [125]. Resins
do not require heating to cure. Silicone resins are expensive but very stable and some
modules for building integration use them. Yet curing can be inhibited by the module
sealant so that they are difficult to handle. Acrylic resins with UV curing are being
investigated.
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Al frame
Silicone gasket

Encapsulant

Encapsulant

Back layer
Terminal

Glass

Cells

Figure 7.19 Cross-section of a standard module

7.8.4 Postlamination Steps

These include (1) trimming the edges of the laminate to remove spread-out encapsulant,
(2) sealing them with silicone rubber to close this potential path of moisture penetration
in the module, (3) sticking the plastic junction box at the back of the laminate and
performing the connections and (4) when required, installing the anodized aluminum
frame (Figure 7.19). The frame must be electrically insulated from the active cell circuit
so that high-voltage differences can be sustained between the electrical terminals and the
frame without current flow.

Besides, among other final tests, the I –V curve of all modules under standard
conditions is measured in a solar simulator to check if they fulfill specifications. Flash
simulators are commonly utilized to save energy, with the electronic equipment able to
record a complete I –V curve in a fraction of a second. They must have a spectral content
matched to the AM1.5 standard, or else, they must be calibrated with a calibrated cell of
the same technology.

7.8.5 Special Modules

7.8.5.1 BIPV products

Building integration of PV modules (BIPV) has emerged as one of the most important – by
volume – applications of Photovoltaics. Modules perform two tasks: as constructive mate-
rials as well as power generators. Modules can be incorporated to a building in a number
of ways and special products are being developed so that the typical framed module
is no longer the only PV product. Very large modules with special fixing for roof
or façade integration, roof tiles with cells and semitransparent modules allowing light
through are available. Visual appearance is enhanced by module shape, encapsulation and
cell color [130]. Besides, these products must comply with building normative such as
fire resistance.

7.8.5.2 Bifacial modules

Several cell structures have been presented that can operate with bifacial illumination. By
encapsulation between two glass panes, bifacial modules offering increased power output
per unit cell area can be produced without technology changes. In spite of their potential,
their presence in the market is very small at the moment.
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7.8.5.3 Modules with back contact cells

Several cell structures have been proposed that bring both contacts to the back face,
which is usually accomplished by implementing phosphorus diffusions at both faces that
are internally connected through processing. They fit the scheme in Figure 7.1(d) [131].
Back contact cells are interconnected without tabs by soldering them to a layer with the
connection paths printed, similar to PCB practice in electronic circuits. These experimental
designs offer simplified module fabrication and enhanced visual appeal.

7.9 ELECTRICAL AND OPTICAL PERFORMANCE
OF MODULES

7.9.1 Electrical and Thermal Characteristics

The voltage of the module is, in principle, the number of series-connected cells times the
voltage of the single cell, and the module current the number of paralleled cells times the
single cell current. Whatever the combination, the module power equals the power of a
single cell times the number of them. Mass-produced modules offered in the catalogues
of manufacturers show power ratings that typically range from 50 to 200 Wp, delivered
at current levels between 3 and 8 A and at voltages between 20 and 40 V. Lower and
higher values are possible for special applications.

The manufacturer usually provides values of representative points (short-circuit,
open-circuit and maximum power) of the module I –V curve measured at standard cell
conditions (STC), that is, 1 kW·m−2 irradiance (=0.1 W·cm−2), AM1.5 spectral distri-
bution and 25◦C cell temperature. The maximum power of the module under STC is
called the peak power and given in watts-peak (Wp). While efficiency has the greatest
importance for a solar cell, for a module it has the less relevant meaning since part of the
area is not occupied by the expensive solar cells.

The conditions in real operation are not the standard ones; instead, they vary
strongly and influence the electrical performance of the cell, causing an efficiency loss with
respect to the STC nominal value. This loss can be divided into four main categories [132]:

1. Angular distribution of light : Because of the movement of the sun and the diffuse
components of the radiation, light does not fall perpendicular to the module, as is the
case when measurements are done and the nominal efficiency is determined.

2. Spectral content of light : For the same power content, different spectra produce dif-
ferent cell photocurrents according to the spectral response. And the solar spectrum
varies with the sun’s position, weather and pollution and so on, and never exactly
matches the AM1.5 standard.

3. Irradiance level : For a constant cell temperature, the efficiency of the module
decreases with diminished irradiance levels. For irradiances near one sun, this is
primarily due to the logarithmic dependence of open-circuit voltage on photocurrent;
at very low illumination the efficiency loss is faster and less predictable.

4. Cell temperature: The ambient temperature changes and, because of the thermal insu-
lation provided by the encapsulation, light makes cells in the module heat over it;
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higher temperature means reduced performance. This is usually the most important
performance loss.

But, prediction of the module response under different conditions is required to correctly
assess the yearly production of a PV system in the field. The physical mechanisms of
influence of temperature and irradiance on cell performance are well known, so that, in
principle, prediction of module output could be rooted in physical models. This is however
unpractical and would be a different approach if followed by PV system engineers.

Instead, very simple methods are used for translating the I –V performance to
different operating conditions and standardized procedures have been developed for PV
modules of industrial technologies [133]. These methods are applicable within a limited
range of temperature and irradiance conditions that are not very far from those met when
testing the module and which require a small number of easily measurable parameters.
The module datasheets from the manufacturers used to include some of these, allowing
simplest estimates to be made, such as:

1. The steady-state power balance determines cell temperature: the input is the absorbed
luminous power, which is partially converted into useful electrical output and the
rest is dissipated into the surroundings. Convection is the main mechanism for heat
dissipation in terrestrial, flat plate applications, and radiation is the second nonnegli-
gible mechanism of heat dissipation. A common simplifying assumption is made that
the cell-ambient temperature drop increases linearly with irradiance. The coefficient
depends on module installation, wind speed, ambient humidity and so on, though a
single value is used to characterize a module type. This information is contained in the
Nominal Operating Cell Temperature (NOCT), which is defined as the cell temperature
when the ambient temperature is 20◦C, irradiance is 0.8 kW·m−2 and wind speed is
1 m·s−1. NOCT values around 45◦C are typical. For different irradiance values G, this
will be obtained by

Tcell = Tambient + G × NOCT − 20◦C

0.8 kW·m−2

2. The module short-circuit current is assumed strictly proportional to irradiance. It
slightly increases with cell temperature (this stems from a decrease in band gap and an
improvement of minority-carrier lifetimes). The coefficient α gives the relative current
increment per degree centigrade. By combining both assumptions, the short-circuit
current for arbitrary irradiance and cell temperature is calculated as

ISC(Tcell, G) = ISC(STC) × G

1 kW·m−2
× [1 + α(Tcell − 25◦C)]

For crystalline Si, α is around 0.4% per degree centrigrade.
3. The open-circuit voltage strongly depends on temperature (the main influence is that of

the intrinsic concentration), decreasing linearly with it. Knowledge of the coefficient,
called β, allows the open-circuit voltage to be predicted by

VOC(Tcell, G) = VOC(STC) − β(Tcell − 25◦C)

The irradiance dependence is buried in Tcell. For crystalline Si, β is around
2 mV/◦C per series-connected cell.
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4. A lot of factors affect the variation of the maximum power (or, equivalently, the
efficiency) with irradiance and temperature. The parameter γ is defined as the relative
decrease in module efficiency per degree centigrade of cell temperature increase

η(Tcell,G) = η(STC) × [1 − γ (Tcell − 25◦C)]

Usual γ values are near 0.5% per degree centrigrade.

7.9.2 Fabrication Spread and Mismatch Losses

So-called mismatch losses arise when cells with different I –V characteristics are inter-
connected because of the fewer degrees of freedom left to bias the devices, so that the
array output is less than the sum of the powers that the individual cells could deliver. The
differences come from the unavoidable fabrication spread or from nonuniform irradiance
or working temperature within the array.

To minimize mismatch losses, finished cells are measured and sorted in the factory.
For series connection, the important parameter is the current at the maximum power
point (mpp). It is the common practice to measure the current before encapsulation at
a fixed voltage close to the mpp and to classify the cells accordingly, though other
classification criteria are possible [134]. Within each class all devices present similar
currents within the specified tolerance that ensures that, when connected in series to form
the module, the mismatch loss will be below the desired limit [135]. Depending on the
class being processed, the power rating of the resulting module will vary and this explains
why manufacturers offer different module families though they are built in exactly the
same way.

7.9.3 Local Shading and Hot Spot Formation

Because of local shading or failure, one or several solar cells can present a much smaller
short-circuit current than the rest of devices in the series string. If the defected cells are
forced to pass a current higher than their generation capabilities, they become reverse-
biased, even enter the breakdown regime, and sink power instead of sourcing it.

Figure 7.20 illustrates this behavior for an 18-cell string with one cell shaded so
that its short-circuit current is half that of the remaining devices. String short-circuit is
marked with a horizontal line, showing that in this condition the shaded cell is strongly
reverse-biased and dissipates the power produced by the unshaded cells. This effect of
course severely degrades the efficiency of the module, but more important is the fact that
it can get damaged.

Avalanche breakdown is characterized by a nonuniform distribution of current
across the junction, breakdown occurring preferentially at localized regions, possibly
correlated to damage during processing. Intense local heating can produce very high
temperatures (a hot spot). If a temperature of around 150◦C is reached, the lamination
material becomes degraded and the module irreversibly deteriorated [136, 137]. Because
of the localized nature of the process solar cells show large scattering in their reverse char-
acteristics so that the module behavior under partial shading is not accurately predictable.
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Figure 7.20 Computer simulation of the I –V curves of a 50% shaded cell, showing the typical
“soft” reverse breakdown, and of 17 identical cells, unshaded, in series. When series-connected
with the shaded cell, the curve labeled “series string” is obtained

In order to devise the means of preventing hot spot failure from occurring, the
worst case is considered. This occurs when the N -cell series string is short-circuited and
a shaded solar cell is reverse-biased with the voltage of the remaining N − 1 good devices,
as shown in Figure 7.20. The minimum N that will lead to hot spot formation (i.e. the
maximum N for safe operation) depends on rather uncontrollable factors, as explained.
For Si solar cells of standard technology, it is around 15 to 20.

Since larger series strings are generally used, the approach followed is to put a
diode (bypass diode) in parallel, but in opposite polarity, with a group cells. The number
of cells in the group is chosen so that hot spots cannot be formed. When one or several
cells are shaded, they are reverse-biased only to the point where the diode across the
group starts forward conduction. The diode carries away the necessary current to keep
the group near short-circuit.

Figure 7.21 illustrates the operation of the bypass diodes. When the current forced
through the shaded substring is such that the reverse bias equals the diode threshold
voltage, the bypass diode sinks all necessary current to keep the string at this biasing point
thus preventing the power dissipated in the shaded cell to increase. It is also apparent that
the bypass diode leads to a significant increase of output power allowing the module to
keep delivering the power generated by the unaffected groups.

It is clear then that the smaller the number of cells per bypass diode, the lower the
efficiency loss for a shading condition, but this means a higher cost and more complex
fabrication. It has been proposed to integrate a bypass diode in each cell so that these
effects will be minimized at the expense of more complicated cell processing [138].
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Figure 7.21 Computer simulation of the I –V curves of a 36-cell series string without and with
two bypass diodes, connected as shown in the bottom of the figure, when one cell is 50% shaded.
The currents through the shaded substring and its bypass diode are also shown

The practice is to take electrical terminals outside the encapsulation not only for
the extremes of the series string, but also for intermediate points as well, so that bypass
diodes are connected in the junction box 12 or 18 cells each (Figure 7.22). Endurance to
shading is a standard test for module qualification.

The influence of local shading on the module output depends on the details of
the I –V curve of the cells as well. Under certain circumstances of partial shading, it is
beneficial that the cells show some shunt resistance. However, tight control of leakage
currents by processing is not easy.

+

−

Bypass diodes

Intermediate
connection

Figure 7.22 Two bypass diodes in a 36-cell module. The connections are done in the junction box
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7.9.4 Optical Properties

The encapsulation affects the optical properties of the cells in several ways. The opti-
cal properties of the cells must be optimized attending to cost and performance after
encapsulation.

Some effects of encapsulation are [139] as follows:

• The refraction index of glass and EVA is similar, around 1.5, between those of air
and Si. Encapsulation acts, then, as a thick AR. For well textured Si solar cells, this
antireflection action is enough and sometimes no thin ARC is used.

• The design of the ARC coating must account for the fact that the cell is illuminated
from a medium with this index. The optimum ARC refractive index is larger than in air.

• Glass and EVA absorb some light in the short-wavelength range.

• Typically, 4% reflection occurs at the air–glass interface [Figure 7.23 (1)]. ARC coat-
ings and texturing can be applied to decrease this loss.

• The light reflected by the metal fingers and the cell surface, if the reflected rays are
tilted with respect to the normal to the glass surface, can be partly recovered by total
internal reflection at the glass–glass interface [Figure 7.23 (2)]. This effect could be
enhanced by texturing the cell surface with tilted pyramids, instead of the upright
pyramids obtained by alkaline etching of (1 0 0) surfaces [140].

• Though the trapping capabilities of the cell, due to the lower difference in refractive
index, appear to worsen with encapsulation, the escaped rays are trapped in the glass
so that the absorption enhancement in the ideal case is not affected.

• For cells without a back metal mirror, the transmitted light can be recovered by putting
a reflector, detached from the cell, at the back of the module [Figure 7.23 (3)]. The
back plastic layer, if white, serves this purpose.

• The same white layer, since it reflects diffusively, allows some of the light incident
between the cells to be collected [Figure 7.23 (4)].

1

4 2

3

Figure 7.23 Optical effects of encapsulation: (1) glass reflection; (2) trapping of cell reflectance;
(3) trapping of cell transmittance; (4) collection of peripheral light
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7.10 FIELD PERFORMANCE OF MODULES

7.10.1 Lifetime

Long lifetime is claimed as one of the main virtues of PV and some manufacturers
currently offer warranty for more than 20 years, with 30-year lifetime being the objective
for short-term development. This should mean that for this period of time the module will
keep working, that is, producing electrical power with an efficiency similar to the starting
efficiency and without deterioration that compromises the safety or the visual appearance.
Two factors determine lifetime: reliability, that refers to premature failure of the product,
and durability, that attends to slow degradation that eventually decreases production to
unacceptable levels. Cost effectiveness, energy payback balance and public acceptance of
photovoltaic energy strongly rely on the reliability and the long lifetime of modules.

PV systems worldwide have been working for more than 20 years, and this allows
us to gather information concerning degradation mechanisms. Modules in the field are
subjected to static and dynamic mechanical loads, thermal cycling, radiation exposure,
ambient humidity, hail impact, dirt accumulation, partial shading and so on. Common
failure modes [124, 141] are related to the action of weather agents in combination with
deficiencies in fabrication.

Location-dependent steady degradation of module output is also observed, with
short-circuit current and fill factor being the most affected parameters. In many cases,
this has been proved to correlate with degradation of EVA encapsulation [127]. EVA,
like most polymers, is known to undergo photothermal degradation: UV radiation breaks
molecular chains. Diffusion of chemical species is also relatively easy through it, so that
moisture and corroding agents can enter while absorbers and stabilizers can out-diffuse.

Yellowing or browning of EVA reduces its optical transmission affecting module cur-
rent. For this reason, EVA incorporates UV absorbers in its formulation. Cerium-containing
glasses alleviate this problem. Degradation also decreases the strength of the encapsulant,
leading to loss of adhesion to the cells and even detachment of the layer (delamination).
This is promoted by the shear stress that accompanies different expansion coefficients
upon diurnal thermal cycles. Delamination brings about optical and thermal degradation.
Besides, the degraded encapsulant can be penetrated more easily by moisture and chemicals.
Among these, sodium from the glass and phosphorus from the cell emitter are known to
precipitate at the cell surface, corroding solder joints and increasing series resistance [141].
Encapsulant formulations are being continuously improved to address these problems.

7.10.2 Qualification

Several organisms, such as the International Electrotechnical Commission (IEC), the Insti-
tute of Electrical and Electronic Engineers (IEEE) and so on, have designed tests aimed
at guaranteeing the quality of PV products [142]. Test procedures have been defined that,
if successfully passed by a product, should guarantee the reliability of the PV module.

Manufacturers voluntarily submit their products for qualification tests in an accred-
ited laboratory. These include verification of the module performance claimed in the
datasheets as well as reliability tests. The certifications obtained are intended as a quality
assurance for the customer.
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Qualification tests consist in verifying the module integrity by visual inspection,
measurement of the electrical performance at STC and of the electrical isolation before
and after treatments that simulate, in an accelerated manner, real operation conditions.
For instance, the IEC Standard 61 215 [143] specifies the following:

• Ultraviolet exposure using xenon lamps.

• Thermal cycling (−40◦C to 50◦C, 50 cycles) in climatization chamber.

• Humidity freeze cycling (thermal cycling with 85% relative humidity).

• Damp heat (1000 h at 85◦C and 90% relative humidity).

• Twist test for testing resistance to torques.

• Pressure is applied to the module to test resistance to static mechanical loads.

• Hail impact test, where the module is stricken by 25 mm diameter ice balls at 23 m seg−1.

• Outdoor exposure.

• Hot spot tests, where the module is selectively shaded.

Different test combinations are applied to a sample of a few modules. The modules will
qualify if no major failures are found and the visual inspection reveals no damage, the
electrical power is within 90% of specifications, and isolation is maintained.

7.11 CONCLUSIONS

This chapter has reviewed current state of crystalline silicon solar cells and modules. The
main lines defining the structure of the described situation can be summarized as follows:

• Changing scale: The current booming of the markets enables and fosters technological
and processing improvements.

• Laboratory-industry gap: There is a mature technology at the laboratory that has led
to impressive performance levels, on the one hand, and a reliable, fast, 30-year-old
industrial process producing modest efficiency, on the other hand. Closing this gap is
the key to a lower $ Wp−1 figure of merit.

• Novel silicon materials: Market growth and the threat of silicon shortage stimulates
new materials and very thin substrates that demand new technological solutions.

• Technology diversification: These two challenges are to be faced by solar cell produc-
tion technology in the coming years. Intensive preindustrial research is being conducted
and solutions are being developed along several different lines.

• Quality : Product reliability and durability and environmental and aesthetical friend-
liness are as important as cost for the growth of PV industry and this also influ-
ences technology.

• Long-term scenario: Alternatives to crystalline silicon technology are being researched
thoroughly and presumably some of them will succeed in reducing photovoltaic costs to
competitive ones. Nevertheless, for these so-called “leapfrogs” to take place, a mature
PV market should consolidate, for which silicon technology is essential at least for the
next decade.
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94. del Cañizo C, Tobı́as I, Lago R, Luque A, J. Electrochem. Soc. 149, 522–525 (2002).
95. Gandhi S, VLSI Fabrication Principles , Chap. 8, John Wiley & Sons, New York (1994).
96. Johnson J, Hanoka J, Gregory J, Proc. 18th Photovoltaic Specialist Conf., 1112–1115 (1985).
97. Sopori B, Deng X, Narayanan S, Roncin S, Proc. 11th Euro. Conf. Photovoltaic Solar Energy

Conversion, 246–249 (1992).
98. Szulfcik J et al., Proc. 12th EC Photovoltaic Specialist Conf., 1018–1021 (1994).
99. Leguijt C et al., Sol. Energy Mater. Sol. Cells 40, 297–345 (1996).

100. Aberle A, Hezel R, Prog. Photovolt. 5, 29–50 (1997).
101. Soppe W et al., “On Combining Surface and Bulk Passivation of SiNx :H Layers for mc-Si

Solar Cells”, Proc. 29th IEEE Photovoltaic Specialist Conf. (New Orleans, 2002); in press.
102. Ruby D, Wilbanks W, Fieddermann C, IEEE 1st WPEC 1335–1338 (1994).
103. Shirasawa K et al., Proc. 21st IEEE Photovoltaic Specialist Conf., 668–673 (1990).
104. Zhao J, Wang A, Campbell P, Green M, IEEE Trans. Electron Devices 46, 1978–1983 (1999).
105. De Wolf S et al., Proc. 16th Euro. Conf. Photovoltaic Solar Energy Conversion, 1521–1523

(2000).
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Thin-film Silicon Solar Cells
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8.1 INTRODUCTION

Because silicon (Si) is an indirect band gap material, it is generally perceived that the
thickness of Si required to absorb usable sunlight should be larger than (αbandedge)

−1,
where αbandedge is the absorption coefficient for wavelength (λ) of light corresponding to
the near-bandedge. Using this simple rule of thumb, on the basis of absorption due to a
single pass of light, and using the mid-point of the bandedge (λ = 1.05 µm), one gets
α−1 ∼ 700 µm. This implies that the wafer thickness for sufficient absorption of the solar
spectrum is >700 µm. This is quite a large thickness for a Si wafer and is not desirable
for commercial production of solar cells for two reasons: the wafer cost can be very high
and its effectiveness for collection of photogenerated carriers will be small because it is
difficult to have a minority-carrier diffusion length (MCDL) comparable to such a large
wafer thickness. Thus, for practical reasons, wafer thickness must be less than this value.
Furthermore, detailed models that take into account surface characteristics and the mul-
tireflections within the wafer show that absorption can be greatly enhanced; thus, the need
for such a thick wafer is diminished. Later in this chapter, we will show that by employing
an appropriate structure, a very thin layer of Si can offer a high degree of absorption of the
solar spectrum – nearly as much as a thick wafer. The physics and modeling capabilities
for analyses of solar cell structures have taken two decades to develop and have been
responsible for the majority of the improvements in Si solar cell efficiency.

As an introduction, it is necessary to have a general understanding of the require-
ments for a thin-film Si solar cell and the problems that emerge when the thickness of
a Si solar cell is reduced. Clearly just reducing the cell thickness will result in reduced
absorption, and thus, a reduced photocurrent. To get a quantitative feel of such a reduc-
tion in the photocurrent, consider a planar solar cell. Figure 8.1 is a plot of maximum
achievable current density (MACD) generated by a planar solar cell, with an optimum
antireflection (AR) coating, for different values of the cell thickness. These calculations are
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Figure 8.1 Maximum achievable current density (MACD) from a planar, AR-coated Si solar cell
as a function of cell thickness. These calculations assume an optimized AR coating and AM1.5
incident spectrum. These results are obtained with PV Optics

performed using photovoltaic (PV) Optics software, which assumes the generation of one
electron-hole pair per photon and a collection efficiency of unity. These assumptions are
tantamount to a zero surface-recombination velocity and absence of other electronic loss
mechanisms. Thus, the photocurrent in Figure 8.1 corresponds to a maximum achievable
current density for the AM1.5 solar spectrum. Figure 8.1 shows that the photocurrent
increases with an increase in thickness and saturates at a thickness of about 700 µm.
At a thickness of ∼300 µm, the current density is within 5% of the saturation value,
which implies that a thickness of 300 µm is suitable for fabricating high-efficiency solar
cells on planar substrates. This is fortunate because a similar demand on wafer thickness
comes from requirements for maintaining a high yield in handling and processing other
semiconductor devices.

The PV industry has traditionally borrowed technological know-how of device
handling and processing from the semiconductor industry, which traditionally uses thick
wafers to prevent breakage through mechanical handling or generation of thermal stresses
by high-temperature processing. Concomitantly, the PV community found it compelling
to use wafers of similar thickness for Si solar cells. The choice of thick wafers permitted
the PV community to focus on the material and device-processing issues, which helped
develop the science and technology of Si solar cells to the current level.

Recently, however, there have been many advances in wafer handling and in
the development of gentler processing methods to accommodate high throughput. These
advances have sparked interest in using thinner substrates for two reasons: (1) To reduce
the amount of Si for each watt of PV energy generation. Because the PV industry has
gone through periods of Si shortage, an efficient use of Si can minimize such hardships;
and (2) To improve the efficiency of solar cells fabricated on low-cost substrates using
improved cell designs.
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Figure 8.2 VOC of a Si solar cell as a function of thickness for high and low surface-recombination
velocities. These calculations were performed with PC1D

One approach to simultaneously accomplish these demands is to use thinner wafers.
Thinner wafers conserve material and also offer a performance advantage by decreasing
the bulk-carrier recombination within the solar cell. Hence, for a given material quality
of the substrate, a reduction in the cell thickness can result in improving the open-circuit
voltage (VOC) and the fill factor (FF) of the solar cell. However, as the cell thickness is
reduced, the surface recombination becomes an increasingly important component of the
total recombination. In particular, surface recombination can severely degrade VOC. This
can be seen in Figure 8.2, which shows VOC as a function of thickness (for a rather simple
solar cell) for two different values of surface-recombination velocity, S = 100 cm/s and
S = 1000 cm/s. In the calculations for Figure 8.2, we have used a front-textured cell with
Sf = Sb, where Sf and Sb are the recombination velocities at the front and back surfaces,
respectively. The important conclusion is that although a reduction in thickness can lead to
an increase in VOC, it can have the opposite effect if surface recombination is not reduced
simultaneously. Clearly, the full advantage of reducing the volume recombination by
thinner wafers can be achieved only if the device has built-in features to generate and
reflect minority carriers away from interfaces using electronic reflectors (such as high–low
fields), and optical reflectors. These are important considerations for thin solar cells.

Thus, thinner cells can yield higher voltages and higher fill factors if the surface
recombination demands are met. However, they may suffer a loss in the photocurrent
unless the optical losses associated with thickness reduction are compensated through
superior light-trapping design. If these conditions are met, thinner cells can be more effi-
cient than their thicker counterparts. Thin-film cells can also offer a direct cost advantage
associated with the use of less Si and by employing thin-film technologies that (in princi-
ple) are deemed to be low-cost methods. It is clear that thinner cells can offer significant
reduction in the PV energy cost. The photovoltaic industry is planning to reduce the wafer
thickness incrementally from its current value of about 350 µm to less than 100 µm within



310 THIN-FILM SILICON SOLAR CELLS

the next ten years, staying within the realm of the existing technologies at each major step
of thickness. However, the arguments above provide motivation for a major reduction in
thickness – to a new generation of Si solar cells using Si films less than 10 µm thick.
Such a thin-film Si (TF-Si) solar cell offers many advantages that can lower the cost of
generating solar electricity. A TF-Si cell offers (1) reduced bulk recombination leading to
lower dark current, higher VOC and higher FF of the device. Compared to a thick cell, a
thin cell of the same material quality can yield higher device performance. Likewise, for
a comparable performance, TF-Si solar cell requires lower material quality than a thick
cell. It also offers (2) potential for low-cost cells/modules, (3) potential for lightweight
photovoltaics, (4) lower energy consumption for device fabrication, and (5) potential for
flexible solar cells.

These advantages of TF-Si solar cells, in concurrence with the performance advan-
tage, make them very attractive for the future. Practical realization of solar cells with
the above advantages poses many challenges in both the design and device fabrication.
These challenges include an efficient method for light-trapping to compensate for reduced
thickness, and a low-cost substrate to support the thin film. Low-cost substrates generally
imply materials that may not be compatible with the high temperatures required for for-
mation and processing of Si film. This incompatibility can arise because of impurities in
the substrate that can diffuse into the Si film, softening of the substrate, thermal mismatch,
and less desirable electronic properties of the interface leading to high Sb.

This chapter will discuss current efforts to develop a new technology (or set of
technologies) that can achieve the potential performance of very thin Si solar cells. In
the last few years, a number of R&D groups around the world have embarked on the
design and fabrication of TF-Si solar cells. These efforts have already led to some exciting
results. However, the design and fabrication of high-efficiency TF-Si solar cells continue
to present a host of challenges. We review the salient aspects of the current research on
TF-Si cells, and we present a systematic approach to the analysis, design, and fabrication
of such devices.

8.2 A REVIEW OF CURRENT THIN-FILM SI CELLS

Many basic concepts of thin-film Si solar cells were suggested decades ago [1, 2]. It
was apparent then that thinner cells would require a means of enhancing optical absorp-
tion. As early as 1975, it was proposed that enhanced optical absorption accompanying
light-trapping can help lower the cell thickness required for efficient generation of pho-
tocurrent to a few microns. The proposed approach used a prismatic configuration to
deflect light into a thin film at oblique incidence, so that the light would be total inter-
nally multireflected within the thin cell. This approach is similar to launching guided
waves in integrated optics. Although this approach did not flourish because of evident
drawbacks, other cell configurations that would support the use of very thin Si films for
solar cell applications were later suggested [3, 4]. Some simple (approximate) calculations
showed that cell efficiencies approaching 10% could be obtained with polycrystalline Si
films of 10-µm thickness with 1-µm grain size [3]. These calculations only considered
bulk recombination arising from grain boundaries (GBs) in polycrystalline Si and pla-
nar cell structures. Although the possibility of the thin-film Si solar cell was envisioned
long ago, a practical realization has begun only recently. The path to TF-Si cells has
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awaited some understanding of how to improve optical losses through enhanced absorption
and the recognition and mitigation of electronic losses because of carrier recombination
at interfaces.

Initial theoretical analysis based on thermodynamic considerations [5] suggested
that rough surfaces and an asymmetric cell structure would effectively enhance optical
absorption in the cell. Surface texturing, which was initially introduced to reduce surface
reflectance for broadband illumination, also resulted in an increase in the optical path
of light transmitted into a Si wafer [6–10]. Following the initial success, texture etching
became a standard process step for fabricating Si solar cells, both in the laboratory and
commercially. Figure 8.3 shows calculated short-circuit current density (JSC) values as a
function of thickness for different texture structures including planar, standard chemical
texture, pyramids, inverted pyramids, and perpendicular slats. The surface structures are
illustrated in Figure 8.4. However, only the laboratory cells, fabricated on high-quality
wafers and with high-reflectance back contacts, realized the advantage of light-trapping.
Although commercial cells also use texturing, its usefulness was perhaps largely limited
to lowering the surface reflectance, rather than enhancing light-trapping. This is because
the typical commercial solar cells use an Al-alloyed back contact that develops a rough
interface, which has very low reflectance and allows most of the light to be transmitted into
the metal where it is absorbed. The light absorbed in the metal constitutes an optical loss.

Surface texture has been successfully produced by anisotropic chemical etching in
solutions of KOH or NaOH. It is known that texturing involves exposition of (111) crystal-
lographic planes, which yield pyramids on (100) wafers. However, good texturing requires
tedious process steps of developing a chemical composition containing silicates [11]. It
was fortunate that texture etching could be combined with saw-damage removal for a
low cost process. Recently, other texturing techniques have been developed that include
reactive-ion etching, mechanical scribing of grooves, and acid etching [12–14]. However,
none of these methods are suitable for thin-film solar cells because they produce deep
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Figure 8.3 Calculated MACD for Si solar cells with different texture shapes: perpendicular slats,
inverted pyramids, uniformly textured pyramids, chemically textured random pyramids and planar
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Figure 8.4 Sketches of various surface structures used in calculations shown in Figure. 8.3:
(a) chemically textured random pyramids; (b) uniformly textured pyramids; (c) inverted pyramids;
and (d) perpendicular slats

texture. A suitable approach for producing texture in TF-Si may be intrinsic to the use of
polycrystalline material. This method has worked well for transparent conducting oxides
used in thin-film a-Si.

Surface texturing naturally occurs in polycrystalline films deposited from a Si-
bearing gas phase, as well as in thin and thick films grown at or near the melting
point. Although exact mechanisms are not well established, texturing appears to be a
grain-boundary effect. In a gas-phase growth, the high-energy grain-boundary sites allow
migration of Si atoms away from the grain-boundary regions into the main grains, leading
to a loss of material (thickness of the Si film) in the vicinity of the grain boundary [15,
16]. In a melt regime, such as in the growth of Si ribbons, there are local variations in the
solidification temperature between the intragrain and grain-boundary regions. Because the
surface tension of liquid Si or Si at high temperatures is quite high, it has the tendency
to ball up at the free surfaces. This process results in grooving at the grain bound-
aries [17, 18]. Texturing is also observed in Si thin films crystallized by metal-induced
crystallization [19]. A natural formation of texture in a Si film can play an important role
in cost-effectiveness of TF-Si solar cells by obviating the need for a separate layer to
enhance light-trapping. Because texturing is related to the growth or deposition process,
it is important to note that texture shape and depth can change with a change in grain
size. Brief discussions of the effects of texture height and texture angle are given in the
next section. One of the drawbacks of texturing is that it greatly increases the surface
area, thereby increasing dark current and reducing VOC.

As pointed out in the previous section, interfaces (surfaces) attain a particularly
significant role in a TF-Si solar cell because, for a given solar spectrum, a thinner cell
has higher-generated carrier density near the surface due to enhanced light trapping. A
simple way to envision increased sensitivity to surface recombination is to examine the
distribution of absorbed photon flux in a thick wafer and a thin film. Figures 8.5(a)
and 8.5(b) compare the distribution of absorbed photon flux in a 300-µm wafer and a
10-µm thin film of Si, respectively. Both cells have front and back texture, with an
Al back-reflector. The texture heights for thick and thin cells are 3 µm and 0.6 µm,
respectively. It is seen that the thin cell has an absorbed photon flux density about 3
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Figure 8.5 Calculated photon flux absorbed within the thickness of a (a) 300-µm wafer; and
(b) 10-µm thin film. Both structures have double-sided texture and an Al back-reflector

times higher at each interface; implying that carrier generation at the interfaces of the
thinner cell is about three times higher. Consequently, for the same surface-recombination
velocity, the carrier recombination for the thinner cell will be 3 times higher. Therefore,
it is imperative that an efficient TF-Si cell design will minimize contributions from all
components of surface-related recombination.

It is important to recognize that there can be several contributions to the sur-
face recombination in a solar cell (in addition to that from the cell-air interface). These
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contributions include Si-metal (Si-M) interface(s) and edge leakage (e.g. from the mesa
edge). Many approaches are used to minimize the effective surface recombination at each
surface. A prudent approach to minimize the Si-M contact area (both at the front and back)
is through appropriate grid design. This consideration has led to the design of point-contact
and buried-contact cells [20, 21]. This feature will also minimize the shadow loss for the
incident light (except for back-contact cells). Another means of reducing the effect of
Si-M interaction on the carrier loss is to employ a minority-carrier reflector consisting
of a high–low field (such as n+/n or p+/p) under the metal. Several schemes have been
developed for forming the back contact of wafer-based cells that include either a partial
or total diffusion of the back surface. For a TF-Si cell fabricated by deposition, these
features can be accomplished by tailoring the dopant profile during deposition.

Surface passivation of unmetallized regions can be further improved by oxidation.
It has been shown that such passivation can reduce the surface-recombination velocity
to about 100 cm/s [22, 23] – values that are essential for high-efficiency TF-Si cells.
In wafer-based cells, passivation schemes are embodied in various configurations called
passivated emitter rear locally diffused (PERL) and passivated emitter rear totally-diffused
(PERT) as described in Chapter 7. Application of wafer-based passivation methods to
TF-Si solar cells may not be straightforward. For example, oxide growth at conventional
temperatures (>1000◦C) is not feasible for cells deposited on low-cost substrates like
glass. However, it has been shown that low-temperature oxides grown by rapid thermal
processing (RTP)-like processes can have excellent passivation properties [24]. Another
approach to produce effective surface passivation can be the use of low-temperature
plasma-enhanced chemical vapor deposition (PECVD) nitride. It is now well known that
SiN (or oxy nitrides) produces a positive charge at the Si interface that results in excellent
passivation characteristics for p-type Si [25, 26].

It is fruitful to briefly review some preliminary work that was instrumental in
establishing the advantages of TF-Si solar cell structures and promoting further research.
The capability of a thin cell to yield high performance with effective incorporation of light-
trapping and surface passivation was demonstrated by a number of researchers. Table 8.1
compares the cell parameters of three devices of different thickness. One of them is a
typical high-efficiency thick cell with light-trapping and surface passivation; the other two
are thin cells fabricated by different processes. These cells include light-trapping, as well
as oxide passivation. Figure 8.6 illustrates the structure of the devices.

The first device is a 44-µm-thick cell with n+pp+ structure [27]. Its surfaces are
not well passivated, but include a good light-trapping design. The second device is a
PERL cell fabricated on a 47-µm single-crystal, float-zone (FZ), wafer. The wafer was
chemically thinned, and NF3 was used during the oxidation step to reduce wafer-bending

Table 8.1 Parameters of two types of thin cells and comparison with
a thick cell

Structure Thickness
[µm]

VOC

[mV]
JSC

[mA/cm2]
Fill Factor

[%]
Efficiency

[%]

n+pp+ 44 643 35.3 75.8 17.2
PERL 47 698 37.9 81.1 21.5
PERL 400 702 41.2 81.2 23.5
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Figure 8.6 Structure of the test cells whose parameters are given in Table 8.1

due to oxide stress. The third device is also a PERL cell, but was fabricated on a 400-µm
FZ wafer, and its device structure is similar to the 47-µm device. Figure 8.6 shows the
structure of these devices. They include excellent passivation and light-trapping using the
PERL process and inverted pyramids, respectively. The performance of the 44-µm n+pp+
cell is considerably lower than that of the other two cells, primarily due to inadequate
passivation. Chapter 7 further discusses Si wafer–based solar cell technology. The results
shown in Table 8.1 clearly demonstrate the potential of thin Si cells.

The table shows that light-trapping in the 47-µm cell can yield a JSC that is only
3.3 mA/cm2 lower than that of the 400-µm cell. Comparing the two PERL cells shows
that it is possible to reduce the thickness by a factor of 10, and yet reduce the efficiency
only by 10% (23.5% vs. 21.5%). It is interesting to note that the JSC values of these cells
are very close to the theoretical values, indicating very efficient light-trapping and carrier
collection. From Figure 8.3, it is seen that inverted pyramids can produce JSC values of
38 and 39 mA/cm2 for cells having thicknesses of 44 and 47 µm, respectively. It is also
seen that beyond a 250 µm cell thickness, the JSC saturates at about 42 mA/cm2.

Another cell that illustrates the high performance capability of thin cells was
fabricated on a crystalline Si film made by zone-melting recrystallization (ZMR) [28].
Figure 8.7 illustrates the structure and processing sequence for ZMR cells. To minimize
substrate issues, a single-crystalline Si wafer was used as a support. A thin layer of SiO2

was deposited on the Si substrate as a stopping layer for impurity diffusion, and then a
60-µm-thick layer of poly-Si was deposited by a chemical vapor deposition (CVD) tech-
nique. The sample was then heated in vacuum by a line-shaped carbon strip, located just
above the sample, to about 1200◦C to recrystallize the poly-Si layer. A (100)-dominated
surface was obtained with a growth speed of 0.2 mm/s, and grain sizes of millimeter to
centimeter were reached. They achieved a high conversion efficiency of more than 14% for
a 10 × 10-cm cell with VOC = 608 mV, JSC = 30 mA/cm2, and FF = 78.1%, and 16%
for a 2 × 2-cm2 cell with VOC = 608 mV, JSC = 35.1 mA/cm2, and FF = 77.1%. These
results are quite impressive for solar cells fabricated on the poly-Si thin film obtained by
ZMR technology.
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Figure 8.7 A schematic of the structure of the ZMR solar cell with a 60-µm poly-Si active
thickness, and an illustration of the process steps involved in cell fabrication

Following the success of researchers who fabricated thin cells using conventional
technology of wafer thinning and device processing, several laboratories began investi-
gating alternate methods to produce thin films of Si in which production of Si film and
cell processing are compatible. Some of the considerations that went into the qualitative
cell design are identified below.

Efficient carrier generation. Thin Si films have an inherent drawback of being weakly
absorbing in a significant region of the solar spectrum. A well-known solution to this
issue is to incorporate light-trapping by creating surface roughness or texture. The initial
attempts at fabricating TF-Si cells relied heavily on this approach. In most cases, back
reflections were expected to come from refractive-index discontinuity at the backside
of the film and the film support. Some of the approaches resemble those used in a-Si
technology. But there are many issues that still remain unresolved about the light trapping
in thin films. Some of the details of light-trapping and its applications to thin cells are
discussed in the next section.

Efficient carrier collection. Although TF-Si cells are expected to perform well with poor
material quality, the minority-carrier diffusion length must still be longer than the film
thickness. An approach that can circumvent this restriction is to use a pin structure or
multiple junctions, in a manner similar to that in a-Si solar cells.

Mechanical support . A thin Si film, less than 10 µm thick, is not a self-standing structure;
it needs a support. Typically, two approaches may be used for supporting thin-film solar
cells: (1) the cell is fabricated on a temporary substrate that has suitable properties to
participate in the device processing, and it is then transferred or lifted off to a permanent
support. In this case, the cell fabrication itself can be done using conventional processes,



A REVIEW OF CURRENT THIN-FILM SI CELLS 317

and the permanent support can be a rather inexpensive material. The temporary support can
be a Si wafer, which is reusable for growing other Si films. A liftoff CLEFT (cleavage
of lateral epitaxial films for transfer) technique was originally developed for Ge- and
GaAs-based cells using zone-melting recrystallization [29–32]. This technique is very
successful, but is not warranted for a low-cost device. (2) A thin film of Si is deposited
on a permanent substrate and is then processed into a solar cell. To use conventional
processes, such a substrate must withstand high-temperature processing. For example,
several laboratories have investigated development of high-temperature glass, thermally
matched to Si [33, 34]. Alternately, newer processing methods must be developed that
are compatible with low-cost substrates.

The current techniques for TF-Si solar cell fabrication are diverse and use single-
crystalline, large-grain multicrystalline, or fine-grain microcrystalline Si films. Although
this distinction appears to be related to grain size, in reality, it separates the technologies
related to the growth of the film itself. The single- and multicrystalline Si films require
high temperature >800◦C, use of a Si substrate, some type of epitaxial growth, and/or sep-
aration from the substrate. The fine-grain films (µ-crystalline) are deposited on a low-cost
substrate typically at <600◦C. Thus, the approaches currently used in thin-film Si solar
cell fabrication can be categorized on the basis of processing temperature and substrates
used for depositing the thin film. These approaches include using a single-crystalline wafer
for deposition of a thin-Si layer, which is subsequently separated from it (or removing a
thin layer from a single-crystal wafer and transferring it to another substrate), depositing
thin films on a multicrystalline Si wafer, and using a non-Si substrate. Table 8.2 summa-
rizes various substrate types, processing approaches, and the cell efficiencies obtained in
the laboratory. Recently, a number of papers have reviewed approaches for TF-Si solar
cells [35–37]. Here, we have selected some approaches for further discussion and to
illustrate general requirements for design and processing of thin-film Si solar cells.

8.2.1 Single-crystal Films Using Single-crystal Si Substrates

This approach involves separating a single-crystal thin film from a single-crystal substrate.
Three techniques are currently being followed. One approach consists of generating a
porous-Si layer on a single-crystal substrate, which is then followed by epitaxial growth
of a thin film. The thin film is then separated from the substrate by chemically etching the
porous-Si interface. Figure 8.8 illustrates various process steps used for this approach [38,
39]. The best efficiency attained by such cells is about 12.5%. The parameters for the
best cell (4 cm2) are VOC = 623 mV, JSC = 25.5 mA/cm2, and FF = 79%.

The second approach that has been suggested is similar to the “smart cut” method
used in the microelectronics field for wafer-bonding [40, 41]. It involves implanting a
Si wafer with hydrogen and creating a defect interface below the surface, followed by
a separation of the surface layer. This technique has been used successfully to separate
thin (<1 µm) layers of Si, but may not be cost-effective for making the 10-µm-thick,
separable layers needed for solar cells. For the hydrogen atoms to penetrate such a
thick layer required for PV applications, requires a very high-energy implant. No single-
junction cells have been made using this approach. Recently, however, this approach
has been used for making stacked multijunction solar cells that use GaAs-based and
Si-based devices.



Table 8.2 A summary of various TF-Si solar cells [35–37]

Technique Institution Temperature
[◦C]

Substrate Processing Efficiency Remarks

ZMR Mitsubishi
Electric Co.

>1300 SiO2 on
MG-Si

LPCVD 50–60 micron
active layer, alkaline wet
etching, P in diffusion, H
passivation by ion
implantation, DARC,
backside etching for rear
electrode

4.2%, 100 cm2

(1993) 16.4%,
4 cm2

Recrystallization
speed = 1 mm/s

FhG-ISE >1300 Perforated
SiO2 on Si

No seeding, no texture,
no defect passivation,
interdigitated grid,
30 micron by thermal
CVD

6.1%, 4 cm2

(1996)
9.3% by Large-Area
Recrystallisation
(LAR)

>1300 Graphite Interdigitated grid,
reactive ion etching

11.0%, 4 cm2

(1997)
9.3% on ceramic,
>17% expected for
screen printing

SPC Sanyo Electric
Co.

600 Metal PECVD p-type a-Si:H
(SiH4), ITO sputtering,
evaporation of Ag finger
contacts

9.2%, 1 cm2

(1994)
10-um a-Si,
10–600 min
annealing

LPE Astropower Inc. ∼1000 Graphite
cloth

Gas phase P in diffusion,
PECVD H passivation,
photolithographic
contacts, DARC

13.4%, 1 cm2

(1994)
Si directly deposited
on substrate, active
layer = 80 µm

n/r POCl3, Al gettering, H
passivation, PECVD
SiO2 as ARC

14.6%, 1 cm2

(1996)
Film thickness
unknown

n/r n/r 16.6%, 1 cm2

(1997)
Record thin-film Si
on foreign substrate,
no vacuum process



CVD Univ. de
Neuchatel

200 Textured
TCO/glass

3.6-µm, µc-Si by
PECVD at 100 MHz
(SiH4), doping by PH3

and B2H6, ZnO/Ag back
contact

8.5%, 1 cm2

(1999) 13.1%
a-Si:H/µc-Si
10.7% (1999)

Deposition rate
<2 A/s, unstabilized,
stabilized (other
substrates possible)

IMEC >1000 p+ SILSO 20-µm film by thermal
CVD, DARC, no texture,
SiN passivation,
evaporated contacts

13.7%, 4 cm2

(1997)
No H passivation
11.6%, 7.6% on SSP,
10.3% on RGS,
13.2% on EFG

FhG-ISE >1000 Silicon
Sheets from
Powder
(SSP)

First deposition BSF,
30 micron by thermal
CVD, no texture, no H
passivation, SiN coating

8.00%, 4 cm2

(1997)
Dep. Rate
>l0 µm/min., 11.1%
on SiLSO, 17.4% on
FZ (inverted
pyramids, local
emitter, thermal
oxide)

Ecole
Polytechnique

150 Textured
TCO/glass

Polymorphous standard
p-i-n, 0.4–0.8 micron
i-layer.

9.30%, 0. 1 cm2 Mixed a-Si:H/µc-Si
matrix

Canon Co 200–400 n/r Standard n-i-p
structures, Ag/ZnO back
contact, >1 micron thick
i-layer, VHF PECVD.

7.4%, 0.25 cm2

(1999) 11.5%
a-Si:H/µc-Si

Stabilized results

Excimer laser
crystallization

Kaneka Co. <550 Glass Laser crystallization of
100-nm a-Si by PECVD
(B2H6/SiH4), followed
by n- and p-type µc-Si
and 6 micron intrinsic
poly-Si (all PECVD),
ITO front contact and
Ag fingers.

10.1% 0.25 cm2

(1997) 12.8%
a-Si:H/µc-Si
(1997)

Efficiency >14%
expected

Note: n/r = not reported (proprietary reasons); BSF: back surface field; LPCVD: low pressure CVD; TCO: transparent conducting oxide; RGS: ribbon grown on
substrate; EFG: edge-defined film-fed growth; ARC: antireflection coating; DARC: double layer ARC; SPC: solid phase crystallization; LPE: liquid-phase epitaxy
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Figure 8.8 A schematic of various process steps involved in the use of porous Si as a separa-
tion layer

The third technique, called epilift, consists of depositing an epilayer on a patterned
single-crystal wafer through a mask with openings along <110> directions [42]. The
masking layer is exposed in a mesh pattern; the lines are 2 to 20 µm wide and spaced
50 to 100 µm apart. The growth faces have an (111) orientation, and the layer has a
diamond cross-section giving it an antireflection texture. Figure 8.9 is a schematic of the
cell configuration. Although this approach appears to have been commercialized, to date
no cell performance has been reported.

8.2.2 Multicrystalline-Si Substrates

Thin Si films can be deposited on a multicrystalline Si (mc-Si) substrate by an epitaxial
process. The general objective is to use a low-cost, large-grain, cast-Si wafer, such as a
metallurgical grade feedstock, as the substrate and to deposit a high-quality thin layer on
it. The epitaxially grown layer would be low in impurity content, as well as in crystallo-
graphic defects [43, 44]. There is interest in the use of liquid-phase epitaxy, as well as
other vapor-phase deposition techniques for high-growth-rate. Some of the issues in this
method include impurity contamination from the low-cost substrate, different growth rates
of different grains, and prevention of substrate defects from propagating into the film.

One of the major problems in this method is that the solar cell is not amenable to
efficient light-trapping designs because the backside becomes a Si–Si interface with little
or no discontinuity in the refractive index for high reflectance from this interface.
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Figure 8.9 A schematic of the epilift process. Masking layer – Si3N4; epi layer is grown by LPE
process. Typical epi thickness = 20 µm

8.2.3 Non-Si Substrates

The cost advantages of thin-film Si are likely to be realized if the support for the thin
film consists of a low-cost substrate. Clearly, in this case, it is not possible to directly
deposit a crystalline or mc-Si film. Use of a non-Si substrate has gained some prominence
because of the recent success in depositing µc-Si on glass substrates at reasonably low
temperatures. However, there are a number of challenges in making such a device. These
challenges are related to both the design and the fabrication process(es) of the device.
A major issue in the device design is identifying method(s) for efficient light-trapping
that are compatible with a low-cost cell design. Theoretical calculations show that film
thicknesses of about 10 µm are sufficient to yield photocurrent densities of 35 mA/cm2 in
fairly simple thin film device structures [19]. Other issues of device design are related to
the carrier-collection approaches, such as the nature of junction(s), electrode geometry, and
electronic and optical reflectors. Finally, all of these aspects must be achieved compatible
with low-cost methods of cell fabrication.

A recent advance in Si-based thin-film technology has led to a new realm of thin-
film µc-Si solar cells. The Kaneka group has developed a cell configuration called Surface
Texture and enhanced Absorption with a back Reflector (STAR) [45, 46]. Figure 8.10
shows a sketch of the STAR cell. It consists of a glass substrate with a back-reflector
on which an n-type µc-Si film is deposited by the plasma CVD process. Next, an i-type
poly-Si film (typically 2 to 4 µm thick) is deposited at substrate temperature <550◦C;
this layer has no intentional doping, but is slightly p-type and has a carrier concentration
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Figure 8.10 Illustration of the structure of a STAR cell. The µc-Si I-layer is typically 2 to 3 µm
in thickness

Table 8.3 Measured I–V parameters of STAR cells of different
film thickness. The efficiencies are measured as the Aperture effi-
ciency, which includes metallization, and inside efficiency, which
excludes metallization area

Cell
thickness

JSC

[mA/cm2]
VOC

[mV]
FF
[%]

Total area
efficiency

[%]

Active area
efficiency

[%]

1.5 22.9 526 77.2 9.3 –
2.5 24.39 510 75.5 9.4 9.8
3.5 26.12 480 74.8 9.4 9.8

of about 1015 to 1016/cm3. This layer is followed by depositions of a p-type Si film, a
layer of ITO and an Ag-grid electrode. Some of the results obtained on the STAR devices
are given in Table 8.3. This approach has shown astounding progress, manifested in a cell
of about 10.4% efficiency, in a very short time. Initial theoretical calculations indicate
that 16 to 18% cell efficiencies are possible with moderate grain size and some novel
cell designs. It is important to note that the main part of the device uses an intrinsic
material based on an nip structure. As pointed out earlier, the drift field within the i-layer
can greatly increase the effective minority-carrier lifetime. However, because GBs exist
within this region, the structure is prone to shunting effects that can limit the VOC and
FF. It is interesting to note that although the JSC values increase with thickness, the VOC

values of the STAR cells decrease with increasing thickness. This behavior was explained
in the previous section in Figures 8.1 and 8.2.

A novel approach for obtaining high VOC could be to use thin-film material con-
sisting of a mixture of a-Si and µc-Si. Although the physics of the µc-Si phase within an
a-Si matrix is only beginning to be studied, it is likely that properties of such a composite
phase can be tailored to exhibit behavior of either species. Thus, an a-Si-rich phase in
the I-region can display higher VOC, whereas a µc-Si-rich phase can yield higher JSC.
Indeed, there appears to be some evidence of this behavior. Researchers from Institut fur
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Photovoltaic have fabricated TF-Si solar cells with a VOC = 600 mV and an efficiency of
10.2%, using a two-phase material with a ratio of a-Si: µc-Si of 4:6 [47, 48].

Recently, a new structure has been proposed at the National Renewable Energy
Laboratory (NREL) that integrates several processing advantages in the cell design and
overcomes many of the substrate problems [49–51]. Figure 8.11 is a sketch of the cell,
which consists of a p-type Si film, about 10 µm thick, deposited on a metal-coated glass
substrate. An n-type junction can be made by any conventional method, followed by an
AR coating and front metallization. As illustrated in the figure, the cell has texture on
both the back (Si-metal) interface and the front surface. Some other important features of
the cell are: (1) the thickness of the Si film is about 10 µm, with a preferred grain size
in the range of 10 to 50 µm; (2) it is double-side textured with an AR coating on the
front side, and the texture height is about 1 µm; and (3) the substrate material is low-cost
glass, which is isolated by a metal layer from the Si layer. The back metal (at the Si-glass
interface) has multiple functions – it serves as an optically reflecting back-electrode, a
gettering medium, and an interface layer to relieve the stress resulting from thermal
mismatch between the glass and Si.

Many cell designs use textured interface(s) and a reflecting back-electrode that is
directly located on the thin cell. A disadvantage of the reflecting metallic or conducting
oxide back-electrode is that it can lead to significant losses due to optical absorption.
However, this loss decreases with an increase in the film thickness. The mechanism of
metallic loss is discussed in detail later in Section 8.3.

Light

Glass substrate

Aluminum (back-contact reflector)

p-type silicon (10 µm)

n-type silicon (0.2 µm)

Antireflection coating

Figure 8.11 A schematic of the proposed thin silicon solar cell
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The primary aim of exploiting a thin cell is to lower the bulk recombination losses
that can lead to higher FF and VOC. However, this must be done in a way that promotes
good carrier generation and collection. Carrier collection can be a particularly difficult
problem in a µc-Si cell because of carrier recombination at the GBs and the small grain
size. The University of New South Wales (UNSW) has developed a multijunction cell
approach to overcome this problem. The multijunction approach, reminiscent of a-Si cell
designs, can circumvent the effect of poor material quality (i.e. short minority-carrier
diffusion length) by providing closely spaced collecting junctions. Although the details
of the cell material are not known, it is expected that the semiconductor film will consist
of hydrogenated microcrystalline silicon. Such a film consists of polycrystalline Si with
grain size typically <1 µm, hydrogenated grain boundaries, and material that contains a
significant amount of amorphous tissue in the film. Recently, UNSW group reported 7.2%
efficiency using this approach. Details of the device structure and processing methods
were not disclosed. However, it is believed that a PECVD technique is used for Si
deposition [52]. This type of material, deposited by plasma-assisted deposition, has been
used by the Neuchatel group in Switzerland [53], which has reported an efficiency of 12%.

8.3 DESIGN CONCEPTS OF TF-SI SOLAR CELLS

Like any other emerging technology, the fabrication of TF-Si solar cells has, to date, fol-
lowed empirical optical and electronic designs. The optical design aims at a high degree of
light-trapping, such that the effective optical thickness of the absorber is similar to that of
a much thicker wafer-based cell. It is generally known that one or more interfaces must be
rough or textured to produce effective light-trapping. The electronic design of a TF-Si cell,
particularly one using small-grain Si, is very difficult because such a structure has three-
dimensional nonuniformity. Later in this chapter, we will illustrate some preliminary cal-
culations using a software package that is currently being developed. However, qualitative
designs can be derived using lumped material parameters such as effective minority-carrier
lifetime, effective surface-recombination velocity, and absence of local shunting.

The material quality of a TF-Si cell should be such that the volume recombination
is significantly lower than its thick-cell counterpart. In a thin-Si cell, the carrier recom-
bination is expected to arise primarily from impurities, grain boundaries, and interfaces.
Impurity effects can be minimized by the use of Al gettering, whereas a large ratio of
grain size/Si thickness can minimize shunting effects of grain boundaries. A more difficult
task is that of interface passivation, particularly if the Si film is in contact with a substrate
material that may be conducting.

Unfortunately, cell design and processing are intimately connected. We will, how-
ever, attempt to consider a representative cell structure (that has nearly all the elements
of any TF-Si cell) and illustrate optical and electronic design concepts. The emphasis will
be on the physics and methods of designs. The cell structure we consider is illustrated
in Figure 8.12. It consists of a glass substrate coated with a layer of a metal such as
Al. A thin layer of p-type amorphous or fine-grained µc-Si film is deposited on the
Al-coated substrate. The deposited film may be grain-enhanced by using one of the tech-
niques described in the next section describing deposition techniques. In particular, it
must employ a technique that allows the substrate temperature to remain below its soft-
ening point. The grain-enhanced film forms the base region of the cell. The method of
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Figure 8.12 A sketch of the generic device structure used for cell design discussion

deposition for amorphous or µc-film is not critical to the grain-enhancement process,
and can be done by any technique that can produce high throughput and good material
quality. Thus, a variety of film-deposition techniques such as sputtering, PECVD, hot-
wire CVD, and photo-CVD can be used for Si deposition. The junction is expected to be
fabricated by a low-temperature process, such as the deposition of an n-type, µc-Si layer.
Use of low-temperature deposition technologies is a major difference between TF-Si and
the conventional wafer-based Si solar cells. In addition to maintaining the integrity of
the substrate and rear metal layer, a low-temperature process can minimize the diffusion
of dopant along grain boundaries. Other techniques that can exploit defect-engineering
concepts also have the potential of forming an n/p junction at low temperatures. An
important feature of the device configuration of Figure 8.12 is the interfacial Al film.
This layer functions as a multipurpose buffer layer. It participates in grain enhancement,
acts as an ohmic back contact, serves as an impurity-gettering layer, and provides back
reflection for effective light-trapping.

Qualitatively, one can identify various built-in features of the cell structure that
potentially can make it a high-efficiency design. These include the following:

1. An interfacial texture to promote light-trapping. Some details on the nature of the
texture, such as shape, height, and location(s) of the texture, are determined in the
next section.

2. The use of a backside optical reflector to enhance light-trapping.

3. A large grain-size-to-film-thickness ratio compatible with high VOC and FF. Large grain
size is obtained by solid-phase grain growth using photo-excitation (e.g. IR (infrared)
lamps, lasers, RTA).

4. A built-in impurity-gettering mechanism that can improve the material quality of
the deposited Si. It is common for thick Si wafer-based solar cell processing to
require advanced techniques, such as impurity gettering and hydrogen passivation.
The proposed structure offers a simple means of using Al gettering. As discussed in
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the next section, phosphorous diffusion and Al alloying are very effective impurity-
gettering methods.

8.3.1 Light-trapping in Thin Si Solar Cells

As pointed out earlier, a thin-film Si solar cell requires highly efficient light-trapping
designs to absorb a significant fraction of the incident sunlight and to minimize reflection.
Light-confinement approaches have been discussed in detail for wafer-based cells [54].
Here, we will concentrate only on thin cells. A true optical confinement (or light-trapping)
implies that once the light is transmitted into a wafer, the structure sustains the light
without transmission from the surfaces. In electromagnetic devices, this is referred to
as a guided wave. In thin dielectric films used as waveguides in integrated optics, the
guided waves use total internal reflection and some specific coherent features to achieve
this condition. In a solar cell structure, such modes are not possible. The modes of the
structure are radiation modes. Thus, light-trapping as used in solar cells is a misnomer.
However, it is supposed to imply relative enhancement of optical absorption over the
planar configuration. This necessitates two features of the structure: (1) capability of
increasing the optical path of the light transmitted into the cell, and (2) making the
structure asymmetrical, such that reflectance at two surfaces is different. An additional
requirement in a solar cell is to minimize the reflectance of the illuminating sunlight.

Antireflection (AR) coatings and front-side texturing can be used to fulfill this
goal. Choosing appropriate materials for AR coatings and designing the configuration
of the front-side texture are among the tasks for optical design of solar cells [55]. The
only way to enhance light-trapping in a terrestrial (completely illuminated) solar cell is
to use rough surfaces/interfaces instead of planar structures. An analysis of light-trapping
concepts using thermodynamic equilibrium conditions suggested that a semiconductor slab
with rough surfaces can produce an effective increase in the optical path by a factor of 2n2,
where n is the refractive index of the semiconductor [5]. The shape of the surface/interface
of the device will play a critical role in the light-trapping process. Finding the most
appropriate surface configuration that can maximize light-trapping is one of the major
goals of optical design of the solar cell. Depending on its morphology, a rough surface
can be either Lambertian reflective (a random roughness that causes scattering to follow
a (cos θ)2 distribution) or geometric reflective (textured surface having a feature size
larger than the wavelength of light). Only the surface/interface structure that is geometric
reflective will be investigated in this chapter. A number of software packages are available
for calculating absorption in a solar cell. These include Sun Rays, Texture, and PV
Optics [56–58]. Of these, PV Optics is the most general and allows investigation of
many features as will be shown later.

One of the important issues in a thin-film solar cell that is seldom considered for
thick cells is the metallic absorption loss. All solar cells need contacts, and in many
cases, contacts may be expected to serve as optical reflectors. For example, a-Si solar
cells use Al or Ag as part of the back-reflector. Unfortunately, a metal surface is not
totally reflective. Typical reflectance at an air–metal interface may be quite high, ∼90%
for Al and 95% for Ag. However, when such a metal is used in a solar cell, the metal
loss is enhanced. The reflectance at the semiconductor metal interface is lower than that
at the air–metal interface; the light that is transmitted into the metal is absorbed there,
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contributing to the enhanced loss. Furthermore, if the interface is rough or textured, the
area of the metal is increased contributing to a higher loss. In a good light-trapping cell
design, the light at the weaker end of the spectrum can encounter many reflections within
the cell. At each reflection, a part of the light incident on the metal will be absorbed
instead of being reflected back to the semiconductor. The photon loss due to metal will
become a severe problem when the thickness of the cell decreases and the number of
passes increases. Minimization of the metal loss is also an important task in the design
of the solar cell.

In this chapter, the optical-modeling software, PV optics, is used to discuss the
optical design of TF-Si cells. We use the example of a single-junction thin-film solar
cell illustrated in Figure 8.12. The results of a series of calculations will be presented
to provide information on the influence of various features of the cell configuration on
the optical properties of the device, which can help select the best configuration for
single-junction Si thin-film solar cells. It should be emphasized again that the optical
design of the cells is only an optimization process of the cell structure which was itself
determined by other design criteria. The results of the optical design can be very different
for different structures.

8.3.2 Description of PV Optics

PV Optics is an optical-modeling software developed by Sopori et al. at NREL [59]. This
software can calculate a variety of optical parameters for multilayer devices operating in
air or within an encapsulated module. These parameters include reflectance, transmittance,
distribution of absorbed photons in each layer, and integrated absorbance weighted with
an AM1.5 spectrum to determine the MACD for each layer. The method is the numerical
equivalent to shining a beam of light on the sample that has an arbitrary surface morphol-
ogy. This beam is split into a large number of beamlets that impinge on a small region of
the surface. Each beamlet is permitted to propagate within the sample, and we keep track
of its entire path while it undergoes reflection, transmission, and absorption. In this man-
ner, each beamlet bounces back and forth within the sample. The net energy absorbed at
each plane within the sample is determined. This procedure is continued for each beamlet
until the energy in the beam is reduced to nearly zero. This process yields the net reflec-
tion, transmission, and absorption in the device structure. PV Optics uses a combination
of ray and wave optics to suitably address thin and thick media, and metal optics.

In our calculations, MACD is used to evaluate the ability of the device to absorb
photons in the semiconductor layers. It is defined as the current density that could be
generated if every photon (in AM1.5 spectrum) absorbed in the semiconductor layer
would generate an electron-hole pair and this pair would contribute to current that is
collected by the external circuit. Another parameter, metal loss, is used to estimate the
amount of photons lost at the semiconductor/metal interface. Metal loss is defined as
the current density that could be generated if every photon (in AM1.5 spectrum) lost
at the semiconductor/metal interface would generate an electron-hole pair and this pair
would result in a current that is collected by the external circuit. Thus, better devices have
higher MACD and lower metal loss.

It should be pointed out that a metallic back-reflector requires a careful design,
because such a reflector is accompanied by a loss of photon flux caused by free-carrier
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absorption. The amount of the absorption loss depends on the texture parameters, the
thickness of the film, and on the metal itself. The approach for minimizing the reflector
loss in thin amorphous-silicon solar cells is discussed in several papers [60, 61]. Here we
use a similar approach to optimize parameters for the cell structure shown in Figure 8.12.

Figure 8.13(a–d) shows the calculated optical properties of the cells with the basic
structures shown in the inserts of these figures. The MACD and metal loss under different
conditions are also denoted in these figures. In this calculation, the thickness of the cell
considered is 10 µm and the back-contact metal is Al. The texture height is 1.0 micron.
From this figure, it can be seen that as long as either surface is textured, the MACD
of the device will be higher than that of double-side planar cells, even if metal loss is
higher in some cases. Another observation that can be made from these figures is that
the MACD will be improved more (about 30%) in double-sided textured or front-side
textured/backside planar cells. Double-sided textured cells will yield the highest MACD.
This conclusion suggests that double-sided textured or front-side textured structures should
be used in the design of solar cells. The important point is that it is more effective to
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Figure 8.13(a–d) Calculated reflectance (R), transmittance (T), and absorbance (A) of a sin-
gle-junction cell under different surface configurations. The cell structures are shown in the inset
of the figures. Absorber thickness = 10 µm. (a) Planar, (b) FTBP, (c) FPBT, and (d) DT
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scatter light entering the cell than at the back-reflection. The same conclusion has been
reached by other a-Si solar cell researchers [62, 63]. Another key observation is that any
textured surface, front or back, drastically reduces the reflection losses (note how high
they are in Figure 8.13(a) between 400 and 1000 nm).

Figure 8.14 shows calculated metallic loss (as mA/cm2) arising because of the Al
back-reflector as a function of the film thickness for three cases of the texture: (1) front-
polished and back-textured (FPBT), (2) front-textured and back-polished (FTBP), and
(3) double-sided textured (DT). These calculations assume an AR coating consisting of
710 Å Si3N4 and 100 Å of SiO2. It is seen that the metallic absorption is lowest for
back-polished configuration for all film thicknesses, and that all losses decrease as the Si
thickness increases because less light reaches the back contact.

To further understand the effect of thickness on various optical losses, Figure 8.15
shows the calculated values of reflectance, the Si absorbance, and the metallic loss as
a function of wavelength for two different values of the cell thickness. The cell struc-
ture, depicted in the inset, consists of front-polished and back-textured surfaces; the cell
thicknesses are 5 µm and 15 µm. From this figure, we can conclude that an increased
absorbance in the thicker Si film results not only from increased single-path absorption
but also because of a reduction in the metal loss associated with reduced energy impinging
at the back semiconductor/metal interface.

The details of light-trapping presented in Figures 8.13 to 8.15 provide insight into
various mechanisms that control dependence of JSC on the absorber thickness, and the
losses arising from metal contacts, for different texture configurations. We can now exam-
ine the influence of thickness of a single-junction Si cell on the MACD for different texture
configurations. Figure 8.16 shows the calculated MACD as a function of the Si-film thick-
ness for three surface configurations: FTBP, FPBT, and DT. The texture height used in
these calculations is 1 µm. It is seen that in all cases the MACD nearly saturates after
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Figure 8.16 Calculated maximum photocurrent generated in a cell with light-trapping involving
a metal reflector

the film thickness has reached about 10 µm. Furthermore, texturing at both interfaces
appears to be the most suitable cell configuration. Figure 8.16 includes experimental data
from Kaneka [45, 46]; the solid points show excellent agreement with calculated results.
One can deduce the effect of light-trapping by comparing JSC values in Figures 8.1 and
8.3 for the same thickness of the cell. In Figure 8.1, the thickness required to generate
a JSC of 34 mA/cm2 is 80 µm. However, the structures of Figure 8.16 can produce the
same values of JSC for a thickness of about 10 µm – a factor of 8 thinner.
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Figure 8.16 shows that the MACDs in FTBP and DT cells are much higher than
that of FPBT cells, although the metal loss of DT cells is not too different from those of
FPBT cells. It can be seen that, with proper optical design, the MACD tends to saturate
when the cell is in excess of 10 ∼ 15 µm. Thus, from the view of the optical designer,
the thickness of thin-film solar cells should be around 10 ∼ 20 µm to obtain maximum
benefit. Indeed, it is expected that 10 ∼ 20-µm-thick cells with proper light-trapping will
generate the same JSC as 300-µm-thick cells.

Several processing techniques that can produce texturing in the silicon solar cells
were mentioned earlier. They can produce texture with vastly different shapes. We will
now briefly discuss the influence of different texture shapes on the properties of thin-
film solar cells. For the pyramid-shaped texture pits, three parameters will control the
properties of the texture structure: the depth, the bottom angle, and the density of the
texture pits. A set of calculations is performed on the cell structure shown in Figure 8.13
using different texture configurations. The terminology used in the text is as follows: the
pyramid-shaped pits on the textured surface are simply called texture pits. The geometry
parameters of the texture pits, such as the depth and the bottom angle, are illustrated in
Figure 8.17. When the density of the texture pits is investigated, the ratio between the
area of the textured part and the whole area is called area ratio (in which the “area” of a
region is actually the length of the corresponding region).

8.3.2.1 Influence of the texture height on MACD

As pointed out earlier in this chapter, texture is typically generated by exposure of (111)
crystallographic planes that subtend an angle of 70.4◦ with each other. To investigate
the effect of the texture height on the photocurrent generation, we will assume that pits,
having a texture angle of 70.4◦, cover the whole surface of the cell. Calculated MACD for
a solar cell having a 10-µm-thick Si absorber is about 31 mA/cm2. This value is nearly
independent of the texture height (between 0.1 and 2 µm), when the bottom angle remains
unchanged. This indicates that very shallow texture pits can be used in the device without
degrading performance. This conclusion is important to the thin-film cell structure, which
will not accommodate deep pits.

8.3.2.2 Influence of the bottom angle of the texture pits on MACD

In a previous section, we mentioned that texturing produced by chemical etching will result
in a fixed texture angle. Many other ways of texturing have been developed recently for

Area ratio = S1/(S1+S2)

Bottom angle of texture pit

S2 S1

Height of the texture pit

Figure 8.17 The geometry and the terminology used in the texture shape study [19]
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wafer-based solar cells that use mechanical grooving and surface-shaping techniques. We
have also indicated that in deposited films, the texture angle can be related to the grain
size. It is useful to investigate the influence of the texture angle of the pits on the cell
performance. Here, we show results of calculations performed with PV Optics to study
the influence of texture angle on the cell current. We assume a 10-µm-thick absorber
layer, having a texture pit 1 µm deep on the front side while the backside is planar, and
we change the bottom angle from 60 to 120 degrees. Figure 8.18 shows the calculated
MACD as a function of the bottom angle of the texture pits. From these results, it can be
seen that MACD will drop by about 30% when the bottom angle changes from 60 to 120
degrees. It is important to point out that the dominant effect of changing the bottom angle
is to change the reflectance. Analysis of the reflectance spectra shows that the reflectance
increases with an increase in the texture angle (i.e. as the surface becomes smoother) in
the wavelength range of 0.4 µm to 0.9 µm. In this wavelength range, the reflectance is
primarily from the front surface. Therefore, to get better performance, “sharper” texture
pits should be used in the cell design. In wafer-based Si solar cell processing, sharp texture
is produced by reactive-ion etching (RIE). In the past, RIE texturing has resulted in cells
with lower VOC due to shunting. Such shunting results from breakage of the peaks and (or)
penetration of metal through the junction during processing. However, this technology is
now used commercially by some solar cell manufacturers.

8.3.2.3 Influence of density of the pits

In some processing techniques, the texture pits cannot cover the surface totally. This
example will investigate the relation between the optical properties of the cells and the
density of the pits.

Figure 8.19 evaluates the influence of pit density on MACD and metal loss. The
MACD increases as the fraction of texture pit area increases.
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8.3.2.4 Summary from optical modeling

From the analysis performed in the preceding sections, we can make some conclusions
about the structure of the thin-film solar cells:

1. The thickness of the cell should be 10 to 20 µm in order to get satisfactory JSC.

2. The best structure will be front-surface-textured/backside-polished or front-surface
textured/backside-textured.

3. The texture pits should be as sharp as possible, and should occupy the entire surface
of the cells.

8.3.3 Electronic Modeling

A generalized electronic model of a TF-Si solar cell should address features such as
nonuniformities arising from grain boundaries (GBs) and intragrain defects, as well as
detailed optical generation resulting from light-trapping, as illustrated in the previous
section. Clearly, this requires a 3-D modeling capability. 3-D modeling is also needed
to include metal contacts appropriately. Unfortunately, no modeling package suitable for
this purpose is available at this time.

There are two major problems in building an appropriate modeling software for a
polycrystalline Si device. First, it is difficult to model electrical fields, recombination, and
boundary conditions at GBs and other crystal defects (later we will show one approach
to handle fields associated with defects). Second, it is difficult to assign values to param-
eters associated with defects and GBs. This is because the grain-boundary parameters
depend strongly on the interactions of these defects with impurities. For example, clean
GBs have been found to have very little electron beam–induced current (EBIC) contrast
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which implies very little recombination. The contrast increases with increased impurity
segregation.

A good deal of preliminary understanding of the design of a TF-Si solar cell can be
acquired through modeling a single-crystalline TF-Si cell. Such a cell may be considered to
have uniform material properties, but inclusion of metallization can introduce large spatial
nonuniformities (because shadowing effects can be more pronounced in a thinner cell).
However, for a first approximation, 1-D analysis can yield reasonably accurate results.
In the beginning of the chapter, we used PV Optics and PC1D to show dependence
of JSC on the cell thickness and VOC on the thickness and the surface-recombination
velocity, respectively [64, 65]. Another electronic modeling package, used by most a-
Si cell designers, is AMPS (analysis of microelectronic and photonic structures) [66].
To date, PC1D is only a 1-D package and is valid for uniform, homogeneous material
without GBs or intragrain defects. Because PC1D does not include detailed light-trapping,
a good 1-D modeling would still require a combination of an optical model like PV Optics
and PC1D.

Accurate modeling of a polycrystalline TF-Si solar cell is complicated not only
because of GB issues but also because of a recently observed phenomenon known as
defect-clustering. It is observed that polycrystalline Si exhibits segregation of intragrain
defects into grains of some specific orientations. Thus, one is able to find grains of
zero-defect density adjacent to very heavily defected grains (defect clusters). The for-
mation of defect clusters in polycrystalline Si is attributed to relief of thermal stress
(produced during crystal growth or deposition) through dislocation generation by grains
having certain preferred orientations. These orientations have the lowest-yield stress for
the growth or deposition conditions [67]. When the defects are clustered, it is expected
that the potentials introduced by different defects may couple with each other if they
are close enough spatially, so that some second-order extra energy levels, or even an
energy-band-like structure, will be generated. But, unfortunately, there is so far no study
on this subject. As a result, modeling of TF-Si cells must include laterally nonuni-
form material.

A first-order approximate (but simple to handle) model for a polycrystalline TF-
Si solar cell is to regard cell performance as being controlled by the spatial variations
arising from changes in the grain-to-grain properties such as dislocation density. Each
grain can be assumed to be uniform. In this approximation, one can embed GB effects
into lumped series resistance that interconnects various grains through a network model.
This model was developed at NREL to predict the effects of spatial nonuniformities in a
large-area solar cell [68, 69]. Here, the total cell consists of a parallel combination of a
large number of smaller cells (in this case, each cell corresponding to a different grain).
The characteristics of each cell are determined by the local properties of that grain.

Figure 8.20 illustrates the network model. The solar cell is divided into an array of
diodes, where each diode is small enough to assume a uniform distribution of defects. Each
node in the matrix depicts a local cell, connected to other cells by a resistor representing
the series resistance. The series resistance arises from a number of sources that include
the sheet resistivity of the emitter in an n/p device.
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Figure 8.20 A network model of a solar cell showing voltage and current sources corresponding
to dark (indicated by subscript d) and illuminated (indicated by subscript L) conditions, and the
resistive components due to the sheet resistivity of the emitter

Current–voltage (I–V ) curves of a cell are synthesized using diode equations for
individual cells. For each cell, we can write the total current density, J , as

J = Jph − Jdark(V)

where Jph and Jdark(V) are the photogenerated and the dark-current densities, respectively.
The dark current of each local region of a known defect density, is described by

Jdark = J01{exp(eV/kT − 1)} + J02{exp(eV/2kT − 1)} + J03{exp(βV − 1)} (8.1)

The first two terms in the above equation are well-known expressions for represent-
ing band-to-band and midgap defect recombination respectively in a p-n junction (see
Chapter 3). The last term is added to include tunneling currents (as a generalized expres-
sion) that occur in heavily defected regions. These tunneling currents arise because of a
carrier-hopping mechanism, which is independent of temperature; here β is a constant
needed to fit the specific voltage dependence. Hence, a local cell element (i, j ) in the
matrix is represented by a current source comprising J01ij , J02ij , J03ij , and a correspond-
ing light-induced current density Jph,ij . For room temperature operation, the tunneling
current can be neglected. One can represent all current components of cell elements in
terms of nominal currents of defect-free devices. Accordingly,

J01ij = J01žAij ž exp(eV/kT − 1) and

J02ij = J02žBij ž exp(eV/2kT − 1) (8.2)

where J01 and J02 represent dark-saturation current densities in the nominal “defect-
free” device element. Aij and Bi ′j are the factors representing the ratio of dark current
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normalized by the nominal “defect-free” current for each component device. A finite-
element computer code, written in Microsoft Excel, is used to analyze the network.

Vij =
Fphij Iphnom − [Aij I01nom(eVij /a kT − 1) + Bij I02nom(eVij /b kT − 1)] + (

Vneighbors
)
/Rs

N/Rs
(8.3)

where Vij : Voltage at a node ij
Fphij : Fraction of short-circuit current at the node compared to nominal

defect-free short circuit current (<1)
I01nom , I02nom : Nominal short-circuit current per node

Aij , Bij : Fraction of dark currents at the node (>1)
Vneighbors: Voltage of the nearest-neighbor cells

N : Number of nearest-neighbor cells
Rs : Electrical resistance between cells.

This above network model allows the synthesis of the I–V characteristics of the
total cell. Here we will use this model to illustrate the influence of crystal defects on
the cell performance. We first consider a spatially uniform, defect-free solar cell; the
cell performance is limited by the material properties such as impurity content and the
minority-carrier lifetime. The values of various current components are assumed to be:
Jph = 35 mA/cm2, J01 = 3.6 × 10−6 mA/cm2, J02 = 4.5 × 10−10 mA/cm2. Because this
cell is uniform, all device elements in the network model of this cell are identical.
Figure 8.21 shows the I–V curve (dotted line) of the total cell. The parameters of the total
cell are VOC = 650 mV, JSC = 34.5 mA/cm2, FF = 81%, and Efficiency = 18.4%. Now,
we consider another cell with same material properties but having 20% of the area covered
by heavily dislocated regions. The network model of this cell consists of two kinds of
device elements. One similar to those of the defect-free cell, and the other representing
defected regions. The parameters for the defected device elements are determined from
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Figure 8.21 Calculated I–V curves of defect-free and defected cells (20% area with defects)
showing degradation due to defected regions
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experimental measurements, as Jph = 24.5 mA/cm2, J01 = 3.6 × 10−5 mA/cm2, J02 =
4.5 × 10−8 mA/cm2 [. . .]. These low-performing devices, constituting 20% of the total
device elements, are now randomly distributed in our network model. The resultant I–V
curve for the total cell is also shown in Figure 8.21 (solid line). The parameters of
the total cell with defects are VOC = 620 mV, JSC = 32.7 mA/cm2, FF = 75.8%, and
Efficiency = 16.7%.

It is seen that all the parameters of the “defected” cell are lower than that of the
“defect-free” cell. However, the major reduction is in the VOC and the FF. The reduction
in VOC is 30 mV whereas JSC is reduced by 1.45 mA/cm2. It should be pointed out that in
a “defect-free” cell, a reduction of 30 mV in VOC would require a large reduction in JSC

(in accordance with the cell equation). This disproportionate reduction in the voltage is
caused by increased recombination, which manifests as shunting, due to defected regions.
Such shunts represent sources of internal power dissipation within the cell. The network
model is directly applicable to multigrain solar cells, if the distribution of defects in
various grains is known.

The extent of influence of a GB on the photovoltaic properties of the grains consti-
tuting the GB depends on several parameters of the grains themselves. These parameters
include density of defects, barrier height, and the carrier density of the grains. In a small-
grain material, the grain size can be of the same order as the size of “influence” of a GB.
Thus, grains and GBs are modeled as regions with different properties. It is important to
note that each region (whether a grain or a GB) is characterized by defects. All grains and
the boundaries between adjacent grains can be modeled using categorization developed
by Chen [19]. This categorization of various grains (or regions) is based on the properties
of defects, summarized below.

Type I : These regions have very low defect densities and may be considered as standard
regions where the recombination of the majority carriers can be neglected, and the
density of extra charges introduced by defect levels is negligibly small.

Type II : The recombination of majority carriers can be neglected, but the extra charges
introduced by defect levels in these regions cannot be.

Type III : These are heavily defected, effectively “dead” regions in which almost all the
carriers (both majority and minority carriers) will recombine. In the modeling, the
details of carrier distribution inside this type of region are ignored because these regions
do not contribute any free carriers to the system. This type of region can include GBs
or other defect-rich regions such as heavily diffused emitters.

Type IV : A highly defected region in which a significant fraction of the majority carriers
recombine. As a result, the Fermi levels in this region will be different from the Type I
regions with the same doping concentrations. Because of the high density of defect
levels, it is likely that these regions also have extra charges.

In Type I regions, the electric field E(x, y) is 0. But in the regions of Type II
or Type III, which have extra charges, these charges will induce internal electric fields;
hence, E(x, y) will not be 0.

An important feature of the characterization of regions into four types is that it
includes defect-free regions, defected regions, as well as GBs. In particular, one can
appropriately define GB in terms of the properties of adjacent grains (see a later part of
this Section 8.3.3.1).
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Here, we will present some preliminary results of this model to illustrate the influ-
ence of material parameters, such as grain-size and grain-boundary recombination, on
cell performance. This model can also be used to study effects of material parameters on
the minority-carrier lifetime and carrier transport. We consider a sample with a columnar
(two-dimensional) grain structure, which may have many regions of different lifetimes
due to different defect distributions, separated by GBs. The sample is illuminated with
light to generate photocarriers. The procedure for solving the 2-D continuity equation,
subjected to appropriate boundary conditions, is discussed in References [19, 70, 71].
However, some physical insight can be gained by addressing the boundary conditions
involving different region types.

8.3.3.1 Boundary/interface conditions

Because we are dealing with multiregion samples, there are two different boundaries:
the surfaces of the entire sample and the boundaries between adjacent regions (grains)
in the sample. These will be referred to as boundary condition and interface condition,
respectively.

At the surface of the sample, the boundary condition is

D
∂n

∂ �n = Sn, (8.4)

where S is the surface-recombination velocity, �n is a unit vector, n is the concentration
of electrons, and D is the diffusion coefficient.

At the interfaces between different regions, the boundary conditions depend on
the types of the regions. The GBs between Type I or II regions can be treated as a
surface with specific recombination velocities. At the interfaces, the following interface
condition applies

n1 = n2 (8.5)

D1
∂n1

∂ �n − D2
∂n2

∂ �n = Sn1or2 (8.6)

Here, S is the “effective” surface-recombination velocity. However, if one of the grains is
heavily defected, Type III, its boundary will have a finite width due to the field extending
into the adjacent grain. This condition is illustrated in Figure 8.22. If the lifetimes of
electrons and holes are τe and τh, respectively, in the Type III region, we can extend the
algorithm of Fossum and Lindholm to the bulk region to express the electron current (in
p-type samples) at the edge of the interface space-charge region [72].

The interface between a Type IV and a Type I (or Type II) region can be treated
as a high–low junction because of their Fermi levels.

Because a solar cell involves an n/p junction for carrier collection, we must also
consider how the junction is influenced in different region types. The fabrication of such a
junction will influence the nature of the depletion regions, but all the equations developed
earlier, including boundary conditions, still apply in the quasi-neutral region (QNR) of
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Figure 8.22 The energy band model used for boundary-condition analysis around a Type III region

the n/p junction. However, the depletion space charge region (SCR) region in different
types of material need to be treated differently: SCR inside Type I regions should have
the same behavior as the SCR in a normal n-p junction. In Type II or Type III regions,
because there are extra charges (other than the dopant ions) and they are opposite to the
charges of dopant ions, the net total charge should be less than that in the region without
extra charges. The most apparent effect of the charges trapped in the p-n junctions may
be the change of the width of the depletion region. This change can be easily determined
by the Shockley model

WSCR =
√

2εsi(NA + ND − 2Nx)(Vbi − V )

e(NA − Nx)(ND − Nx)
(8.7)

where Nx is the extra charge density trapped in the Si. This value is the same for n-type
and p-type regions, because we assume that the density of defect-related energy levels is
the same in these two regions.

The calculation of the recombination current inside the space-charge region due to
the Type IV can also be done following the Fossum and Lindholm algorithm.

The resultant band configurations used for device analysis are illustrated in
Figure 8.23. The finite element method is used in this model. To limit the number of
variables in this calculation, we assume that all the grains are similar. This assumption
also brings other benefits to the calculation – since all the grains are similar, no net
carrier flow will exist between grains at steady state. Therefore, the current collected by
the device is just the summation of the current collected by each grain in the sample.

First, we will examine dependence of cell parameters, VOC and JSC, on the grain
size of µc-Si thin-film solar cells. Figures 8.24(a) and 8.24(b), show the calculated values
of JSC and VOC for two values of the GB interface recombination velocity, 100 cm/s and
1000 cm/s. The S-value of 100 cm/s corresponds to “clean” GBs. In practice, such a
low value of S is hard to achieve. The µc-Si for PV applications is likely to contain
impurities, which segregate at the GBs resulting in higher S-values. Thus, S = 1000 cm/s
represents a more realistic µc-Si. The other parameters used in these calculations are
given in Table 8.4. Here, G is the generation rate due to incident light and α is the
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Table 8.4 The parameters used in calculating the solar cell
characteristics

G

[s−1]
α

[cm−1]
D

[cm·s]
Junction

depth
n-doping p-doping

1018 100 50 0.5 µm 1018 1017

absorption coefficient. G = α × number of photons incident at the surface (photons/unit
area-second).

Calculated J–V curves, depicting the influence of grain-boundary recombina-
tion, are shown in Figure 8.25. Figure 8.25(a) is for a 5-µm-grain-size sample, and
Figure 8.25(b) is for a 0.5-µm-grain-size sample. It can be seen that, for larger grain size,
the recombination at the GBs will mainly degrade VOC, and not JSC. From Figures 8.24
and 8.25, it can be seen that the larger the grain size, the better the performance of the
device. However, the interface recombination has a strong influence on each parameter.
For low interface recombination velocity, when grain size is large (∼1 µm), a decrease
in the grain size will primarily degrade VOC and not JSC. However, for small grain size
(<0.5 µm), JSC will also decrease rapidly with a decrease in grain size. Because inter-
face recombination has a very strong influence on the device performance, passivation
of the GBs is very important for µc-Si thin-film solar cells. Furthermore, it can also be
concluded that, to get a device with satisfactory JSC and VOC, the grain size of a µc-Si
thin solar cell should be several microns.

8.3.4 Methods of Making Thin-Si Films for Solar Cells

The deposition techniques for Si films run the gamut from single-crystal deposition using
crystalline substrates to microcrystalline Si thin films on glass or steel foil. A variety of
techniques are now used for the deposition of thin films for solar cells [73, 74]. These
include RF and DC glow-discharge techniques such as plasma-enhanced CVD (PECVD),
hot-wire CVD (HWCVD), the electron cyclotron resonance CVD (ECRCVD), and other
microwave- and plasma-beam deposition methods. Of these, the PECVD system is well
suited to large-area depositions. Some of the newer techniques, such as ECRCVD, remote
plasma-assisted CVD, and HWCVD have produced materials with interesting properties
such as lower defect density, greater minority-carrier diffusion length, and lower hydrogen
concentration. Some of these techniques may hold promise for the future.

Today, commercial a-Si:H solar cells are mostly deposited in multichamber reac-
tors. Hydrogen incorporation is an important issue in the deposition of a-Si:H cells. A Si-
bearing gas, typically silane, is used as the process gas in a DC or an RF (13.56–200 MHz)
plasma in a pressure range of 0.1 to 1 torr. Typically, the deposition rates are 1–5 Å/s.
A material with good electronic quality requires a dense and a homogeneous network of
amorphous Si with minimum void density. These conditions dictate low deposition rates.
Hydrogen dilution appears to have a strong influence on the properties of a-Si. However,
a high hydrogen dilution rate is accompanied by a reduction in the deposition rate. Typ-
ically, VHF plasma excitation involves a source in the vicinity of 50 MHz. Operation
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Table 8.5 Grain-enhancement methods for already-deposited amor-
phous or fine-grain Si films. Temperature >600◦C cannot be applied
to low-cost glass substrates

Method Processing temp.
[◦C]

Processing time Metal
contamination

CVD growth 1000 >10 h No
Annealing 500 20–40 h No
ZMR 1200 Quick No
MIC <500 Quick Severe
LIC >1000 Quick No

LIC – laser induced crystallization; MIC – metal induced crystallization

in such a frequency range leads to higher deposition rates. See Chapter 12 for a more
complete discussion of a-Si materials and deposition techniques.

It is known that typical, low-temperature (<400◦C) CVD methods generally yield
fine-grain (<0.1 µm) Si films. The solar cells fabricated on such films exhibit shunt-
ing, low VOC, and poor carrier collection. Thus, it is imperative that a fine-grain (or
amorphous) Si film on a glass or some other low-cost substrate be grain-enhanced by
a low-temperature process. Table 8.5 gives a summary of the grain-enhancement tech-
niques currently used in thin-film µc-Si formation. The grain enhancement involves the
movement of GBs in an attempt to minimize the overall energy. A simple approach for
accomplishing this is to perform a high-temperature anneal. However, high temperature
(>600◦C) processing is not compatible with low cost substrates like glass. The processing
temperature can, however, be significantly lowered by a suitable choice of film properties
and processing conditions.

8.3.5 Methods of Grain Enhancement of a-Si/µc-Si Thin Films

The grain-growth phenomenon in a crystal is caused by the material’s effort to minimize its
excess Gibbs free energy from the presence of GBs by minimizing the total grain-boundary
area. GBs are a higher energy, nonequilibrium condition compared to a single-crystal
structure. Thus, any technique that applies sufficient energy to mobilize GBs will cause
grain enhancement.

(a) Annealing

When an a-Si film deposited on glass substrate is subjected to a thermal anneal for an
extended period of time, crystallization of the film occurs leading to an increase in the
grain size. The thin film remains in the solid phase during the whole process, which is why
this kind of process is also called solid-phase crystallization. The grain enhancement in
this process results from a movement of GBs activated by the heating. An increase in the
time or temperature, or both, can further promote the grain growth. The major drawback
of the thermal annealing process is that it requires a long time. A typical annealing
process will take 20 to 40 h [75]. The annealing time can be reduced somewhat if a
surface-textured substrate or doped a-Si layers are used. These methods accelerate the
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velocity of grain enhancement, either by introducing some kind of seeds or by activating
the grain-boundary movement.

(b) Metal-induced crystallization (MIC)

MIC of a-Si can be used to produce µc-Si with grains larger than those achievable either
by thermal annealing of a-Si or by direct deposition of µc-Si by plasma or HW processes.
If a-Si is deposited at low temperatures on substrates coated with certain metals, and then
heated to a temperature >300◦C, the a-Si film can be converted to µc-Si. Alternatively,
if the deposition of a-Si can be carried out at such higher temperatures on these metals,
one can obtain large-grain µc-Si films directly. Here the metal acts as a catalyst to
induce crystallization. The effects of several kinds of metals, such as Sb, Au, Al, and
In (which form eutectics with Si), and those of Pd, Ti, and Ni (which form silicides
with Si), have been studied. Al is a particularly interesting metal for solar cell because
it can offer other advantages, as described in this chapter. Earlier studies on very thin
(<1 µm) a-Si films found that Al-induced crystallization of a-Si could occur as low as
167◦C [76]. However, the grain size of the crystallized films was very small and the
annealing time required was between 10 and 60 min. This led to a conclusion that MIC
involves intermixing of metal with Si and the formation of a high concentration of metal
alloy in the amorphous/crystalline interface. Furthermore, it was found that the growth of
the crystalline phase would stop when no more metal is available.

Although the mechanism(s) involved in MIC are not well understood, it is generally
believed that nucleation requires a strong interaction between metal and Si [77–79]. These
interactions may involve a solid-phase diffusion or formation of an alloy or eutectic. For
solar cell applications, each of these mechanisms must be highly controlled. Incorporation
of high metal concentrations into the crystallized Si film poses a major limitation on
MIC technique. Typically, MIC-formed Si films have very low minority-carrier lifetime.
Solar cells fabricated on them can have severe shunting effects because some of the
metal segregates at the GBs. Two approaches have been attempted to overcome these
drawbacks in MIC films. One, use of metal-induced lateral crystallization (MILC), in
which crystallization is started from a metallized region and then extended laterally into
a metal-free area. Typically, Pd and Ni, have been used for MILC which yielded films
with a grain size up to several microns [80]. However, it is found that crystallized regions
away from the initial metal also have large concentration of metal.

The second approach is to use optical excitation instead of furnace annealing to
crystallize an a-Si film deposited on a metallic layer. Because the absorption of optical
energy within a Si film is not uniform, optical excitation can be tailored to produce an
absorption profile favorable for MIC. In particular, infrared excitation of an a-Si film,
deposited on an Al layer, will result in a peak in the energy dissipation near the a-Si-
metal interface. Thus, optical processing can initiate nucleation at the interface followed
by a grain-enhancement process. Initial work comparing thermal processing and optical
processing to achieve MIC of a thin layer of a-Si [81] showed that crystallization by
optical excitation occurs very rapidly and at temperatures as low as 200◦C – features
important for TF-Si solar cell fabrication. Optical excitation can initiate nucleation at
the interface and the crystallization propagates into the a-Si film. This process is also
accompanied by injection of point defects that promotes grain enhancement. Thus, optical
processing is a two-step process – a higher-temperature alloying to produce nucleation,
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followed by a lower-temperature vacancy injection to enhance the grain size and continue
conversion of amorphous to crystalline phase. Optical processing of the TF-Si samples
is done in a quartz furnace, with tungsten-halogen lamps fitted on one side. The sample
is illuminated from the a-Si side. The intensity of the light is controlled to provide a
predetermined intensity versus time profile including a slow ramp-up and ramp-down of
temperature.

Figure 8.26(a) is an XRD (x-ray diffraction) spectrum of a 3-µm film, deposited
by HWCVD at <100◦C on a Al/Cr-coated 7059 glass substrate, showing absence of
crystalline structure in the Si film. Only Al peaks are seen in the spectrum [82]. It may
be pointed out that it is necessary to deposit a thin layer of Cr on glass prior to deposition
of Al to improve the adhesion of Al. Figure 8.26(b) is the XRD spectrum of this sample
after optical processing at ∼480◦C for 3 min. An important feature of Figure 8.26(b) is
the presence of two preferred orientations – (220) and (111). One can also notice the
existence of a large Al peak due to unused Al. The initial Al thickness was 2 µm. Longer
times can also help increase grain size, however, because optical processing is a transient
process, its advantages diminish (approaching a thermal process), if the process times
are too long. This indicates that the crystallization of a-Si can happen very rapidly with
optical excitation processing technique.

If the deposition of a-Si on Al/Cr-coated substrates is carried out at temperatures
in excess of 300◦C, some crystallization and some (or total) consumption of Al can
occur during the deposition itself. Figure 8.27(a) is an XRD spectrum of a 2-µm, Si film
deposited by HWCVD at 500◦C showing the crystallization was strongly textured in (220)
direction. However, optical processing can further enhance crystallization. Figure 8.27(b)
shows an XRD spectrum of the same sample after optical processing at 480◦C for 3 min.
The intensity of the (111) peak becomes much stronger, and the intensity of (220) peak
increases more than 200%. The increase in (111) and (220) peaks could result from
formation of new grains of the preferred orientations, and/or (more likely) by enlargement
of the original grains during processing.

Additional results show that an increase in process time and/or temperature leads
to enhancement of grain size, while crystallization spreads over the entire thickness of
the a-Si film with two preferred orientations. However, there appears to be an “incubation
temperature” at which the grain enhancement begins. We have carried out studies to
investigate crystallization at different temperatures. The samples were optically pro-
cessed to change the maximum light intensity while keeping the process time constant.
Figures 8.28(a) and 8.28(b) show the intensity of XRD peaks for (111) and (220) orien-
tations as a function of process temperature. These results are shown for three (3 µm,
6 µm, and 10 µm) thicknesses of a-Si films deposited by HWCVD. The deposition tem-
peratures for these films are as follows: 3 µm at <100◦C, 6 µm at <250◦C, and 10 µm
at ∼500◦C. Each of the XRD measurements was made after calibrating the system with
standard reference samples. Hence, the intensities of the XRD peaks are representative
of the extent of crystallization in those specific orientations. From these plots, one may
also infer that thinner films can be crystallized more readily than thicker ones. Despite
the fact that the 6 and 10 µm films had some crystallization occuring during the deposi-
tion itself, the incubation temperature is lower for thinner films. This conclusion is also
supported by TEM (transmission electron microscope) results, which show that the initial
part of the optical process leads to a nucleation occurring over the entire interface. Then a
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Figure 8.26 XRD spectrum of a 3-µm-thick HWCVD a-Si film, deposited on Al/Cr/glass at about
100◦C (a) before optical processing; and (b) after optical processing at ∼480◦C for 3 min

crystallization front propagates away from the interface converting a-Si into crystalline Si.
These features can be seen in Figure 8.29(a), which is a TEM cross-section of a partially
crystallized Si film on a glass substrate. The film, 6 µm thick, was deposited at 250◦C
and processed for 3 min at 460◦C. The various regions of the structure are identified in
the figure. The largest grain size near the Al interface is about 0.1 µm and decreases
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Figure 8.27 XRD spectrum of a 2-µm-thick HWCVD Si film, deposited on Al/Cr/glass at about
500◦C (a) before optical processing; and (b) after optical processing at ∼480◦C for 3 min. A sig-
nificant increase in Si (220) compared to Si (111) orientation can be seen in (b)

toward a-Si. From this figure, it is clear that 3 min of optical processing time was not
sufficient to crystallize the entire film at 460◦C. Figure 8.29(b) is a TEM plan view of
the film showing distribution of grain sizes near the Si–Al interface.

Detailed profiling of Al across the crystallized films, done by SIMS (secondary
ion mass spectroscopy) and micro-X-ray, showed that in optically crystallized films the
Al concentration dropped by several orders of magnitude within about 1 µm from the
Al-Si interface [81, 83]. These results indicate that Al is required only for the initiation
of crystallization. After the nucleation, the crystallization front propagates into a-Si while
grain enhancement occurs in the crystallized film. It is believed that vacancy injection
from Al-Si interface is responsible for grain enhancement.

Investigation of the possibility of applying optically assisted MIC showed that
crystallization of a-Si can start at about 200◦C in less than 3 min. This crystallization
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Figure 8.28 Intensity of (a) Si (111) and (b) Si (220) peaks in the XRD spectra of processed
samples as functions of processing temperature. A “jump” of peak intensity around 490◦C can be
observed for the 10-µm-thick sample

becomes much stronger at temperatures close to 450◦C. By controlling the process
conditions, it is possible to confine Al to the vicinity of the Si–Al interface, leaving
the crystallized film (away from the interface) with a low Al concentration. In contrast,
thermally crystallized films have nearly uniform and high concentration of Al. Some films,
thermally processed at higher temperatures, may exhibit lateral nonuniformities because
of segregation into Si-rich and Al-rich phases.

The proposed explanation of the optically assisted, Al-induced crystallization and
grain enhancement of thick samples is as follows:

• Optical processing generates a nonuniform temperature distribution within the film
structure, especially at the Al-Si interface where energy can be locally absorbed, pro-
ducing a higher temperature spike.

• In high-temperature (>450◦C) optical processing, although the monitored film surface
temperature is lower than the eutectic point of an Al-Si system, melting in the local
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Figure 8.29 TEM photos of a partially crystallized Si film showing (a) start of nucleation and
grain growth from the Al interface in cross-section; and (b) grain size distribution near the Si–Al
interface in plan view

regions around the Al/Si interface may still occur. This local melting will induce crys-
tallization at the interface area, and this crystallization can be much stronger than the
crystallization caused by Al-Si intermixing at a solid phase.

• For thick samples, once the initial crystallization has occurred, it is possible to continue
crystallization and grain enhancement via injection of defects. It is believed that in this
process vacancies are injected into Si, especially when temperature is below 450◦C,
which can promote grain growth. This could suggest that following a high-temperature
dwell, the optical power could be reduced to stimulate grain enhancement.

One may think that a preferred approach for crystallization would be to deposit the a-
Si film at a higher temperature and then use optical processing. However, results to date
seem to indicate that the effect of optical processing is somewhat diminished, if the film is
deposited at higher temperatures. Thus, contrary to intuition, low-temperature deposition
appears to favor crystallization during optical processing. One may explain this behavior
by assuming that the formation of thick Al-rich alloyed layer retards vacancy injection.
More research needs to be done to understand behavior of point-defect injection.
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(c) Zone-melting recrystallization (ZMR)

In zone-melting recrystallization, a narrow zone on the surface of the sample is melted
with heating. The film is recrystallized by moving this melted zone around the surface.
A range of energy sources, including strip heaters, electron beams, and radio-frequency
(RF) heaters, have been used. Because the thin film is heated to the temperature around
the melting point of silicon (∼1200◦C), this method is not suitable for the crystallization
of an a-Si film on a normal glass substrate. For the other kinds of low-cost substrate (such
as metallurgical Si and carbon), preventing the impurity diffusion from the substrate to
the film is also a major issue. Ishihara et al. reported impressive results for solar cells
fabricated on poly-Si thin films obtained by ZMR technology [84].

(d) Laser-induced recrystallization

XeCl excimer laser recrystallization (ELR) and annealing (ELA) of a-Si has been studied
extensively in recent years. Although most works are concentrated on the use of this
method for thin-film transistor (TFT), it is also used for solar cells. The focused short-
pulsed laser beam is scanned over the a-Si or µc-Si thin film to heat the sample. In
laser recrystallization, depending on the power of the incident light, the part of the thin
film under illumination can be either in liquid phase (melted totally) or in liquid + solid
phase (partly melted), which will result in different grain sizes. It is interesting that the
grain size does not increase even though the temperature in the thin film is around the
melting point of Si. Because short-pulse laser is used, the temperature of the substrate
can be much lower than that of the film; this is a major difference between ZMR and
ELR. By placing a thin oxide and/or nitride layer between the substrate and a-Si, both
heat transfer from the thin film to the substrate and impurity diffusion from the substrate
to the thin film can be dramatically reduced. Other alternatives such as using prepat-
terned a-Si and multiple-step laser processing can improve the quality of the film. TFTs
fabricated on ELR films have yielded excellent overall performance [85]. At present,
solar cells fabricated on laser-crystallized Si have achieved conversion efficiencies close
to 9%.

Solid-phase crystallization processing using ELA combined with RTP is also
reported [86]. The ELA treatment can be at a temperature of 550◦C. Poly-Si thin films
with a grain size as large as several microns have been obtained.

8.3.6 Processing Considerations for TF-Si Solar Cell Fabrication

The performance of crystalline Si solar cells is strongly controlled by impurities and
defects in the material [87]. Although the quality of the starting material used for wafer-
based commercial Si solar cells is quite poor, the PV industry has developed solar cell
fabrication methods that improve the material quality during the cell fabrication. As
explained in the previous sections, one of the advantages of the TF-Si solar cell is its
partial immunity to the quality of the material. However, high-efficiency device fabrication
does require material quality and processing procedures that may not be compatible with
low cell costs unless careful consideration is given to minimizing impurities and defects.
It is prudent to include a brief discussion of the processing approaches used to ameliorate
deleterious effects of impurities and defects in the design and processing of TF-Si cells.
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Thus, it may be important to include impurity gettering and hydrogen passivation in TF-Si
solar cell fabrication [88–92].

The impurities of most interest in PV-Si are the transition metals (TM), particularly
Fe, Cr, and Ni. They are typically present in concentrations as high as 1014/cm3 in
the as-grown substrates. In the dissolved state, these impurities are highly mobile with
diffusivities close to 10−6 cm2/s at typical process temperatures [93]. They produce deep
level electronic states within the bandgap which act as efficient recombination sites. For
example, at room temperature, the interstitial iron (Fei) introduces a donor level at ET ≈
EV + (0.375 ± 0.015) eV. The hole capture cross section of interstitial iron can be written
as (in cm−2)

σp(Fei) = (3.9 ± 0.5) × 10−16 × exp
(
−0.045 ± 0.005 eV

kBT

)
, (8.8)

where kB stands for the Boltzman constant and T is the temperature. The electron-capture
cross-section of Fe at room temperature was measured as σn = 4 × 10−14/ cm2. Because
of near-mid gap energy and a large-capture cross-section, it is expected that Fe will
produce high-recombination or low minority-carrier lifetime.

TMs in Si also have the ability to form complexes with each other. For example,
B can form Fe–B and B–O pairs. B–Fe forms a donor level at Ev + 0.1 eV (σn =
4 × 10−13/cm2 at the room temperature) and an acceptor level at Ec − 0.29 eV. At low
injection levels, the recombination rate caused by the Fe–B pair is lower than that of
interstitial Fe. Recent studies have also shown that B–O pair formation occurs in some
solar cells. This effect is manifested as a decrease in the minority-carrier diffusion length
(MCDL) of the cell under sunlight. This mechanism has a pronounced effect of reducing
the efficiency of a Si solar cell.

Impurity gettering is used in microelectronic device fabrication to trap impurities
away from the active region of the device by oxygen precipitates. This leaves a very
clean, denuded surface region, while the impurities are driven into the bulk. For this rea-
son, it is often referred to as internal gettering. Because microelectronic devices use only
the near-surface region of the wafer, internal gettering works well for them. Solar cells,
being minority-carrier devices, use nearly the entire thickness for the device. Hence, it
is necessary to apply external gettering techniques to clean up the bulk of the material.
In external gettering, a surface region serves as a sink for impurities. Fortunately, phos-
phorous diffusion and Al alloying are some of the processes that have worked well for
efficient gettering in solar cells. Because these processes are extensively used in solar cell
fabrication for junction and contact formation, all Si solar cells experience a certain degree
of gettering. In a typical junction formation or Al alloying process, the Fe concentration
can be reduced by two orders of magnitude. Theoretical and experimental details of P
and Al gettering are reviewed in several papers [94, 95]. For a typical multicrystalline
Si wafer, P diffusion for formation of an n+p solar cell can lead to an improvement in
the average MCDL from a value of about 50 µm to 75 µm. This increase in the MCDL
is caused by removal of fast-diffusing transitional metal impurities from the bulk of the
substrate into the P diffused region. Similar results are obtained with the Al-alloying used
for formation of the backside p+ region and back metallization.
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Impurity gettering can also play an important role in fabrication of high-efficiency
TF-Si solar cells. The Si as deposited for TF-Si cells also contains high concentrations
of impurities. Although it is possible to deposit high-purity a-Si or poly-Si for laboratory
purposes, it is difficult to maintain “cleanliness” in a high-throughput deposition system.
In addition, low-cost substrates such as glass or ceramics will release impurities through
desorption or diffusion, which can contaminate the deposition system and the Si film.
Because of the small thickness of the Si film, gettering times can be short and/or process
temperatures can be low. A unique way to provide for impurity gettering in a TF-Si solar
cell is to include a layer of Al in the device structure (see Figure 8.12). Another approach
for low-temperature gettering may be to inject vacancies. Because the impurities that kill
minority-carrier lifetime are typically interstitial transition metals, a region of vacancy
injection can be a “sink” for the impurities. Sources of interstitial sinks can also be
interfaces (such as heterointerfaces), GBs, and other crystal defects. However, it has been
observed that such sites can lead to precipitation of metallic impurities. Because it is very
difficult to getter precipitated impurities, it is desirable to maintain impurity concentrations
below the saturation levels. Precipitated impurities form local shunts which can severely
degrade VOC and FF of the device.

Similar to impurities, defects are sites for high-carrier recombination, causing
degradation in solar cell performance. In a polycrystalline TF-Si solar cell, the domi-
nant defects are GBs and intragrain dislocations. In both mc-Si and poly-Si, one often
finds that intragrain defects segregate in certain preferred grains. Most solar cell process-
ing does not change the nature or density of crystal defects because these defects are
generally tangled, which prevents them from gliding. Like impurities, defects introduce
energy levels in the band gap. The nature of the levels in a real material is quite com-
plex, because the defects represent a host of defect configurations. Crystal defects always
appear to have detrimental effects on material quality.

Typical solar-cell processes do not fully remove impurities from Si. Even the
impurities that are readily gettered remain in the solar cell in significant levels and produce
strong harmful effects on solar cell performance. In addition to residual impurities, many
crystallographic defects are stable at the processing temperatures used. It is often observed
that defect concentrations remain essentially unaltered by solar cell processing. Therefore,
it is important to identify methods of dealing with the residual impurities and defects.
Fortunately, hydrogen passivation has proven to be a very valuable process to deal with
residual impurities and defects.

H is known to be electronically very active in Si, and it interacts with nearly all
impurities and defects. H saturates dangling bonds at interfaces, and at point and extended
defects, thereby reducing the carrier recombination and improving device characteristics.
H can also interact with impurities in Si. The nature of such interactions depends on
the type of impurities. For example, it can deactivate shallow dopants, both acceptor and
donor types, leading to changes in the resistivity of the wafer. Although this effect is
an undesirable feature for most cases, it can be used to reversibly alter dopant activity
and to form erasable p/n junctions in some future applications. Atomic H can interact
with metallic impurities such as Fe, Cr, Ni, Cu, and Au to reduce their effectiveness for
carrier recombination in Si. H interactions with O exhibit a very interesting behavior – it
appears that H diffusivity is lowered by the O, whereas the diffusivity of oxygen donors
is greatly enhanced.
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Introduction of H after impurity gettering can help improve solar cell efficiency by
as much as 3 to 4 absolute points. Generally, such a passivation results in a significant
decrease in the dark current and an improvement in the illuminated cell parameters.
However, the degree of improvement can vary significantly over the wafer in a manner
very similar to impurity gettering [96–98]. It has been determined that better-performing
regions improve more than the poorer regions. This behavior can be explained by the
dependence of H diffusion on the structure of defects, such as defect clusters and impurity
precipitation. The defects and impurities act as trapping centers for atomic H, reducing
its effective diffusivity [99–102].

Several methods have been used for incorporating H in solar cells. These include
ion implantation, plasma processing, and, more recently, a process in which hydrogenation
is combined with deposition of a Si3N4 layer by a PECVD process. The nitride layer is
used as an AR coating. Another advantage of the nitride coating is that the front metal
can be fired through the nitride using an RTP-like process, typically 800 to 850◦C for
about 10 s.

In a wafer-based cell, passivation of impurities and defects requires a deep dif-
fusion of H into the bulk of the solar cell. In addition, it is important that H interacts
with only those impurities that degrade device performance. For example, H should not
deactivate dopants because that would lead to a change in the resistivity of the device.
These considerations dictate a careful design of a hydrogenation process. A deep dif-
fusion of H may appear to be quite trivial because a high value of diffusivity of H in
Si is often assumed. However, the effective diffusion of H in Si is primarily controlled
by its defects and impurities. H can associate with impurities and defects to form com-
plexes, leading to “trapping” of H during its diffusion into Si – causing a greatly reduced
diffusivity of H at low temperatures (e.g. <400◦C typically used for hydrogenation by
plasma or ion implantation). To minimize the effects of trapping, it is necessary to use a
high-temperature process step. At higher temperatures, the complexes begin to dissociate,
causing the H to diffuse with intrinsic lattice diffusivity.

Trapping of H is also expected in poly TF-Si solar cells because of the abun-
dance of GBs. However, by incorporating suitable process design, the trapped H can be
released for impurity-defect passivation. This feature may be valuable for TF-Si solar
cells because many a-Si or poly-Si deposition techniques result in copious amounts of H
in the thin film.

8.4 CONCLUSION

The thin-film Si solar cell was envisaged during the infancy of solar-cell technology
as a potential candidate to reduce the amount of Si needed for an efficient solar cell.
Although it was recognized that the quality of the material needed for a TF-Si solar
cell does not have to be very high, experimental work on cell fabrication had to await
technologies in two different areas – a lift-off type of technology for making single-crystal
cells, and low-temperature processing of large-grain polycrystalline deposition to make
thin films on low-cost substrates. Clearly, this is just the beginning of thin-film Si solar-
cell technology, but there has been astounding progress in a very short time frame. In
addition to vigorous research, there is also interest in commercial production of such
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devices. Like any other technology, many methods for TF-Si solar cell production will
emerge. The lift-off approaches for potentially high-efficiency single-crystal cells are very
attractive. However, there are questions about the reliability of a technique that involves
mechanical transfer from one substrate to the other. Likewise, reuse of the single crystal
substrate is another issue.

The use of µc-Si seems to have a large potential because of being a true thin-film
technology that can use some established thin-film processes. Furthermore, it can also
derive benefits from ongoing R&D within the a-Si community. Because µc-Si is now
used in traditional a-Si cells for junction formation, there is considerable added interest in
studying deposition kinetics, phase transformation, and electronic and optical properties
of µc-Si. To date, the performance of µc-Si is clearly limited by the grain size (controlling
VOC and FF). The highest efficiencies are obtained by using nip structure, which offers
the advantage in achieving high currents. Higher voltages have been obtained using a
mixture of a-Si and µc-Si phases. Because of the similarities in a-Si cells and µc-Si TF
cells, there may be common features in module technology, too.

TF-Si solar cell technology will eventually compete with other thin-film technolo-
gies based on polycrystalline thin films of CdTe or CIGS (Cu(UnGa)Se2). It may be
argued that Si is a simpler material system and that its processing can be low cost com-
pared to compound semiconductors. On the flip side, it is believed that GBs in poly thin
films are “benign,” making these material systems easy to process. Clearly, there is much
more work to be done before such arguments can be resolved.

The TF-Si solar cell is an excellent solution to reduction in the use of Si and
achievement of high efficiency at low cost. Many problems need to be solved before this
technology can compete with existing solar cells, but the future looks very bright for
TF-Si solar cells.
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High-Efficiency III-V Multijunction
Solar Cells

J. M. Olson, D. J. Friedman and Sarah Kurtz

National Renewable Energy Laboratory, Golden, CO

9.1 INTRODUCTION

The large-scale use of photovoltaics is slowly becoming a reality. Small scale
(∼10–20 kW) power systems using Si solar cells now compete with fossil-fueled electric
generators for remote applications, where “remote” in the United States means less than
one kilometer from the electrical grid. The total worldwide solar cell production in the
year 2000 was 0.3 GW, mostly in the form of flat-plate Si solar cells. Compared to the PV
production capacity 20 years ago, this represents remarkable progress. Silicon solar cells
have reached efficiencies exceeding 20%, and the cost has been reduced to under $10/W.
However, in the context of world energy consumption, 0.3 GW is a miniscule number.
The problem is related to the diffuse nature of solar radiation. For example, to generate
1 GW of electrical power using Si solar cells requires an aperture area on the order of
107 m2. The main problem is not the land area, but the daunting task of producing 107 m2

of what has been termed solar-grade silicon, which in reality is virtually indistinguishable
from semiconductor-grade silicon. One solution to this problem is to use “concentrator
technology.” Here, lenses or mirrors focus the sunlight (usually the direct portion) on a
smaller solar cell. The concentration ratio can be as large as 200X to 300X for Si and
1000X to 2000X for a GaAs solar cell. At these concentration ratios, the cost of the cell
becomes less important than its efficiency. For example, a GaInP/GaAs/Ge tandem cell
with an efficiency of 34% at 1000X and a cost of $10/cm2 may be more cost-effective
than a Si concentrator cell with an efficiency of 28% at 200X and a cost of $0.50/cm2.
The trade-offs are complex and currently not well quantified, but it seems clear that
concentrator photovoltaics must be a dominant player if photovoltaics have to supply a
significant fraction of the world’s energy needs.

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
 2003 John Wiley & Sons, Ltd ISBN: 0-471-49196-9
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Figure 9.1 Schematic of GaInP/GaAs multijunction solar cell. When grown on a Ge substrate,
there is an option for introducing a third junction in the Ge substrate, thus boosting the voltage and
efficiency of the overall device. Dimensions are not to scale

It was in this context that researchers at the National Renewable Energy Laboratory
(NREL) conceived and began work on the GaInP/GaAs tandem solar cell more than
a decade ago [1]. A schematic of the cell is shown in Figure 9.1. The cell consists
of a GaxIn1−xP top cell (with a band gap of 1.8–1.9 eV) grown monolithically on a
lattice-matched interconnecting tunnel junction and a GaAs bottom cell. As shown in
Figure 9.2, for x ≈ 0.5, GaxIn1−xP has the same lattice constant as GaAs with a band
gap energy between 1.8 and 1.9 eV. Prior to this, several groups were working on tandem
device designs that theoretically should achieve efficiencies approaching 36 to 40% [2].
These included mechanical stacks of a high band gap top cell on a Si bottom cell and
monolithic combinations of AlGaAs, GaAs, and GaInAs or GaAsP on Si. However, the
mechanical stacks were viewed as too costly and cumbersome (perhaps prematurely).
The defects generated by the lattice mismatch between top and bottom cells in some
of the monolithic structures (i.e. GaAs and GaInAs or GaAsP and Si) were a problem
that could not be solved easily. The AlGaAs/GaAs tandem cell is lattice matched with
a theoretical efficiency of 36% [2]. However, the sensitivity of AlGaAs to trace levels
of oxygen in all growth systems and source materials made it difficult to produce high
yield and, thus, limited its use in a production environment. The novel NREL idea was
to trade manufacturability (i.e. lattice-matched top and bottom cells and oxygen-tolerant
device materials) for a slightly lower theoretical efficiency of 34%.

By most standards, progress was rapid (see Figure 9.3). Despite initial problems
with the growth of GaInP due to metalorganic chemical vapor deposition (MOCVD) and
complications associated with an anomalous red shift of the band gap energy, by 1988
reasonably good GaInP top cells could be fabricated [3–5]. In 1990, efficiencies greater
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than 27% one-sun air mass 1.5 global (AM1.5G) were achieved by changing the top-cell
thickness to achieve current matching [6, 7]. This tuning of the top-cell thickness can also
be used to achieve current matching under different solar spectra, for example, AM0 and
AM1.5direct (AM1.5D). Using this feature of the GaInP/GaAs tandem solar cell, NREL,
over the next three years, set records at AM1.5G with an efficiency η = 29.5% [8], at
160-suns AM1.5D with η = 30.2%, [9] and at one-sun AM0 with η = 25.7% [10]. Soon,
numerous laboratories around the world were studying this device, and the 29.5% record
was eventually eclipsed by researchers at the Japan Energy Corporation with an efficiency
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Table 9.1 Record solar cell efficiencies. Unless otherwise specified, the cells were fabricated from
single crystal materials and the measurements were two-terminal [12]

Cell Efficiency
[%]

Area
[cm2]

Intensity
[suns]

Spectrum Description

GaAs 25.1 ± 0.8 3.9 1 Global Kopin, AlGaAs window
GaAs (thin film) 23.3 ± 0.7 4.0 1 Global Kopin, 5-mm
GaAs(poly) 18.2 ± 0.5 4.0 1 Global Res. Triangle Inst. (RTI)

Ge substrate
InP 21.9 ± 0.7 4.0 1 Global Spire, epitaxial
GaInP/GaAs 30.3 4.0 1 Global Japan Energy
GaInP/GaAs/Ge 28.7 ± 1.4 29.93 1 Global Spectrolab
Si 24.7 ± 0.5 4.0 1 Global UNSW, PERL
GaAs 27.6 ± 1.0 0.13 255 Direct Spire
GaInAsP 27.5 ± 1.4 0.08 171 Direct NREL, ENTECH cover
InP 24.3 ± 1.2 0.08 99 Direct NREL, ENTECH cover
GaInP/GaAs/Ge 32.4 ± 2.0 0.1025 414 Direct Spectrolab
GaAs/GaSb 32.6 ± 1.7 0.053 100 Direct Boeing, four-terminal

mechanical stack
InP/GaInAs 31.8 ± 1.6 0.063 50 Direct NREL, three-terminal,

monolithic
GaInP/GaAs 30.2 ± 1.4 0.103 180 Direct NREL, monolithic
Si 26.8 ± 0.8 1.6 96 Direct Sunpower, back contact

of 30.3% [11]. The current record solar cell efficiencies for this device, along with the
record efficiencies of other multijunction devices, are given in Table 9.1.

In 1994, it was discovered that the GaInP/GaAs tandem cells had very good
radiation tolerance for operating in space. Kurtz and coworkers published results for
a GaInP/GaAs cell with η = 19.6% (AM0) after irradiation with 1-MeV electrons at a
fluence of 1015/cm2, [10] a standard radiation dose used to compare various solar cells.
This efficiency was higher than the beginning-of-life efficiency of an unirradiated Si solar
cell. These attributes soon attracted the attention of the commercial sector. Production
of GaInP/GaAs solar cells (on Ge substrates) began in 1996, and the first GaInP-/GaAs-
powered satellite was launched in 1997. Today, the production capacity for these tandem
cells is about 0.5 MW/year.

This chapter discusses the principles and operation of multijunction solar cells
fabricated from III-V semiconductor compounds and alloys, with a particular emphasis
on the GaInP/GaAs tandem cell. III-V semiconductors have several characteristics that
make them especially suitable for solar cells. A wide selection of these materials is
available with direct band gaps, and therefore, high absorption coefficients, in the ∼1- to
2-eV range of interest for solar cells; GaAs, with a band gap of 1.42 eV, and Ga0.5In0.5P,
with a band gap of 1.85 eV, are especially important examples. Both n- and p-type doping
of these materials are generally straightforward, and complex structures made from these
materials can be grown with extremely high crystalline and optoelectronic quality by
high-volume growth techniques. As a result, III-V cells have achieved the highest single-
junction efficiencies. Although these single-junction efficiencies are only slightly higher
than the impressive efficiencies achieved by the best silicon cells, the ease of fabricating
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complex III-V structures (including layers with different band gaps) makes possible the
creation of III-V multijunction cells with efficiencies in excess of 30%, exceeding that of
any single-junction device.

9.2 APPLICATIONS

9.2.1 Space Solar Cells

The higher efficiencies and radiation resistance of III-V cells have made them attractive
as replacements for silicon cells on many satellites and space vehicles. Over the years,
GaAs cells have replaced silicon cells on new satellite launches. The GaInP/GaAs/Ge
cells are integrated into modules very much like single-junction GaAs solar cells and
have the added advantage of operating at high voltage and low current, as well as having
excellent radiation resistance. They also have a smaller temperature coefficient than silicon
cells, which implies better performance under the operating conditions encountered in
space applications. Space applications of GaInP/GaAs/Ge and other III-V solar cells are
discussed in detail in Chapter 10.

9.2.2 Terrestrial Energy Production

The PV industry currently services a wide range of terrestrial applications, from power for
small consumer products to larger grid-connected systems. III-V solar cells are currently
too expensive for most one-sun applications. While satellites represent an example of
an application for which the extra cost is acceptable, for bulk electricity generation,
a concentration of 400 suns or greater may be needed to achieve an acceptable cost.
Concentrator cells and systems are discussed in detail in Chapter 11.

The use of GaInP/GaAs/Ge cells in high-concentration (e.g. 1000X) systems has the
potential of generating electricity at 7 cents/kWh [13]. The current space-cell production
capacity of ∼0.5 MW/year translates into a 1000X concentrator cell production capacity
of ∼0.5 GW/year. These solar cells have achieved a record efficiency of 34%, measured
at 210X under the AM1.5 global spectrum [14]. An outdoor module efficiency for a
linear (low X) concentrator has been reported in the range of 25.5 to 29% [15]. The high
efficiency, the projected low cost, and the ease with which production of concentrator
cells could be initiated with existing production equipment make terrestrial applications
attractive for these cells. Nevertheless, considerable industry investment will be required
to develop a product that is reliable. The specific issues associated with the development
of concentrator solar cells are discussed below.

9.3 PHYSICS OF III-V MULTIJUNCTION
AND SINGLE-JUNCTION SOLAR CELLS

9.3.1 Wavelength Dependence of Photon Conversion Efficiency

As a prelude to the detailed examination of the design and performance of multijunction
cells, it is useful to review briefly the fundamental factors that limit the efficiency of
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single-junction cells. Consider an ideal single-junction cell with characteristic band gap
Eg. A photon incident on this cell with photon energy hν > Eg will be absorbed and
converted to electrical energy, but the excess energy hν − Eg will be lost as heat. The
greater hν is in excess of Eg, the lower is the fraction of that photon’s energy that will
be converted to electrical energy. On the other hand, a photon of energy hν < Eg will
not be absorbed and converted to electrical energy at all. Thus, the efficiency of photon
conversion is a maximum efficiency at hν = Eg. Note that this maximum efficiency is
less than 100%; the maximum work per absorbed photon is calculated by Henry [16].

Since the solar spectrum is broad, containing photons with energies in the range
of about 0 to 4 eV, single-junction solar cell efficiencies are thus inherently limited to
significantly less than the efficiency with which monochromatic light can be converted.
The solution to this problem is (in principle) simple: rather than trying to convert all the
photon energies with one cell with one band gap, divide the spectrum into several spectral
regions and convert each with a cell whose band gap is tuned for that region. For instance,
suppose the spectrum is divided into three regions hν1 – hν2, hν2 – hν3, and hν3 – ∞,
where hν1 < hν2 < hν3. The light from these spectral regions would be converted by
cells with band gaps Eg1 = hν1, Eg2 = hν2, and Eg3 = hν3, respectively. The greater the
number of spectral regions allowed, the higher the potential overall efficiency.

9.3.2 Theoretical Limits to Multijunction Efficiencies

Henry has calculated the limiting terrestrial one-sun efficiencies for conversion with 1,
2, 3, and 36 band gaps; the respective efficiencies are 37, 50, 56, and 72% [16]. The
improvement in efficiency on going from one to two band gaps is considerable, but the
returns diminish as more band gaps are added. This is fortunate since the practicality of
a device with more than four or five junctions is doubtful. Note that the promise of the
multijunction efficiency improvements will not be realized unless the band gaps of the
multiple junctions are correctly chosen; this choice will be discussed below in detail. The-
oretical efficiency limits for multijunction devices based on thermodynamic fundamentals
are presented in Chapter 4.

9.3.3 Spectrum Splitting

The multijunction approach requires that incident photons be directed onto the junction
that is tuned to the photon’s energy. Perhaps the conceptually simplest approach would be
to use an optically dispersive element such as a prism to spatially distribute photons with
different energies to different locations, where the appropriate cells would be placed to
collect these photons. This approach is illustrated in Figure 9.4(a). Although conceptually
simple, in practice the mechanical and optical complexities of this scheme make it unde-
sirable in most circumstances. A generally preferable approach is to arrange the cells in a
stacked configuration, as illustrated in Figure 9.4(b), arranged so that the sunlight strikes
the highest band gap first, and then goes to the progressively lower band gap junctions.
This arrangement makes use of the fact that junctions act as low-pass photon energy filters,
transmitting only the sub–band gap light. Thus, in Figure 9.4(b), photons with hν > Eg3

get absorbed by that junction, photons with Eg2 < hν < Eg3 get absorbed by the Eg2

junction, and so on; in other words, the junctions themselves act as optical elements to
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two-, three-, and four-terminal connection to a two-junction cell. The figure shows the subcells
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distribute the spectrum to the appropriate junctions for multijunction photoconversion.
The band gaps must decrease from top to bottom of the stack. The stacked arrangement
avoids the necessity for a separate optical element such as a prism to distribute the spec-
trum. Also, even if the junctions are physically separate from each other, they can be
mechanically brought together into a relatively compact package, called a mechanical
stack. The stacked configuration requires, of course, that all the junctions in the stack
except the bottom one be transparent to light below their band gaps, which, in practice,
can set challenging constraints on the substrates and the back-contact metallizations of
these junctions through which sub–band gap light must pass. An elegant approach to this
problem, which has several other advantages as well, is to fabricate all the junctions, each
one atop the last, monolithically on a single substrate. This monolithic-stack approach will
be the emphasis of this chapter.

9.4 CELL CONFIGURATION

9.4.1 Four-terminal

There are several ways to connect power leads to the junctions comprising a multijunction
stack. These configurations, which provide for varying degrees of electrical isolation of
the subcells, are illustrated in Figure 9.4(c) for a two-junction stack. In the four-terminal
configuration, each subcell has its own two terminals and is electrically isolated from
the other subcells. This configuration has the advantage that it sets no constraints on the
polarities (p/n vs. n/p) of the subcells, or on their currents or voltages. However, the
terminals and the electrical isolation between subcells in the four-terminal configuration
would be very difficult to accomplish monolithically, because it requires a complicated cell
structure and processing. Generally, a four-terminal device is, of necessity, a mechanical
stack, whose complexities of fabrication and assembly make it a significantly less desirable
structure than the monolithic device.
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9.4.2 Three-terminal Voltage-matched Interconnections

In contrast, in the three-terminal configuration the subcells are not electrically isolated;
the bottom of each cell is electrically connected to the top of the cell beneath it. The
fabrication of a monolithic three-terminal device is relatively straightforward, although
more complex than the fabrication of a two-terminal device. The semiconductor structure
must be designed to provide a layer for contact to the intermediate terminal, and to
accommodate the processing steps necessary to put the intermediate terminal in place.
With this intermediate terminal, the different subcells in the stack do not have to have
the same photocurrents. Furthermore, in this three-terminal configuration, the different
subcells in the stack may have different polarities, for example, p/n for the top cell and
n/p for the bottom cell. Module-level interconnection of four- and three-terminal devices
is discussed in detail by Gee [17].

9.4.3 Two-terminal Series-connected (Current Matched)

The two-terminal series-connected configuration provides the most restrictions for inter-
connection of the devices. This configuration requires that the subcells be of the same
polarity and that the photocurrents of the subcells be closely matched, since in this
series connection the subcell with the least photocurrent limits the current generated
by the entire device. This current-matching constraint, about which more will be said
shortly, puts relatively tight constraints on the selection of band gaps for the various
junctions in this structure. Against these disadvantages, however, are critical advantages.
The existence of high-quality monolithic tunnel-junction subcell interconnects means
that these stacks can be made as monolithic two-junction structures with metallization
at the very top and bottom of the stack only. This, in turn, means that such devices
can be integrated into modules with the same simplicity afforded by single-junction
devices. The two-terminal, series-connected configuration will be the focus of the fol-
lowing sections, in which we analyze in detail the dependence of the cell performance
on the cell design parameters.

9.5 COMPUTATION OF SERIES-CONNECTED DEVICE
PERFORMANCE

9.5.1 Overview

This section discusses the quantitative modeling of the performance of series-connected,
two-terminal, two-junction devices. This analysis will provide the basis for a qualitative
understanding of the general trends in series-connected multijunction devices, as well
as the quantitative design of these devices. Emphasis is placed on selecting band gap
pairs and predicting the efficiency of the resulting structures. This modeling also lays the
groundwork for the analysis of the dependence of the device performance on the spec-
trum, the concentration, and the temperature. Although the emphasis is on two-junction
devices, we will occasionally extend the discussion to the analysis of a three-junction
device, GaInP/GaAs/Ge, which is of special interest due to its technical and commercial
success in space applications. Following the treatments of References [7, 18], we make
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simplifying assumptions, which include (1) transparent zero-resistance tunnel-junction
interconnects, (2) no reflection losses, (3) no series-resistance losses, and (4) junctions
that collect every absorbed photon, and whose current–voltage (J –V ) curves are described
by the ideal (n = 1) diode equation. Later, we relax assumption (2) to analyze the effect
of antireflection coatings; the relaxation of the other assumptions is straightforward, as
well. It should be noted that high-quality III-V cells have achieved 90% of these predicted
efficiencies.

9.5.2 Top and Bottom Subcell QE and JSC

The short-circuit current density (JSC) of each subcell is determined by the quantum
efficiency of the subcell, QE (λ), and by the spectrum of light incident on that cell �inc(λ)

in the usual way:

JSC = e
∫ ∞

0
QE (λ)�inc(λ) dλ (9.1)

The QE for an ideal cell of finite base thickness xb, emitter thickness xe, and depletion
width W (for a total thickness x = xe + W + xb,) is given by the standard equations [19]

QE = QE emitter + QE depl + exp[−α(xe + W)]QE base (9.2)

where

QE emitter = fα(Le)




�e + αLe − exp(−αxe)×
[�e cosh(xe/Le) + sinh(xe/Le)]

�e sinh(xe/Le) + cosh(xe/Le)
− αLe exp(−αxe)


 (9.3)

QE depl = exp(−αxe)[1 − exp(−αW)] (9.4)

QE base = fα(Lb)


αLb −

�b cosh(xb/Lb) + sinh(xb/Lb)

+(αLb − �b) exp(−αxb)

�b sinh(xb/Lb) + cosh(xb/Lb)


 (9.5)

�b = SbLb/Db, �e = SeLe/De, Db = kT µb/e,De = kT µe/e (9.6)

fα(L) = αL

(αL)2 − 1
(9.7)

The photon wavelength dependence is not explicit in these equations, but enters through
the wavelength dependence of the absorption coefficient α(λ). The quantities µb(e), Lb(e),
and Sb(e) are, respectively, the mobility, diffusion length, and surface recombination veloc-
ity for the minority carriers in the base (emitter); T is the absolute temperature. Later in
this chapter, we will illustrate the use of these equations in the analysis of real-world
III-V cells. However, in this section, we shall make the simplifying assumption that each
absorbed photon is converted to photocurrent, a remarkably good first approximation
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for high-quality III-V junctions. In this case, the QE depends very simply on the total
thickness of the device, x = xe + W + xb, as

QE (λ) = 1 − exp[−α(λ)x] (9.8)

because a fraction exp[−α(λ)x] of the incident light is transmitted through the cell instead
of being absorbed. [Although this last equation is self-evident, it can also be deduced from
equations (9.2)–(9.5) by setting S = 0, L � x, and L � 1/α.]

For sub–band gap photons, α(λ) = 0, and thus exp[−α(λ)x] = 1. The light �inc

incident on the top cell is simply the solar spectrum, �S. In contrast, the light hitting the
bottom cell is filtered by the top cell, so that the bottom cell sees an incident spectrum
�S exp[−αt(λ)xt], where xt and αt(λ) are the top-cell thickness and absorption coefficient,
respectively. Assuming that the bottom cell is thick enough to absorb essentially all of the
above band gap photons incident on it, we conclude that the short-circuit current densities
of the top cell, JSCt, and the bottom cell, JSCb, are given by

JSCt = e
∫ λt

0
(1 − exp[−αt(λ)xt])�S(λ) dλ, JSCb = e

∫ λb

0
exp[−αt(λ)xt]�S(λ) dλ (9.9)

where λb = hc/Egb and λt = hc/Egt are the wavelengths corresponding to the band gaps
of the bottom and top cells, respectively. The lower limit on the JSCb integral is 0, not
λt, because unless the top cell is infinitely thick, it will transmit some short-wavelength
photons to the bottom cell. Because the bottom subcell is filtered by the top subcell, JSCb

depends on both Egb and Egt, whereas JSCt depends only on Egt. Equation (9.10) shows
this dependence with special clarity in the case of an infinitely thick top cell. In this case,
exp[−αt(λ)xt] = 0 for all photon energies above Egt, so that the JSC equations become

JSCt = e
∫ λt

0
�S(λ) dλ, JSCb = e

∫ λb

λt

�S(λ) dλ (9.10)

9.5.3 Multijunction J –V Curves

For any set of m series-connected subcells (or, indeed, any sort of two-terminal element
or device) whose individual current–voltage (J –V ) curves are described by Vi(J ) for the
ith device, the J –V curve for the series-connected set is simply

V (J ) =
m∑

i=1

Vi(J ) (9.11)

that is, the voltage at a given current is equal to the sum of the subcell voltages at that
current. Each individual subcell will have its own maximum-power point {V mpi, Jmpi},
which maximizes J × Vi(J ). However, in the series-connected multijunction connection
of these subcells, the currents through each of the subcells are constrained to have the
same value, and therefore each subcell will be able to operate at its maximum-power point
only if Jmpi is the same for all the subcells, that is, Jmp1 = Jmp2 = · · · = Jmpm. If
this is the case, then the maximum power output of the combined multijunction device is
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the sum of the maximum power outputs V mpiJmpi of the subcells. On the other hand,
if the subcells do not all have the same value for Jmpi, then in their series-connected
multijunction combination, some of the subcells must necessarily operate away from
their maximum-power points.

The consequences of this last point are especially important when, as is the case
for high-quality III-V junctions, the subcells do not leak or quickly break down in reverse
bias. The adding of series J –V curves in this case is illustrated graphically in Figure 9.5,
which shows J –V curves for a GaInP top subcell, a GaAs bottom subcell, and the two-
junction series-connected combination of these two subcells. In this example, the bottom
subcell has a higher JSC than the top subcell; the top subcell is slightly shunted, to make
the illustration of its behavior at the tandem JSC easier to see. For any given value of
current, the tandem voltage satisfies Vtandem = Vtop + Vbottom, as can be verified by the
inspection of the figure. The region of current near the tandem cell JSC = −14 mA/cm2,
shown in expanded scale in the bottom panel of the figure, is of special interest. At
J = −13.5 mA/cm2, both subcells are in forward bias, with voltages only slightly less
than their respective open-circuit voltages (VOCs). As the magnitude of the current density
is further increased to −14 mA/cm2 and beyond, the bottom subcell remains in forward
bias near its VOC. At the same time, in contrast, the top subcell voltage becomes rapidly
more negative, so that at J = −14 mA/cm2, it has reached a negative bias of about −1 V,
equal in magnitude but opposite in sign to the top subcell’s forward bias of +1 V. At this
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Figure 9.5 Illustration of the addition of J –V curves for two series-connected subcells. The lower
panel is an expanded view of the current range in the vicinity of the current-limiting top subcell
JSC, showing how the tandem JSC is limited to the lesser of the subcell currents. The J –V of the
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value of current, the tandem cell is at zero bias; hence JSC. This behavior illustrates the
general principle that for subcells without significant leakage or reverse-bias breakdown,
the tandem JSC is constrained to be, to a very good approximation, the lesser of the
JSCs of the subcells. (Note that this current-limiting characteristic makes series-connected
multijunction cells of the type considered here much worse than single-junction cells for
conversion of narrowband spectra such as the light from a laser! The reader should try to
make sure to understand why this is the case.)

To model multijunction devices quantitatively, we need expressions for the subcell
J –V curves, Vi(J ). To proceed, we use the classical ideal–photodiode J –V equations
(neglecting the depletion region), [19]

J = J0[exp(eV/kT ) − 1] − JSC (9.12)

where e is the electric charge, and we have assumed that the diode ideality factor is 1.
An important special case of this is

VOC ≈ (kT/e) ln(JSC/J0) (9.13)

because, in practice, JSC/J0 � 1. The dark current density J0 is given by

J0 = J0,base + J0,emitter (9.14)

where

J0,base = e
(

Db

Lb

) (
n2

i

Nb

) (
(SbLb/Db) + tanh(xb/Lb)

(SbLb/Db) tanh(xb/Lb) + 1

)
(9.15)

and a similar equation describes J0,emitter. The intrinsic carrier concentration ni is given by

n2
i = 4McMv(2πkT/h2)3(m∗

em
∗
h)

3/2 exp(−Eg/kT ) (9.16)

where m∗
e and m∗

h are the electron and hole effective masses, and Mc and Mv are the
number of equivalent minima in the conduction and valence bands, respectively. Nb(e) is
the base (emitter) ionized-impurity density.

Each junction in a multijunction structure is described by eqs. (9.12)–(9.16); the
ith junction will have dark current J0,i short-circuit JSC,i etc, with a corresponding J –V

characteristic Vi(J ). Adding these Vi(J ) curves for the individual junctions gives the full
multijunction V (J ) curve of eq. (9.11). The maximum-power point {Jmp, V mp} can be
calculated numerically as the point on the V (J ) curve that maximizes J × V (J ). The
various solar cell performance parameters of interest can be extracted from the J –V

curve in the usual way; for example, VOC = V (0), FF = JmpV mp/(VOCJSC).

9.5.4 Efficiency versus Band Gap

To obtain concrete, numerical values for the cell performance, we need to choose numbers
for the material properties of the junctions. Reference [7] provides a reasonable model of
a two-junction n/p cell, in which the bottom junction has the properties of GaAs, except
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that the band gap is allowed to vary. The absorption coefficient is shifted rigidly with the
band gap so that it correctly goes to zero as the photon energy decreases below the band
gap energy. Likewise, for the top subcell, the model uses the material properties of GaInP,
again allowing the band gap to vary. The diffusion lengths at 300 K for the GaAs cell are
Lb = 17 µm and Le = 0.8 µm; for the GaInP cell, Lb = 3.7 µm and Le = 0.6 µm. For
simplicity, and to give results representing the maximum possible performance, all surface
recombination is taken as zero. The emitters for both subcells have thickness xe = 0.1 µm
and ionized dopant concentration Ne = 2 × 1018/cm3, and the bases for both subcells
have Nb = 1017/cm3. These values are comparable to those used in actual GaInP/GaAs
multijunction cells, which provide an optimal combination of high quantum efficiency,
low dark current, and low series resistance. Using this model, Figure 9.6(a) plots contours
of cell efficiency for a two-junction series-connected cell with infinitely thick subcells,
calculated for the one-sun standard AM1.5 global spectrum. Similar contours are shown
for a variety of spectra and concentrations by Nell and Barnett [20] and by Wanlass
et al. [18]. At the optimal band gap combination of {Egt = 1.75 eV, Egb = 1.13 eV} an
efficiency of almost 38% is predicted, well in excess of the 29% efficiency that the model
would predict for the best single-junction device.

Even at a bandgap combination of {Egt = 1.95 eV, Egb = 1.42 eV}, though well
away from the optimal bandgap combination, the efficiency is still much higher than the
best single-junction efficiency. This band gap pair was chosen for consideration because
the bottom-subcell band gap is the band gap of GaAs, while the top-subcell band gap is
only slightly higher than the 1.85 eV band gap obtained under typical growth conditions
for GaInP. But as Egt decreases from 1.95 eV to the GaInP band gap of 1.85 eV (with
Egb held at the GaAs band gap of 1.42 eV) the efficiency falls very rapidly, from 35 to
30%. This drop-off is due to the dependence of the top- and bottom-subcell photocurrents
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Figure 9.6 Contour plots of efficiency versus subcell band gaps for a series-connected
two-terminal two-junction tandem cell. Adapted from Kurtz S, Faine P and Olson J, J. Appl. Phys.
68, 1890 (1980) [7]. Panel (a) is calculated for the AM1.5 global spectrum, with an infinitely thick
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Figure 9.7 (a) JSCt and JSCb for an infinitely thick top subcell as a function of top-subcell band gap Egt

for a bottom-subcell band gap Egb = 1.42 eV. (b) JSCt and JSCb as a function of top-subcell thickness for
the AM1.5 global spectrum, with Egb = 1.42 eV and Egt = 1.85 eV. The subcells are current matched at
a base thickness of 0.7 µm. (c) The corresponding tandem-cell fill factor. (d) JSCt and JSCb as a function
of top-subcell thickness as in (b) but for the AM1.5 direct spectrum. The current-matching thickness is
significantly greater than that for the global spectrum

on the top-subcell band gap. As noted above, lowering the top-subcell band gap while
holding the bottom-subcell band gap constant increases the top-subcell JSC at the expense
of the bottom-subcell JSC. Figure 9.7(a) illustrates this for the case at hand by showing
JSCt and JSCb as a function of Egt for Egb = 1.42 eV. The JSC for the series-connected
combination of these two cells will be the lesser of JSCt and JSCb. The figure shows
that this quantity is a maximum at the current-matched band gap Egt = 1.95 eV, and
falls off rapidly as Egt decreases below 1.95 eV. This falloff in JSC due to the bottom
subcell limiting the photocurrent at low Egt is responsible for the corresponding drop-off
in the tandem-cell efficiency shown in Figure 9.6(a). This dependence of tandem JSC and
efficiency on Egt would suggest that a GaInP/GaAs cell would not have a useful high
efficiency. Fortunately, as will be discussed in the next section, this rapid drop-off of
efficiency can be greatly alleviated by thinning the top subcell.

9.5.5 Top-cell Thinning

Because the absorption coefficient α(hν) for solar cell materials is not infinite, a cell of
finite thickness will not absorb all the incident above band gap light. Some light will be
transmitted (especially at photon energies near the band gap where α is small); the thinner
the cell, the greater the transmission. Therefore, for a two-junction cell, thinning the top
subcell will reapportion the light between the two subcells, increasing the bottom-subcell
current at the expense of the top-subcell current. If, before thinning, JSCb < JSCt, then
the top subcell can be thinned to make JSCb = JSCt. Because the series-multijunction cell
current JSC is limited to the lesser of JSCb and JSCt, JSC and hence the cell efficiency
will be maximized when the top subcell is thinned to achieve this current matching.
Figure 9.7(b) illustrates this current matching for the tandem device under discussion,
for the case that Egt = 1.85 eV (GaInP) and Egb = 1.42 eV (GaAs). The tandem current
JSC ≈ min(JSCt, JSCb) is maximized at a top-subcell thickness of 0.7 µm, for which the
subcells are current matched. At this thickness, JSC = JSCt = 15.8 mA/cm2, or about 85%
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of what JSCt would be for an infinite-thickness top subcell. The ability of such a thin cell
to absorb such a high fraction of the incident light is due to the large absorption coefficient
of this direct gap material.

By comparison with the thinned top-subcell case, for an infinitely thick top subcell
the multijunction JSC would be determined by the bottom subcell at a current JSCb =
13.4 mA/cm2. This improvement in JSC on thinning the top cell results in a corresponding
improvement in the cell efficiency, from 30% to approximately 15.8/13.4 ∗ 30% ≈ 35%.
This estimate is only approximate because, as will be discussed below, top-cell thinning
affects the fill factor and VOC, as well as JSC. However, these are second-order effects,
and the approximation of scaling efficiency with JSC alone is quite good. We can see
this in Figure 9.6(b), which shows contours of cell efficiency vs. top- and bottom-subcell
band gap, for optimal top-subcell thickness. The figure confirms that the cell efficiency
at {Egt = 1.85 eV Egb = 1.42 eV} is about 35%. The figure also shows contours of the
optimal top-subcell thickness. The optimal thickness decreases with increasing Egb or
decreasing Egt, as required, to maintain current matching. The thick dashed line is the
contour of infinite top-subcell thickness; above this contour, the tandem-cell current is
always limited by the top subcell, whereas below this contour, thinning the top subcell
improves the tandem-cell efficiency. Comparing the optimized efficiencies to the infinite-
thickness efficiencies of Figure 9.6(a), we see that the top-subcell thinning greatly reduces
the sensitivity of the tandem efficiency on subcell band gap, in effect widening the range
of band gaps that can be selected.

9.5.6 Current-matching Effect on Fill Factor and VOC

The fill factor (FF) of the tandem cell depends on the top- and bottom-subcell photocur-
rents. Figure 9.7(c) shows the fill factor as a function of top-cell thickness, and thus
effectively as a function of JSCt/JSCb, for the device of Figure 9.7(b). The fill factor is a
minimum at the current-matched condition, an effect that holds in general for reasonably
ideal (nonleaky) subcells. This effect slightly undermines the efficiency gains that accrue
from the increase in JSC at the current-matched condition; however, the decrease in fill
factor at current matching is roughly half the increase in JSC. This dependence of fill
factor on the ratio of the subcell currents is important, because it implies that correctly
measuring the fill factor of an actual device requires correctly light-biasing the subcells.
This subject is discussed further in the chapter on measurements (see Chapter 16).

As equations (9.13–9.15) show, VOC also depends on cell thickness. Figure 9.8
shows how finite base thickness xb and base surface recombination velocity Sb affect the
VOC of a GaInP cell. These curves were calculated using equations (9.13–9.15), assuming
a bulk recombination velocity Db/Lb = 2.8 × 104 cm/s, a typical value for a GaInP cell.
The figure shows that for a cell with a well-passivated base, that is, Sb small enough that
Sb � Db/Lb, thinning the cell results in a meaningful increase in VOC. On the other hand,
for a cell whose base is so poorly passivated that Sb > Db/Lb, thinning the cell lowers
VOC. For the GaInP/GaAs tandem structure, with the thin top subcell required for current
matching, the passivation of the base of the top subcell is thus an important consideration
for the overall device efficiency. The passivation of GaInP surfaces will be discussed later
in this chapter.
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9.5.7 Spectral Effects

The amount of light distributed to each subcell, and thus, the photocurrents generated by
each subcell, is determined by the spectrum of the incident light. (See Chapters 3 and 16
for a more complete discussion of spectra and absorption.) Therefore, the optimal band
gaps and the optimal top-subcell thinning depend on the incident spectrum. Figure 9.6(c)
shows the efficiency versus top- and bottom-subcell band gap for the standard AM1.5
direct spectrum for the same two-junction device as was modeled for the global spectrum
in Figure 9.6(b). For a given bottom-subcell band gap, the optimal top-subcell band gap
Egt is lower for the direct spectrum than for the global spectrum. This difference arises
because the direct spectrum has less blue light than the global spectrum, resulting in a
diminished JSCt/JSCb; lowering Egt compensates for this by directing more light to the
top cell. Likewise, for a given Egt and Egb, the optimal top-subcell thickness is greater
for the direct spectrum than for the global spectrum. Figure 9.7(d) shows JSCt and JSCb

for the {1.85, 1.42} eV band gap pairing as a function of top-subcell thickness as in
Figure 9.7(a), but calculated for the direct spectrum instead of the global spectrum. The
thickness required for current matching is roughly 1.2 µm, significantly greater than the
0.7-µm current-matching thickness for the global spectrum. For comparison, the AM0
spectrum is even more blue-rich than the AM1.5 global spectrum, and the top subcell
would correspondingly be thinner, about 0.5 µm in thickness.

9.5.7.1 Spectral fluctuations

While the analysis above shows how to choose a top-cell thickness for a given spec-
trum, no one spectrum precisely represents the actual spectrum seen by a terrestrial solar
cell. Fluctuations in the spectrum with time due to the changing position of the sun in
the sky, and the changing atmospheric conditions, can be quite significant. The detailed
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implications for tandem-cell design are complicated [21]. In general, it is found that
series tandem cells are quite sensitive to fluctuations in air mass in particular. Fortu-
nately, efficiency at high air mass is relatively unimportant because the net power output
is small under these conditions. Overall, a well-designed multijunction cell is expected
to outperform a single-junction cell by a comfortable margin even when spectral fluctu-
ations are taken into account. (It is interesting to note that spectral fluctuations are less
of a concern for voltage-matched devices than for current-matched devices, because a
change in a subcell current is reflected only logarithmically in the corresponding change
in voltage.)

9.5.7.2 Chromatic aberration

A related issue of concern for series-connected multijunction cells is the chromatic aber-
ration of the spectrum that can be caused by the concentrating optics in concentrator
modules, especially the Fresnel lenses used by some concentrator configurations. Such
aberration will not only change the spectrum from the incident solar spectrum, but may
also result in a position-dependent variation in the spectrum across the receiver. It is
found that the detrimental effect of such spatial variations may be mitigated by making
the emitters of the bottom subcells highly conductive [22]. This aids current matching by
lateral conduction between adjacent areas of a cell.

9.5.8 AR Coating Effects

9.5.8.1 Introduction

Our discussion has so far assumed for simplicity that there is no reflection of the incident
light from the front surface of the cell. However, without an antireflective (AR) coating,
III-V cells typically have large reflectances on the order of 30% in the spectral region
of importance for converting the solar spectrum. AR coats can reduce this reflectance to
∼1%, but only over a limited spectral range; this limitation has important implications for
tandem-cell current matching. An examination of AR coating issues is therefore especially
important for III-V multijunction cells.

9.5.8.2 Calculation

For analyzing the effect of AR coating parameters on multijunction performance, it is
useful to have a realistic numerical model for the reflectance. Here, we use the relatively
simple model of Lockhart and King [23]. This model calculates the normal-incidence
reflection of a three-layer coating. Each layer is assumed to be lossless so that the index
of refraction nj of the j th layer, along with its thickness dj, fully characterizes the optical
properties of the layer. The layers are numbered j = 1 to 4, with j = 4 being the top
layer and j = 1 being the substrate. For example, for a two-layer MgF2/ZnS coat on
a GaInP cell with an AlInP window layer, layers 4/3/2/1 are MgF2/ZnS/AlInP/GaInP,
respectively. The reflection R as a function of wavelength λ is given by

R = |(X − 1)/(X + 1)|2 (9.17a)
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where

X = [n2(n3n4 − n2n4t2t3 − n2n3t2t4 − n2
3t3t4) + i n1(n3n4t2 + n2n4t3 + n2n3t4

− n2
3t2t3t4)]/[n1n4(n2n3 − n2

3t2t3 − n3n4t2t4 − n2n4t3t4) + i n2n4(n2n3t2

+ n2
3t3 + n3n4t4 − n2n4t2t3t4)] (9.17b)

and
tj = tan(2π nj dj/λ) (9.17c)

Although this approach incorrectly assumes that there is no absorption from the layers
of the top subcell, and completely neglects all the deeper layers in the cell stack, in
practice, it gives results that agree reasonably well with more rigorous approaches [24],
and it has the virtue of simplicity. The AR coating calculations that illustrate the following
discussion were done using equations (9.17). Note, however, that more complex problems
such as the calculation of backside AR coats needed for mechanical stacks require the
more rigorous formalism.

9.5.8.3 Current matching

Figure 9.9(a) shows the modeled reflectance for a GaInP cell with a MgF2/ZnS AR
coating, for several different combinations of the layer coating thicknesses [25], using
optical constants from the literature [26, 27]. The dependence of the reflectance on the
layer thicknesses can, roughly, be broken down into two parts, that is, the ratio of the
two thicknesses and the total thickness of each layer. Proper choice of the ratio, as for
the layer thicknesses in Figure 9.9(a), yields a reflectance with a flat, low, notch-shaped
minimum. With this ratio held constant, the total thickness of the coating determines the
position of the minimum, with increasing thickness shifting the notch position to lower
photon energy. The width of the notch is less than the solar spectral range, so regardless
of the position of the notch, the photocurrents of the subcells will be less than what they
would be for the ideal case of zero reflectance. Shifting the notch to higher photon energy
will send more light to the top subcell at the expense of the bottom subcell, and vice
versa; the AR coating thus affects the current matching in the cell. Figure 9.9(b) shows the
photocurrent of a GaInP(1.85 eV)/GaAs(1.42 eV) tandem cell as a function of ZnS/MgF2

AR coating layer thicknesses, for the AM1.5 direct spectrum. As the top-subcell thickness
increases, the optimal AR coating thickness increases, to compensate by directing more
of the light to the bottom subcell.

9.5.9 Concentration

Terrestrial application of high-efficiency multijunction solar cells is generally in con-
centrator systems, given the high solar cell costs. These types of cells are well suited
for concentrator operation, not only because of their high one-sun efficiencies, but also
because these high efficiencies can be maintained up to concentration levels exceed-
ing 1000 suns. This section discusses the adaptations needed for the one-sun devices
to be made suitable for concentrator operation, and describes the resulting concentrator
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Figure 9.9 (a) Calculated reflectance for a GaInP cell with a MgF2/ZnS AR coating, for several
different combinations of the layer coating thicknesses. (b) Calculated photocurrent (in mA/cm2)
of a GaInP/GaAs two-terminal tandem cell under the AM1.5 direct spectrum as a function of
ZnS/MgF2 AR coating layer thicknesses, for several different top-subcell thicknesses

performance to be expected from these devices. A detailed discussion of general issues
in concentrator PV is given in Chapter 11(see also Reference [28]).

9.5.9.1 Spectrum

Cells in a terrestrial concentrator module will be exposed to a spectrum containing sig-
nificantly less high-energy light than the AM0 spectrum to which multijunction devices
are exposed in space applications. This difference calls for the thickness of the terrestrial
concentrator top subcell to be greater than that of a space cell, to satisfy current-matching
requirements. As noted above, current-matching top-subcell thicknesses for GaInP/GaAs
tandem cells are on the order of 0.5 µm for the AM0 spectrum and 1 µm for the AM1.5
direct spectrum. In practice, the situation is not so simple, because the spectrum that a
terrestrial cell sees will vary as a function of time, and in most typical operating situations
will rarely be as blue-poor as the ASTM (formerly American Soc. for Testing and Mate-
rials) standard AM1.5 direct spectrum. The cell design also depends on cell temperature,
which will depend on the details of the module (and which, of course, will also vary
with time). Further discussion of these issues for multijunction concentrators is given in
Reference [29].
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9.5.9.2 Concentration dependence of efficiency

Equation (9.13) shows that, for each decade of increase in JSC due to a corresponding
increase in the incident light flux, VOC will increase by (kT/e) ln(10) = 60 mV for an
ideal n = 1 junction at 300 K. For a series-connected multijunction device, each junction
will contribute this amount to the net increase in VOC with concentration. This increase
in VOC gives a significant boost to cell efficiency with concentration, a boost that is rela-
tively greater for low band gap junctions. For instance, a two-junction GaInP/GaAs cell
with a one-sun VOC of 2.4 V will go to VOC = 2.76 V at 1000 suns for an increase of
15%, whereas a three-junction GaInP/GaAs/Ge cell with a one-sun VOC of 2.6 V will go
to VOC = 3.14 V at 1000 suns for an increase of 21%. For a cell with negligible series
resistance, the fill factor will also increase with concentration, although not in as numer-
ically simple a fashion as does VOC. The increase with concentration is proportionally
much less than that for VOC; the fill factor typically increases on the order of 1 to 2% as
the concentration is raised from 1 to 1000 suns, for the ideal case of no series resistance.

It is interesting to note that while series-connected multijunction devices maintain
their current matching with increasing light intensity (assuming that the spectrum does not
change), the increase in junction voltage with concentration means that voltage-matched
devices are voltage-matched only for a fixed concentration ratio.

9.5.9.3 Series resistance and metallization

In practice, of course, series resistance is unavoidable. The resulting J 2R power loss
scales as the square of the current, and thus eventually becomes a dominant factor for
the cell efficiency with increasing current. This series resistance will manifest itself as
a loss in the fill factor (and, at very high currents or for very high resistance, in JSC

as well). Series-connected multijunction cells, which distribute the spectrum into several
subcells and are thus inherently lower-current devices than single-junction cells, therefore
have a great advantage in minimizing J 2R losses at high concentrations. For example,
the GaInP/GaAs tandem operates at half the current of a single-junction GaAs cell, and
thus suffers only one quarter the J 2R loss for a given resistance and concentration.

Even with this low-current advantage of multijunction cells, in adapting a cell from
one sun to concentrator operation it may be well worth reducing series resistance. One of
the most vital adaptations of a cell design for concentrator operation is the front-contact
metallization. The series resistance of the cell depends on the density of front-contact grid
fingers [30]; a grid design optimized for 1000 suns will have a much higher density of
grid fingers than a one-sun grid. Grid-finger spacings of 200 µm or less are not unusual at
1000 suns. Naturally, decreasing the grid-finger spacing increases the device shadowing
and so decreases the current; thus, concentrator grid design involves careful trade-offs
of the shadowing versus the series resistance. Fortunately, with the sophisticated pho-
tolithography/evaporation/liftoff metallization processing used for high-efficiency devices,
grid-finger widths on the order of 3 µm, with height/width aspect ratios of two or more,
can be achieved. Such finger dimensions allow a very dense packing of high-conductivity
grids, while maintaining a reasonably low shadow loss.

An additional approach to decreasing the series resistance is to raise the emitter
conductivity in the top subcell (for monolithic two-terminal devices, there is no lateral
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conduction in the emitters of the other subcells, so only the top-cell emitter conductivity is
important). This may be accomplished by raising the emitter doping and/or the thickness.
Because doing so may decrease the quantum efficiency of the top subcell, increasing
the conductivity is a trade-off that must be made carefully. Achieving a sufficiently high
emitter conductivity is easier for n/p than for p/n devices, because of the higher majority-
carrier mobility in n-type material than in otherwise comparable p-type material.

At least as important to the concentrator operation of monolithic two-terminal mul-
tijunction devices is the necessity for tunnel-junction interconnects (TJICs) with low series
resistance, high peak tunneling currents, and low absorption losses. These considerations
are discussed in more detail later in this chapter.

9.5.9.4 Measured performance of GaInP/GaAs/Ge concentrator cell

The considerations of device performance versus concentration that we have just described
are well illustrated by the plot of efficiency versus concentration for the GaInP/GaAs/Ge
three-junction concentrator device, as shown in Figure 9.10. For concentrator operation,
this device incorporated adaptations to the top-subcell emitter conductivity, the grid-finger
spacing, and the top-subcell current-matching thickness. The VOC of the resulting device
increases with concentration at a rate quite near the ideal 60 mV/junction/decade. Because
of the low one-sun current and the low series resistance, the fill factor remains virtually
unaffected by series-resistance losses until several hundred suns concentration. At higher
concentration, the increasingly dominant series resistance causes the efficiency to roll off.
Note, however, that at 1000 suns, the efficiency is still well in excess of 30%.

9.5.9.5 Linearity

In measuring the concentration dependence of device performance, it is usually assumed
that JSC is linear with concentration, so that JSC can be used as the measure of the
concentration level. The assumption of linearity is generally considered to be quite good
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AM1.5 global spectrum [14]
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for III-V devices. Although a detailed discussion of linearity is outside the scope of this
chapter, it is worth mentioning because different degrees of nonlinearity for different
subcells in the device could lead to a crossover between top-cell-limited and bottom-cell-
limited performance as a function of concentration.

9.5.10 Temperature Dependence

To predict device performance at realistic operating temperatures, and to be able to inter-
pret measured device characteristics at these temperatures, it is useful to analyze the
temperature coefficients of these devices using the basic cell equations (9.1–9.16) [31].
We shall see that the current-matching constraint for series-connected multijunction cells
leads to effects in the temperature coefficients that are not seen for single-junction devices.

9.5.10.1 VOC

Because the series-connected multijunction VOC is simply the sum of the subcell VOCs,
the temperature coefficient dVOC/dT of the multijunction VOC is likewise the sum of the
dVOC/dT values for the subcells. Taking the GaInP/GaAs tandem cell as an example,
both the GaInP and GaAs subcells have dVOC/dT ≈ −2 mV/◦C. The tandem therefore
has dVOC/dT ≈ −4 mV/◦C [31]. Table 9.2 compares these temperature coefficients for
several types of cells. The GaInP/GaAs/Ge three-junction cell is seen to have a more
negative 1/VOC dVOC/dT value than the GaInP/GaAs two-junction cell, due to the contri-
bution of the low band gap Ge junction. However, going to high concentrations reduced
the magnitude of 1/VOC dVOC/dT , due to the increase in VOC with concentration.

9.5.10.2 JSC

Although the VOC temperature coefficients for the subcells of a series-connected multi-
junction cell are independent and additive, the multijunction JSC temperature coefficient

Table 9.2 VOC temperature coefficients at 300 K for multijunction
cells and their single-junction component subcells, assuming junc-
tion ideality factors n = 1. One-sun illumination is assumed except
as noted. Values are guidelines for comparison with actual cells, but
precise agreement should not be expected, especially for junctions
whose ideality factor deviates significantly from n = 1. For com-
parison, data are also shown for a passivated emitter rear locally
diffused (PERL) Si cell, which has a significantly lower temperature
coefficient than that of standard Si cells [32]

Cell VOC

[mV]
dVOC/dT

[mV/K]
1/VOC dVOC/dT

[%/K]

Ge 200 −1.8 −0.90
GaAs 1050 −2.0 −0.19
GaInP 1350 −2.2 −0.16
GaInP/GaAs 2400 −4.2 −0.17
GaInP/GaAs/Ge 2600 −6.0 −0.23
GaInP/GaAs/Ge (500 suns) 3080 −6.0 −0.19
PERL Si 711 −1.7 −0.24
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is more complex. Again taking the GaInP/GaAs tandem as an example, recall that GaAs
subcell JSC depends not only on the GaAs band gap but also on the GaInP band gap,
because the GaInP subcell filters the light to the GaAs subcell. When the tandem-cell
temperature is raised, the bottom-subcell band gap decreases, tending to increase its JSC;
at the same time, however, the top-subcell band gap also decreases, which decreases
the amount of light going to the bottom cell and thus minimizes the increase in the
bottom-subcell JSC with temperature.

The tandem JSC is limited by the least of the subcell JSCs. In general, these
subcell JSCs will not have identical temperature coefficients. For a tandem cell that is
nearly current matched, there will, therefore be a crossover temperature below which the
tandem JSC is limited by one subcell and above which the tandem JSC is limited by the
other subcell. Figure 9.11 illustrates this crossover for a modeled GaInP/GaAs tandem
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Figure 9.11 (a) Subcell and corresponding tandem-cell JSCs as a function of temperature for a
GaInP/GaAs tandem cell that is slightly top-subcell current limited at 300 K. (b) The corresponding
temperature derivatives dJSC/dT . As the cell temperature is raised above ∼340 K, the cell crosses
over from top limited to bottom limited, and dJSC/dT changes correspondingly. (c) Tandem-cell
fill factor temperature derivative dFF/dT . (d) Efficiency temperature coefficient dEff/dT
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cell that is slightly top-subcell limited at 300 K. The top-subcell JSC increases faster with
temperature than does the bottom-subcell JSC, leading to a crossover from top- to bottom-
subcell limited as the temperature is raised above 350 K. The tandem dJSC/dT likewise
crosses over from dJSCt/dT to dJSCb/dT .

9.5.10.3 Fill factor

Because the tandem-cell fill factor is determined more by the current-limiting subcell than
by the other subcell(s), the current-matching crossover has similar implications for dFF/dT

as for dJSC/dT . For the cell of Figure 9.11, the crossover from top- to bottom-subcell
limited causes dFF/dT to change, as shown in Panel (c).

9.5.10.4 Efficiency

Because the efficiency is proportional to VOC × JSC × FF, and dJSC/dT and dFF/dT

change in opposite directions as the temperature goes through the current-matched tem-
perature, dEff/dT is a relatively smooth function of temperature.

9.6 MATERIALS ISSUES RELATED TO GaInP/GaAs/Ge
SOLAR CELLS

9.6.1 Overview

In the previous section, we discussed the basic elements of a monolithic, multijunction
solar cell, such as that shown in Figure 9.1, including subcell band gaps and thicknesses,
metallization, and AR coating effects. We also assumed unity collection efficiency for all
photogenerated carriers, implying that component semiconductor materials, interfaces, and
junctions are virtually perfect. In practice, however, numerous intrinsic and extrinsic fac-
tors tend to limit the quality and performance of multijunction solar cells. In this section,
we review various aspects of real materials and devices, including issues associated with
their growth.

9.6.2 MOCVD

The GaInP/GaAs/Ge dual- and triple-junction solar cells are produced commercially in rel-
atively large volumes by several companies in the United States. These cells are fabricated
in large MOCVD reactors made by Emcore Corporation in the United States and Aixtron
in Germany. Although these devices can be grown by other techniques such as molecular
beam epitaxy (MBE) [33], the predominant growth technique is MOCVD and is, there-
fore, the focus of this section. A description of the basic MOCVD reactors used at NREL
can be found elsewhere [34]. Briefly, most of the results presented here are from layers
and devices grown by MOCVD using trimethylgallium (TMG), trimethylindium (TMI),
arsine, and phosphine in a Pd-purified H2 carrier gas. The dopants sources included H2Se,
Si2H6, diethylzinc (DEZ), and CCl4.
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9.6.3 GaInP Solar Cells

9.6.3.1 Lattice matching

One of the major advantages of the monolithic GaInP/GaAs/Ge solar cell is that it is com-
posed of semiconductors that are all closely lattice matched. The fabrication of such a
monolithic structure is achieved by the generic process of heteroepitaxy, the specific pro-
cess being MOCVD. Close lattice matching makes the job of heteroepitaxy much easier,
especially for chemically similar materials such as AlGaAs on GaAs. The heteroepitaxy
of lattice-mismatched materials is generally more difficult. The lattice mismatch is accom-
modated by nucleation and by propagation of dislocations in concentrations that depend
on the amount of mismatch and the thickness of the individual layers. These dislocations
are often centers for nonradiative recombination, in effect limiting the minority-carrier
lifetime or diffusion length, and ultimately the efficiency of the device.

The lattice constant of the semiconductor alloy GaxIn1−xP is linearly related to the
composition x by

aGax In1−xP = xaGaP + (1 − x)aInP (9.18)

where aGaP = 0.54512 nm and aInP = 0.58686 nm are the lattice constants of GaP and
InP, respectively (see Table 9.3). An epitaxial layer of GaxIn1−xP on GaAs with aGaAs =
0.565318 nm will be lattice matched to GaAs at 25◦C for x = 0.516 = xLM. The quality
of a thin, epitaxial GaxIn1−xP layer is relatively good for small variations of x around
xLM. This case is shown in Figure 9.12, in which a broad-spectrum photocurrent from
an electrolyte/GaxIn1−xP junction is plotted as a function of �θ (see Section 9.7.1).
The quantity �θ is measured by double-crystal X-ray rocking-curve diffraction and is a
measure of x [35]. If the thickness of the GaxIn1−xP layer is less than the x-dependent
critical thickness, then

�θ = tan θB

(
xaGaP + (1 − x)aInP − aGaAs

aGaAs

) (
1 + [νGaPx + νInP(1 − x)]

1 − [νGaPx + νInP(1 − x)]

)
(9.19)

Table 9.3 Lattice constants, force constants, and Poisson ratios for selected III-V binary
compounds. Values from Reference [37]

Material Lattice constant
[nm]

C11

[1010 N/m2]
C12

[1010 N/m2]
Poisson ratio, ν

AlP 0.546354
GaP 0.54512 14.12 6.25 0.307

14.05 6.203 0.306
InP 0.58686 10.22 5.76 0.360
InP 10.11 5.61 0.357
GaxIn1−xP [x = 0.516] 0.333
GaAs 0.565318 11.81 5.32 0.311

11.91 5.951 0.333
InAs 0.60583 8.329 4.526 0.352
Ge 0.5657906 12.89 4.83 0.273

12.40 4.13 0.250



384 HIGH-EFFICIENCY III-V MULTIJUNCTION SOLAR CELLS

10

8

6

4

2

0

J S
C

[m
A

/c
m

2 ]

−1000 0 1000

∆q
[arcsec]

1.881.861.841.821.801.78

Eg
[eV]

Compression <-|-> Tension

Theoretical variation
of JSC vs. ∆q (or Eg)

GaxIn1−xP
700°C
V/III = 140

Figure 9.12 Saturated photoelectrochemical current density of GaxIn1−xP as a function of the
lattice mismatch as measured by X-ray rocking-curve peak separation in units of arc seconds, or
equivalently as a function of the resulting Eg [35]. The growth temperature is 700◦C and V/III
ratio (PH3/(TMGa + TMIn)) is 140. The dashed line is included to guide the eye

where θB is the Bragg angle and νGaPx + νInP(1 − x) is the Poisson ratio for GaxIn1−xP
obtained from Poisson ratios for GaP and InP (see Table 9.3). (The Poisson ratio is
defined as the negative of the ratio of the lateral to the longitudinal strains under uniaxial
stress.) If the epilayer is fully relaxed, the last multiplicative term of equation (9.19)
goes to one. A plot of �θ versus x for GaxIn1−xP on GaAs for these two extremes is
shown in Figure 9.13(a). The critical layer thickness is simply the balance between the
coherent energy created by strain, the relief of this strain energy by the introduction of
dislocations, and the self-energy of dislocations. Below the critical layer thickness, the
lowest-energy state of the system is an epilayer with a lattice constant, in the plane of
the interface between the epilayer and the substrate, equal to the lattice constant of the
substrate. Above the critical epilayer thickness, the lowest-energy state is one composed of
some epilayer strain and some strain-relieving dislocations. The problem was first solved
by Matthews and Blakeslee [36]. The relationship between lattice mismatch and layer
thickness is shown in Figure 9.13(b).

Referring to Figure 9.12, for �θ = 0, the critical layer thickness is infinite and JSC

is a measure of the intrinsic minority-carrier transport quality of the epilayer in the absence
of misfit dislocations. The solid line with negative slope is the theoretical variation of JSC

with �θ . For �θ < 0, the epilayer is In-rich (x < xLM), and its band gap is lower than
that of lattice-matched GaxIn1−xP. Hence, JSC increases with decreasing �θ . For �θ > 0,
the epilayer is Ga-rich (x > xLM). At first, JSC decreases with increasing �θ in line with
the In-rich portion of the curve, but then falls off rapidly with increasing �θ . The critical
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�θ at which this occurs is a function of kinetic factors including the layer thickness,
growth temperature, and growth rate. Experimentally, the critical �θ also depends on the
sign of �θ as can be seen in Figure 9.12. Indium-rich material is under compression. It is
generally more difficult (and takes longer) to generate misfit and threading dislocations in
compressively strained material compared to material under tension; hence, the difference
in strain-relaxation behavior. Intuitively, the critical layer thickness for compressively
strained material will generally approach that of tensively strained material as the growth
temperature is increased and/or the growth rate is decreased. This behavior is relatively
common. Note that this is contrary to the theoretical calculation shown in Figure 9.13(b).
This calculation considers only the equilibrium state of the epilayer; the sign of the strain
is, therefore, immaterial.

The thickness of the GaxIn1−xP top cell for most conditions will be on the order
of 1 µm or less. From Figure 9.13(b) this would imply that the critical lattice mismatch
should be less than 2 × 10−4 or |�θ | ≤ 50 arcsecond. There are several factors that tend
to increase or decrease this tolerance limit such as the following:

• Material lattice matched at room temperature is lattice mismatched at growth tempera-
ture. This is due to a difference in the thermal expansion coefficients between GaxIn1−xP
and GaAs (see Table 9.4). For kinetic reasons, it is probably more important that the lay-
ers are lattice matched at growth temperature. A layer that is lattice matched at a growth
temperature of 625◦C will exhibit a lattice mismatch of �θ ∼ −200 arcsecond at room
temperature [38], or alternatively, a layer that is lattice matched at room temperature,
would exhibit a �θ = 200 arcsecond at 625◦C. Because it is easier to introduce misfit
dislocations at high temperatures, it is probably better to grow the layer lattice matched
at the growth temperature. Hence, a ±50 arcsecond tolerance at growth temperature
would yield a room temperature tolerance of −250 < �θ < −150 arcsecond.

Table 9.4 Important properties of Ge, GaAs, and GaInP at 298 K

Ge GaAs GaxIn1−xP AlxIn1−xP

Atoms/cm3 4.42 × 1022 4.44 × 1022

Lattice constant [Å] 5.657906 [37] 5.65318 [37] = aGaAs for = aGaAs for
x = 0.516 x = 0.532

Energy gap [eV] Indirect 1.424 [37] Disordered Indirect
0.662 1.91 [41] 2.34
Direct Direct
0.803 [37] 2.53 [37]

Density of states
Conduction band

NC [cm−3]
1.04 × 1019 4.7 × 1017

Valence band
NV [cm−3]

6.0 × 1018 7.0 × 1018

Intrinsic carrier con-
centration [cm−3]

2.33 × 1013 2.1 × 106

Linear coefficient of
thermal
expansion [K−1]

7.0 × 10−6 [37] 6.0 × 10−6 [37] 5.3 × 10−6 [38]

6.63 × 10−6 [38]
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• As mentioned above, material grown under compression is usually more stable to
relaxation than material under tension, allowing one to err more toward negative values
of �θ .

• Because of dynamical scattering effects, the measured �θ for a thin (≤0.1 µm) epi-
layer will be less than that of a thicker layer with the same composition and lattice
mismatch [39].

• The value of �θ for epilayers grown on nonsingular (100) substrates is not unique,
but depends on the orientation of the substrate with respect to the X-ray beam. The
effective �θ is the average of two measurements of �θ . The first measurement is made
in the conventional manner; the second measurement is made with the sample rotated
by 180◦ [40]. For vicinal substrates close to (100), this effect is small, usually ∼10%
at misorientation of 6◦; however, for {511} substrates, the effect is closer to 50%.

9.6.3.2 Optical properties of GaInP

9.6.3.2.1 Ordering in GaInP

Prior to 1986, it was generally assumed that the band gap of a III-V ternary alloy semicon-
ductor such as GaxIn1−xP was a unique function of the composition, and most publications
showed GaxIn1−xP, lattice matched to GaAs, as having a band gap of 1.9 eV. However,
in 1986 Gomyo et al. [42] reported that the band gap of GaxIn1−xP grown by MOCVD
was usually less than 1.9 eV and depended on the growth conditions. In a subsequent
paper [43], they showed that the band gap shift was correlated with the ordering of Ga
and In on the Group III sublattice. The ordered structure is CuPt-like, with alternat-
ing {111} planes of Ga0.5+η/2In0.5−η/2P and Ga0.5−η/2In0.5+η/2P, where η is the long-range
order parameter. Perfectly ordered GaInP (η = 1) would be composed of alternating {111}
planes of GaP and InP. The first theoretical treatments of ordering in GaxIn1−xP were
put forward by Kondow and coworkers [44] using the tight binding theory, and by Kuri-
moto and Hamada [45] using the “first-principles” Linearized Augmented Plane Wave
(LAPW) theory.

The functional relationship between the band gap’s change, �Eg, and the order
parameter for GaInP was first published by Capaz and Koiller [46]:

�Eg = −130η2 + 30η4 (in meV) (9.20)

A more recent result [47] suggests that

�Eg = −484.5η2 + 435.4η4 − 174.4η6 (in meV) (9.21)

The effects of various growth parameters on the ordering and the band gap of
GaxIn1−xP have been studied extensively. The band gap of GaxIn1−xP is a function not
only of the growth temperature, Tg, but also of the growth rate, Rg, the phosphine partial
pressure, PPH3, substrate misorientation from (100), and the doping level. Some of these
effects are illustrated in Figure 9.14. Although the behavior is very complicated, there are
a few characteristics that stand out. For example, for substrates that are closely oriented to
within a few degrees of (100), the band gap of GaInP, using typical values for Tg, Rg, and
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Figure 9.14 Band gap of GaxIn1−xP versus Tg (from 600 to 725◦C) and substrate misorientation

PPH3, is closer to 1.8 eV than 1.9 eV. One can obtain band gaps closer to 1.9 eV using
extreme values for Tg, Rg or PPH3, but the material typically suffers in some other way,
for example, minority-carrier diffusion length, composition, or morphology. The most
straightforward way to obtain higher band gaps is by using substrates that are strongly
misoriented from (100) toward {111}. The {111} surface in the zinc blende system is the
Group III terminated surface and is often referred to as (111)A. Substrates misoriented
towards (111)B generally enhance the degree of ordering. When growing on Ge there is
no distinction between A and B misoriented substrates, and it is typically very difficult to
control the A/B character of the III-V (GaAs or GaInP) epilayer. Hence, the easiest way
to obtain high band gap GaInP on Ge is to use misorientation angles larger than about
15◦, coupled with high Rg, moderate Tg, and low PPH3.

There are other material properties that are affected by ordering, including optical
anisotropy [48–51], transport anisotropy [52, 53], and surface morphology [54, 55].

9.6.3.2.2 Absorption coefficient

For modeling and characterization of GaInP epilayers and solar cells, accurate models for
the optical properties of GaInP are required. The optical constants of GaInP have been
measured by using spectroscopic ellipsometry and modeled by several groups [56, 57] and
by using transmission measurements by Kurtz et al. [10]. These results are summarized
in Figure 9.15. For the most part, there is no single model that adequately describes
the broadband optical properties of lattice-matched GaInP with some arbitrary degree of
ordering. The model of Kato [57] appears adequate for short wavelengths but fails for
near-gap optical properties. The models of Schubert and Kurtz only account for near band
gap transitions. The model of Kurtz et al. for the absorption coefficient is given by:

α = 5.5
√

E − Eg + 1.5
√

E − (Eg + �so)[µm−1] (9.22)
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where the photon energy E, the band gap energy Eg, and the spin orbit energy �so are
in units of eV. The value of Eg, of course, varies with the degree of order, η, and the
value of �so is typically set to 0.1 eV, independent of η. This model reasonably accounts
for the absorption associated with the two near-band transitions at Eg and Eg + �so and
is useful for deducing the minority-carrier diffusion length from near-gap photoresponse
measurements [58]. It is not a good model for adsorption at higher photon energies.

9.6.3.3 Doping characteristics

9.6.3.3.1 n-type dopants

Selenium
The element Se is a commonly used n-type dopant in III-V materials and is usually
obtained from the decomposition of H2Se. The doping behavior of H2Se has been stud-
ied by a number of investigators [60–65]. Under most growth conditions, the electron
concentration increases with H2Se flux or partial pressure and then saturates at about
2 × 1019/cm3, depending on Tg. The incorporation of Se also depends on the partial
pressure of PH3 (for GaInP) or AsH3 (for GaAs). These data best fit an equation of
the form

n−1 = (1 + αPV)(βPSe)
−1 + k−1 (9.23)

where n is the electron concentration and PV and PSe are Group V and Se partial pressures,
respectively. The coefficients α and β depend on Tg and carrier flow rate (residence time)
and, therefore, must be determined for each reactor system. This doping behavior can be
derived from a modified Langmuir adsorption model that accounts for the competitive
absorption of Se and the Group V species on a fixed number of sites, k, which will depend,
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for example, on the density of steps and kinks, that is, the substrate misorientation. This
model is a much better fit than the ad hoc form n ∝ P x

SeP
y
V most often published in

the literature.

For electron concentrations greater than about 2 × 1018/cm3, the band gap energy
of GaInP increases, the ordering decreases, and the morphology of the growth surface
becomes very smooth [63]. At sufficiently high fluxes of Se, the surface again begins
to roughen. At the same time, the electron concentration begins to decrease [60] and Se
precipitates are observed in Transmission Electron Microscopy (TEM) [1]. Selenium has
been linked to DX-like centers in (AlxGa1–x)0.5In0.5P with Al concentrations greater than
about x = 0.4 [66].

Silicon
Silicon is another widely used dopant in III-V materials and devices and the most pop-
ular source is Si2H6. The first report of using Si2H6 to dope GaInP was by Hotta and
coworkers [67]. They found that for Tg < 640◦C, n decreased with decreasing Tg pre-
sumably due to a decrease in Si2H6 pyrolysis rate. For Tg > 640◦C, n saturates at about
n = 5 × 1018/cm3 with Si2H6, presumably due to the formation of nonionized complexes,
such as (SiIII+ − SiV−) or (SiIII+ − VIII

−). The results [67] for Si-doped GaAs were quan-
titatively similar. Scheffer and coworkers [68] saw no evidence of saturation for electron
concentrations up to 8 × 1018/cm3 using Si2H6, whereas Minagawa and coworkers [69]
found that the electron concentration saturated at about 1 × 1019/cm3, essentially inde-
pendent of substrate orientation and growth temperature.

It has been shown that Si delta doping (where the doping is confined to a single
layer or series of layers) in GaInP increases the maximum electron concentration and
increases the electron mobility relative to that of uniformly doped layers [70, 71]. The
conclusion from these studies is that Si delta doping yields fewer Si shallow acceptor
defects. Silicon apparently does not introduce any deep states in GaInP, but does so in
(AlxGa1−x)0.5In0.5P for x > 0.3 [72]. As with Se, Si concentrations above some critical
level tend to disorder GaxIn1−xP, causing the band gap to increase. However, the details
can be quite varied. Gomyo and coworkers [62] reported that a lower concentration of Si
than that for Se was required to disorder GaInP. However, Minagawa and coworkers [69]
found that Si concentrations closer to 1 × 1019/cm3, depending on Tg, were required to
dissolve the ordering in GaxIn1−xP.

9.6.3.3.2 p-type dopants

Zinc
The most common p-type dopant in GaInP is Zn. The typical sources are dimethyl-
zinc (DMZ) and diethylzinc (DEZ). The Zn doping characteristics have been studied
by a number of investigators [35, 60, 61, 73]. The incorporation efficiency is typically
sublinear with the input flow, and increases with lower growth temperature and higher
growth rate Rg. A model that accounts for some of these effects has been proposed by
Kurtz et al. [73].

High Zn concentrations cause several problems in GaInP. Carrier concentrations
in the neighborhood of 1 × 1018/cm3 destroy the ordering in GaxIn1−xP and increase the
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band gap [74]. And high Zn concentrations (or more accurately, high DEZ flows) cause
a loss of In from both GaInP [35] and AlGaInP [75]. The problem is probably associated
with some parasitic gas-phase reaction involving DEZ, TMIn, and PH3. The effect can be
large enough to measurably change the growth rate and the Ga/In ratio in the material.
The Ga/In ratio can be so far from lattice-matched conditions as to affect the morphology.
High DEZ flows also inhibit the incorporation of Ga, but to a lesser extent.

Diffusion of zinc during epilayer growth can cause degradation of the performance
of solar cells [76]. The zinc dopant in the substrate, back-surface field (BSF), or tunnel-
junction layers can serve as a reservoir for zinc diffusion into the base region of an n-on-p
cell. The diffusion is largely driven by point defects that are injected during the growth
of the n-type layers. The diffusion can be reduced by reducing the doping levels of any
of the layers (including the n-type layers), by adding diffusion barriers, and/or by using
Se instead of Si doping of the n-type layers [76]. A side effect of the Zn diffusion is a
disordering of any of the ordered structures [77].

The effect of changing the cap or overlying layer and cooling atmosphere on
the hole concentration in Zn-doped (Ga1−xAlx)0.5In0.5P, x = 0.7, has been studied by
Minagawa and coworkers [78]. Cooling in a H2 atmosphere containing AsH3 or PH3

reduces the hole concentration. Hydrogen radicals from the decomposition of Group V
hydrides easily diffuse into the epilayers and passivate the Zn acceptors. Cap layers of
n- or p-GaAs help impede the indiffusion of H, and underlying layers can enhance the
indiffusion of H, a special problem with p-on-n cells [76].

Magnesium

Magnesium doping (with cyclopentadienyl magnesium) in AlGaInP has been studied by
a number of investigators [74, 79–82]. It is useful for achieving higher hole concentra-
tions in AlGaInP and AlInP layers. However, the Mg incorporation efficiency decreases
with decreasing temperature. Therefore, higher growth temperatures are favored, which
is an advantage for AlGaInP. However, since dopant diffusion rates increase rapidly with
temperature, this is a disadvantage for the fabrication of stable tunnel junctions and stable
GaAs/Ge interfaces. For GaInP, it has no obvious advantages over Zn, and suffers from
rather severe memory effects [80]. Also, relatively good-quality Zn-doped AlInP can be
obtained by paying careful attention to source material and system purity [83].

Carbon
The use of C (from CCl4 or CBr4) has not been studied extensively. The halide tends
to etch GaInP [84], indium more so than gallium. Also, C-doped GaInP exhibits poor
minority-carrier transport properties [84, 85].

9.6.3.4 Window layers and back-surface fields

9.6.3.4.1 AlInP window layers

The function of an emitter window layer is to passivate the surface states associated with
the emitter surface. These states are minority-carrier traps. Their effect is characterized
by a quantity called the surface (or interface) recombination velocity, S. The value of S
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can range from 107 cm/s for an unpassivated GaInP emitter to less than 103 cm/s for a
high-quality AlInP/GaInP interface. A high interface recombination velocity will reduce
the photoresponse of the GaInP solar cell, most strongly in the blue portion of the spectral
response. To be an effective window layer for an n-on-p cell, the material should have a

• lattice constant close to that of GaInP,
• Eg much larger than that of the emitter,

• large valence-band offset with respect to the emitter to provide a potential barrier for
minority holes,

• relatively high electron concentration (on the order of n ≥ 18/cm3), and

• material quality sufficient to produce low-interface recombination velocity.

The semiconductor AlInP has most of the required characteristics. AlxIn1−xP is
lattice matched to GaAs for x = 0.532. The indirect band edge of AlInP is 2.34 eV, 0.4
to 0.5 eV larger than that of GaInP. The AlxIn1−xP/GaInP band alignment appears to
be Type 1 with �Ec ∼ 0.75�Eg and �Ev ∼ 0.25�Eg [86]. This implies that it should
provide reasonable confinement of the holes in the emitter of an n-on-p device. It is
easily doped n-type with either Si or Se. The internal quantum efficiency of a GaInP
cell with a good AlxIn1−xP window layer is greater than about 40% at a photon energy
of 3.5 eV. However, there is a strong affinity between the Al in AlxIn1−xP and oxygen,
and oxygen is a deep donor in AlxIn1−xP. Hence, if the reactor chamber or the source
materials are contaminated with water vapor or other oxygenated compounds, the quality
of the AlxIn1−xP will suffer. Poor-quality AlxIn1−xP will degrade the blue response of a
GaInP cell and degrade the fill factor (via contact resistance) [8].

9.6.3.4.2 Back-surface barrier

The function of the top-cell back-surface barrier is to passivate the interface between the
top-cell base and the tunnel-junction interconnect (TJIC). Also, in some cases, it may
help reduce outdiffusion of dopants from the TJIC [87]. The high recombination velocity
at this interface will affect both the photoresponse (in particular, the red photoresponse)
and the VOC. The VOC effect is shown in Figure 9.8. Note that the magnitude of the effect
can be quite large and is also affected by the base minority-carrier diffusion length and
thickness. The requirements of a good back-surface barrier layer are similar to those of a
front-surface window layer. For an n-on-p cell, it should have a

• lattice constant close to that of GaInP,
• Eg larger than Eg of GaInP,

• large conduction-band offset with respect to GaInP,

• relatively high hole concentration (on the order of p = 1 × 1018/cm3),

• relatively good minority-carrier transport properties, and

• high transparency to photons destined for the underlying GaAs cell.

For back-surface fields, initial results from Friedman et al. [88] implied that disordered
or high-Eg GaInP was the best BSF for a low-Eg GaInP top cell compared to an
AlGaInP BSF. This was probably due to oxygen contamination in the AlGaInP layer.
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As a deep donor, oxygen is a bigger problem in p-type AlGaInP. Other researchers
found that strained, Ga-rich GaxIn1−xP was superior to either disordered lattice-matched
GaInP or AlGaAs [89]. Recently, however, the best commercial tandem solar cells use
AlGaInP [90] or AlInP [91] BSFs. The growth of high-quality Zn-doped AlInGaP and
the techniques for assessing the quality thereof have been published by several others
[81, 83, 92].

9.6.3.5 Characteristics of state-of-the-art GaInP cells

Because the band gap of GaInP can change so dramatically with growth conditions,
it is not meaningful to talk of “state-of-the-art” GaInP cells using only efficiency as
the measure of quality. As the band gap increases, VOC should increase, but JSC and
efficiency should decrease. (Note, however, that the efficiency of a current-matched
GaInP/GaAs tandem cell should increase slightly with increasing GaInP band gap as
discussed in Section 9.5.4 above.) Also, in any optimized multijunction solar cell the
thickness of the GaInP cell is likely to be optically thin, that is, it will absorb fewer
photons and hence may be lower in efficiency than an optically thick cell. So thickness
and band gap are two important parameters that must be considered when comparing
single-junction efficiencies. In general, relative measures of quality, for example, VOC/Eg,
are more useful.

9.6.4 GaAs Cells

9.6.4.1 Quality of GaAs on Ge(100) substrates

Despite the close lattice matching between GaAs and Ge substrates, the quality of GaAs
grown on Ge can be quite variable. (See Section 9.6.5.3 for a discussion on the heteroepi-
taxy of GaAs on Ge.) The primary criterion for good-quality heteroepitaxial GaAs is, of
course, the efficiency of overlying GaAs and GaInP solar cells. Generally, a good indi-
cator of quality is a specular episurface with little or no haze (often caused by antiphase
domains or APDs) and few extended defect features such as pits, hillocks, or slip lines.
For a specular, epitaxial GaAs layer, one should observe a faint “crosshatch” pattern. This
“crosshatch” is a replica or shadow of the misfit dislocation array located in the GaAs/Ge
interface plane. Sometimes, the absence of this “crosshatch” pattern is an indicator that
the misfit is being relaxed by threading dislocations. The density of these threading dislo-
cations can become high enough to affect the minority-carrier transport properties of the
GaAs and GaInP solar cells, and should, therefore, be avoided.

The morphology of GaxIn1−xP grown on GaAs is an even more sensitive indica-
tor of the quality of the original GaAs surface. Morphologically faint defects in or on
the GaAs will be “decorated” by the growth of GaxIn1−xP. This is probably caused by
differences in the attachment of Ga and In to the different surface orientations offered by
the defect.

GaAs grown on Ge can be “lattice matched” to the Ge substrate by the addition
of about 1% indium. This eliminates the “crosshatch” in good heteroepitaxy, but does
not appear to make the task of heteroepitaxy any easier. Under the best conditions, a
Ga0.99In0.01As solar cell will be slightly better than a GaAs cell on Ge [93].
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9.6.4.2 Optical properties

The optical parameters of GaAs are tabulated in the work of Aspnes and coworkers [94]
and a model for the optical dielectric function of GaAs (and AlxGa1−xAs) has been
proposed [95].

9.6.4.3 Window layers and back-surface fields

GaxIn1−xP and AlxIn1−xP should both make excellent window layers and back-surface
field layers for GaAs solar cells [96, 97]. Both have Type 1 band alignment with
GaAs, with reasonably adequate conduction- and valence-band offsets [86, 98]. Ideally,
AlxIn1−xP would make a better window layer than GaxIn1−xP because of its larger band
gap energy. However, because of its sensitivity to oxygen contamination, AlxIn1−xP will
probably never produce as good an interface with GaAs as does GaxIn1−xP. (This is
the main problem with the AlGaAs/GaAs interface used widely for single-junction GaAs
solar cells [19].) The undoped GaxIn1−xP/GaAs interface has one of the lowest interface
recombination velocities (S < 1.5 cm/s) of any heterostructure ever measured, including
the SiO2/Si interface [96]. In addition, it is difficult to dope AlxIn1−xP p-type at a level
of p > 1 × 1018/cm3. For these reasons, GaxIn1−xP is usually the preferred window layer
and BSF layer for GaAs solar cells in GaInP/GaAs tandem-cell structures.

9.6.5 Ge Cells

9.6.5.1 Optical properties of Ge

The optical and electronic properties of Ge are well documented (see Reference [37]).
Germanium has a lattice constant close to that of GaAs and has a diamond structure. It is
also mechanically stronger than GaAs and, hence, has long been viewed as an excellent
substitute for GaAs substrates. With a band gap of 0.67 eV, it is current matched to a thin
GaAs top cell [7] and is also a good bottom-cell candidate in a four-junction stack [99].
However, in both these cases, it has several properties that put it at a disadvantage:

• The VOC is limited by its indirect band gap to about 300 mV and is relatively more
sensitive to temperature [100].

• It is relatively expensive, hence, it cannot be viewed as a one-sun solar cell material
(with the exception of its use in space).

• Germanium is an n-type dopant in GaAs and GaInP. In GaInP, it also exhibits ampho-
teric behavior with a compensation ratio Na/Nd = 0.4 [101] and has been associated
with a deep acceptor state [102].

• Gallium, As, In, and P are all shallow dopants in Ge. Hence, the control of the
junction-formation process becomes complicated when it is combined with the III-V
heteroepitaxy process (vide infra).

9.6.5.2 Junction formation

Diffusion of a Group V or a Group III dopant into a Ge substrate is the most common
junction-formation process for Ge subcells. Indeed, because of the proximity of III-V
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epilayers and the high temperatures involved in heteroepitaxial process, diffusion of both
Group III and Group V atoms into the Ge substrate is unavoidable. The challenge is
to control the process so as to obtain a Ge subcell with good photovoltaic properties
and simultaneously form a defect-free heteroepitaxial layer of GaAs with the appropriate
conductivity type and level. A detailed description of the optimum process is beyond the
scope of the review, but a few critical factors that have to be considered are listed below:

• Diffusion coefficients are thermally activated. So, in general, dopants and junctions are
less mobile and more stable at lower growth temperatures.

• As noted by Tobin et al. [103], the diffusion coefficient of As in Ge at 700◦C is higher
than that of Ga, but the solid solubility of Ga is larger than that of As.

• For three-junction GaInP/GaAs/Ge devices with a reasonably good-quality Ge subcell,
the only Ge device parameter that is of consequence is the VOC, because the JSC of the
Ge subcell is potentially much greater than that of the GaInP (or GaAs) subcell.

• The highest VOC of a Ge solar cell reported to date is 0.239 [100]. This VOC is a
sensitive function of process conditions and is most sensitive to the quality of the
III-V/Ge interface and its fabrication [100].

• AsH3 etches Ge. The etch rate increases with temperature and AsH3 partial pressure.
Heavily etched, singular and vicinal Ge(100) surfaces are microscopically rough [104].
Hence, prolonged AsH3 exposures should be avoided.

• The etch rate for PH3 is much lower, and there appears to be much less roughening of
the surface from PH3 exposure [104]. The diffusion coefficient of P at 600◦C is about
two orders of magnitude lower than that of As [37]. Hence, PH3 may be a better Group
V, n-type dopant than AsH3.

9.6.5.3 III-V heteroepitaxy

Although there are a number of “recipes” for the growth of GaAs on Ge(100) with
specular morphologies or low antiphase domain (APD) or low stacking-fault densities,
many present contradictory results. For example, Pelosi et al. [105] found that the GaAs
surface morphology is best for very low V/III ratio (on the order of 1), using a moderate
growth rate (Rg ∼ 3.5 µm/h) and a low growth temperature (Tg = 600◦C). On the other
hand, Li et al. [106] found that the lowest APD density occurs for high V/III, low Rg,
and high Tg. Chen et al. [107] showed that “good” morphology could only be obtained
for growth temperatures in the range of 600◦C to 630◦C.

The cause for this striking difference is not known with certainty. It may be due to
differences in reactor design or purity. It may be related to the quality of the Ge substrates.
Other researches [104] would suggest that it is related to the prenucleation conditions or
the state of the Ge surface immediately prior to the GaAs nucleation step.

A lot has been published about the structure of Ge(100), but most of it is with
regard to surfaces prepared in ultrahigh-vacuum (UHV) or MBE environments. It has
been shown, however, that under most conditions, AsH3-treated surfaces in an MOCVD
reactor are quite different as explained below [104, 108, 109]. Arsenic on a Ge(100) ter-
race forms rows of dimers, similar to As on GaAs(100) [108, 109]. This reduces the
(1 × 1) symmetry of the unreconstructed Ge surface to a surface that now has a (2 × 1)
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or a (1 × 2) surface symmetry. For the (2 × 1) reconstruction, the dimer bonds are par-
allel and rows of dimers run perpendicular to the step edges. Adjacent terraces on an
(100) As-terminated Ge surface can be composed of orthogonal reconstructions; adjacent
terraces on a (100) GaAs are always of the same type. An As-terminated Ge surface
prepared in a UHV or MBE environment usually exhibits a single-domain, (1 × 2) sym-
metry. An MOCVD-prepared surface will initially be (1 × 2), but tends toward (2 × 1)
symmetry with a transition time that ranges from one minute to tens of minutes and that
depends on temperature, AsH3 partial pressure, and substrate temperature. Intermediate
states, of course, are composed of a mixture of (1 × 2) and (2 × 1) domains, a condition
that is conducive to the formation of APDs in a GaAs heterolayer. Also, as mentioned
above, AsH3 etches Ge. This etching causes significant step bunching or faceting and
microscopically rough surfaces.

9.6.6 Tunnel-junction Interconnects

The purpose of the tunnel-junction interconnect between the GaInP and GaAs subcells
is to provide a low-resistance connection between the p-type BSF of the GaInP cell and
the n-type window layer of the GaAs bottom cell. Without the TJIC, this p-n junction
has a polarity or forward turn-on voltage that is in opposition to that of the top or bottom
cells and, when illuminated, would produce a photovoltage that could roughly negate the
photovoltage generated by the top cell. A tunnel junction is simply a p++ n++ junction
where p++ and n++ represent heavily or degenerately doped material. The space charge
region for a p++-n++ junction should be very narrow, ∼10 nm. In forward bias, the
normal thermal current characteristic of a p-n junction is “shorted” by tunneling through
the narrow space charge region. Hence, the forward IV characteristic of a tunnel junction
behaves much like a resistor for current densities less than some critical value, called
the peak tunneling current, Jp. The functional form of Jp is dominated by an exponential
term of the form:

Jp ∝ exp

(
− E

3/2
g√
N∗

)
(9.24)

where Eg is the band gap and N∗ = NAND/(NA + ND) is the effective doping concentra-
tion [110]. The value of Jp must be larger than the photocurrent of the tandem cell. For
a concentrator cell operating at 1000 suns, JSC ∼ 14 A/cm2. If Jp < JSC, the behavior of
the tunnel junction current switches to that dominated by the usual thermionic emission
and the voltage drop across the tunnel junction increases to that of a typical p-n junction.

The best tunnel junctions for very high efficiency solar cells are relatively defect-
free. Lifetime limiting, midgap defects usually only add to the excess current. There is
no evidence in the literature that point or extended defects add to Jp or increase the
conductivity in the tunneling portion of the I -V curve. High excess currents can mask a
low Jp, but usually the junction conductivity is also unacceptably low. On the other hand,
it is possible that high concentrations of point or extended defects can compensate donors
or acceptors in the junction leading to increased depletion width and lower tunneling
currents. In addition, defects can reduce the thermal stability of the tunnel junction and
the quality of the overlying layers. Therefore, in general, it is usually best to grow the
TJICs free of point or extended defects.
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The first high-efficiency GaInP/GaAs dual-junction solar cells were fabricated using
an optically thin GaAs TJIC. The best tunnel junctions were doped with C and Se. Hence,
they were reasonably stable under the thermal conditions required to grow the top cell
and were capable of operating at more than 1000 suns, that is, Jp > 14 A/cm2. They were
also less than 30 nm thick and obscured less than 3% of the light destined for the lower
cell. With optically thick, unannealed devices, peak tunneling currents were greater than
300 A/cm2 with excess current densities close to zero [8].

9.6.6.1 AlGaAs/GaInP TJIC

Despite the higher band gap and its concomitant penalty, the p++-AlGaAs/n++-GaInP
heterojunction tunnel diode proposed by Jung and coworkers is the preferred TJIC for
one-sun operations and may be suitable for concentration [111]. It takes advantage of the
innate propensity for AlGaAs to incorporate C and for GaInP to incorporate Se, so that
high values of N∗ are easily achieved. Hence, peak tunneling currents as high as 80 A/cm2

were reported. The devices are also thermally stable; Jp is reduced to about 70 A/cm2 for
30-min anneal at 650◦C and to about 30 A/cm2 for a 30-min anneal at 750◦C. This TJIC
is more optically transparent than a thin GaAs TJIC and therefore should yield a higher
tandem-cell photocurrent.

9.6.7 Chemical Etchants

The processing of epitaxial products into finished devices is beyond the scope of this
chapter. Most of the processes used by the industry are proprietary, and there are numerous
laboratory processes, such as evaporation of metals and optical coatings, that are suitable
for research. One very useful area that is common to both industrial and laboratory
processes is the use of selective and nonselective etchants for the various materials used
in GaInP/GaAs multijunction solar cells. A list of these etchants is given below (etch
rates are at room temperature). Note that solutions containing H2O2 typically exhibit an
etch rate that depends on the age of the solution [112].

• Mixtures of ammonia, hydrogen peroxide, and water etch GaAs, but do not etch GaInP
and AlInP. A common formulation is 2 parts NH4OH, 1 part 30% H2O2, and 10 parts
H2O (2:1:10). Also, a solution of H3PO4, H2O2, and H2O combined in a ratio of 3:4:1
etches GaAs and not GaInP.

• Concentrated HCl rapidly etches GaInP, but the surface is easily passivated by dilute
HCl and HCl vapor. HCl does not etch GaAs.

• Dilute HCl:H2O etches AlInP [113].

• Au metallization is impervious to both 2:1:10 and concentrated HCl.

• A 1:20 solution of HCl and CH3COOH (acetic acid) etches GaInP at a rate of 70 nm/min
and GaAs at a rate of <5 µm/min [112].

• 5H2SO4: 1H2O2:1H2O at room temperature etches GaInP at a rate of about 25 nm/min.
It etches GaAs much more rapidly (>1 µm/min).

• Mixtures of HCl:H3PO4:H2O etch GaInP [114]. For high HCl compositions, the etch
rate is ∼1 µm/min.
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9.6.8 Materials Availability

A question of interest for all solar cell technologies is the availability of the compo-
nent materials required for very large scale, long-term production of the cell. Predicting
the long-term availability of such natural resources as gallium, indium and germanium
is very difficult. This issue has been studied periodically over the years, including a
recent thorough work by Andersson [115]. It appears that the material whose availabil-
ity constrains production for the GaInP/GaAs/Ge structure may prove to be germanium.
If so, one approach would be to forfeit the relatively small additional contribution of
the Ge third junction by using the two-junction GaInP/GaAs structure grown on GaAs.
Also, reuse of the substrate by liftoff of the active junctions may prove practical. In
any case, high-concentration operation of these cells makes the best use of their con-
stituent materials.

9.7 TROUBLESHOOTING

The standard procedures for measuring light and dark I -V curves and QE curves are
described in Chapter 16. Here, we describe additional techniques for characterizing mate-
rials and devices. The symptoms of common problems are tabulated in Table 9.5.

9.7.1 Characterization of Epilayers

When working with alloys like GaInP, rocking-mode X-ray diffraction is very help-
ful toward confirming that the desired lattice constant (alloy composition) was realized
(see above).

A modified Polaron profiler (available from Bio Rad) can measure the carrier
concentration, band gap, and minority-carrier diffusion length of an epilayer [58, 116].
The sample is mounted in a special holder that allows the formation of front and back
contacts in a fraction of the time that is required by a typical solid-state device. An ohmic
contact is made to the back of the wafer by passing a surge of current (something like
a spot weld). A junction is formed between the epilayer and an aqueous electrolyte (e.g.
0.1 M HCl). The capacitance–voltage (C –V ) characteristics of this junction provide a
measure of the carrier concentration as a function of depth. In a finished device, the carrier
concentrations of the individual layers can be checked by profiling (etching) through the
structure in the electrochemical cell, or by using selective etches to uncover the layer(s)
of interest. C –V measurements on a processed single-junction device (rather than on an
aqueous-semiconductor junction) tend to give lower dissipation factors because of lower
series resistance, but only give information about the lightly doped side of the junction.
Thus, it can be difficult to ascertain whether the emitter is underdoped by a C –V profile
on the solid-state device. Although a Polaron profiler is designed to measure the doping
level of each layer as a multilayered stack is etched, etch profiles of a multijunction solar
cell require considerable skill and some luck. Nonuniform etching can distort the results,
especially if the material has some defects. Also, some layers may be completely depleted.
Often, a Polaron profiler gives the best information when the etching is partly done by
the profiler and partly by applying selective etches ex situ. (See Section 9.6.7.) A (dilute)
mixture of ammonia and hydrogen peroxide etches GaAs, but stops at GaInP and AlInP,
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Table 9.5 Troubleshooting for n-on-p cells

Problem Symptom Confirmation

Window too thick Poor blue response Model QE
High front-surface

recombination
Poor blue response (lower VOC) Model QE

Lemitter < emitter
thickness

Poor blue response (lower VOC) Model QE

Emitter doping too high Poor blue response (low VOC, low
emitter sheet res.)

Measure doping of emitter

Emitter doping too low Low VOC; higher emitter sheet
resistance

Depleted emitter

Base doping too low Low VOC Measure doping of base
Base doping too high Low VOC; reduced red response Dark I -V likely to have n = 1
Lbase < base thickness Low VOC; reduced red response Dark I -V likely to have n = 1
High back-surface

recombination
Low VOC (reduced red response) Dark I -V likely to have n = 1

Threading dislocations Low VOC (low FF and JSC) High dark current, probably with
n = 2

Thin metallization Low FF – series resistance Measure grid-line resistance
Bad tunnel junction Low FF – series resistance and/or

low VOC

Measure tunnel junction by itself

Extra junction Low FF – (nonohmic?) series
resistance

Shape of I -V may depend on
spectrum

Metallization does not
make good contact

Low FF – (nonohmic?) series
resistance

Use transmission line on front;
two pads on back

Resistive window layer Low FF – series resistance Use transmission line to measure
resistance to emitter

Particulate Low FF – shunt Light emitted in forward bias may
be correlated with
morphological defects

Incomplete mesa
isolation

Low FF – shunt, sometimes with
unphysically high JSC

Etch mesas deeper or cleave edges

Front metal touches
lower layer

Low FF – shunt Examine under microscope

Severe chromatic
aberrations

Low FF for cell measured under
concentration

Shape of I -V is unusual [22]

whereas concentrated HCl etches GaInP and AlInP, but not GaAs. GaInP does not always
etch in concentrated HCl, especially if the surface is wet, the HCl is not full strength,
and/or if the GaInP surface has previously been in contact with a dilute HCl solution.

A window is provided in the Polaron cell for shining light on the aqueous semi-
conductor junction. The photocurrent (QE ) from the junction can fit the form

QE = α(hν)∗L/[1 + α(hν)∗L] (9.25)

where hν is the photon energy, and it is assumed that L is much longer than the depletion
width but less than the layer thickness.
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The fit value for L will reflect the minority-carrier diffusion length when L is
greater than the depletion width, but less than the thickness of the layer. For small
α(hν)∗L, the QE is proportional to α(hν), allowing an easy fit to determine Eg from
α(hν) = A∗(hν − Eg)

0.5.

Photoluminescence (PL) intensity is commonly used to test the quality of a mate-
rial, but the intensity strongly depends on carrier concentration and surface recombination.
Time-resolved PL measurements on double heterostructures (passivated layers) of different
thicknesses can quantify both the minority-carrier lifetime and the interface recombination
velocity [117, 118].

9.7.2 Transmission Line Measurements

Once a device is made, in addition to the I -V and QE measurements, characterization
of the device contacts using a transmission line measurement is useful toward diagnosing
problems. Transmission lines [119] allow determination of the contact resistance (ρc) and
the sheet resistance (Rs). The resistance, R, between any two pads as a function of x, the
distance between the pads, is estimated by:

R = 2ρc/(w
2) + Rs/w

∗x (9.26)

where w is the width of the transmission line and the dimension of the square pads. ρc and
Rs are calculated from the intercept and slope of the line [119]. If the sheet resistance is
large compared with the contact resistance, then the current across the semiconductor/pad
interface is not uniform, and the estimated ρc can be refined to a more accurate value of
the contact resistance, ρ′

c, using the equation:

ρ ′
c = ρ2

c /(w
2Rs)

∗ tanh2{w2Rs/[ρ∗
c tanh(w2Rs/ρc)]} (9.27)

9.7.3 I -V Measurements of Multijunction Cells

The chapter on measurements (Chapter 16) describes how to measure the light I -V curve
for a standard reference spectrum and for systematically varied spectra. Complete diag-
nosis of a multijunction cell requires characterization (an I -V curve) of each of the active
junctions to quantify their photocurrents and shunting. It would also be useful to estab-
lish the photovoltages and series resistances of each junction, but these are difficult or
impossible for a two-terminal, series-connected cell. We describe here some alternative
approaches for characterizing the individual junctions.

In some situations, it is possible to apply a contact between the series-connected
junctions. The three-terminal configuration allows measurement of each junction of a two-
junction cell. For a three-junction cell, a three-terminal measurement allows independent
measurement of the top or bottom cells, but measurement of the middle cell by itself may
require four connections. A primary advantage of the three-terminal approach is that it
allows measurement of the photovoltage of each junction. The measured photocurrents
should be adjusted for the change in junction area that occurred when the third connection
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was applied. Also, the increased perimeter area of the top cell sometimes affects the
dark current.

Underlying junctions may be investigated by first chemically removing the upper
junctions. In this case, the underlying junction will respond to a wider spectral range.

It is also useful to be able to characterize two-terminal multijunction cells. The
shape of the I -V curve of a series-connected multijunction cell is dominated by the
characteristics of the junction that generates the smallest photocurrent. (This concept can
be understood by reviewing Figure 9.5 above.) The I -V curve for each junction can be
measured by adjusting the spectrum so that that junction has the smallest photocurrent.
Using these measurements, the estimated individual junction I -V curves can be derived
mathematically, as described in Reference [120]. An example is given below. From the
individual I -V curves, one can calculate the I -V curve for the multijunction cell under
an arbitrary spectrum. For some samples, the JSC values may be measured by reverse
biasing the cell beyond the breakdown points of the junctions [121].

9.7.4 Evaluation of Morphological Defects

Careful examination of the devices with a microscope can identify many problems, espe-
cially when the device is forward biased so that it emits light, or when an optical
beam–induced current (OBIC) image is available. GaInP junctions emit red light that
is usually visible to the naked eye. GaAs emission may be observed with an infrared (IR)
imaging device. If the emission shows dark or bright spots, these can usually be cor-
related with a morphological defect, giving an explanation to the problem. Also, metal
(e.g. a contact pad) that extends to the very edge of the pad may touch a layer that is
nearby and short the device. This failure mode can sometimes be detected by microscopic
examination.

9.7.5 Device Diagnosis

In general, a low JSC may be evaluated from the energy dependence of the photocurrent
loss. It is useful to measure and model the internal QE. The external QE measurements
are described in Chapter 16. The internal QE is modeled according to equations (9.2–9.8)
(Figure 9.16) and is determined experimentally from

QE Internal = QE external/(1 − Reflectivity) (9.28)

Accurate knowledge of the absorption coefficient is essential to successfully model the
QE. The absorption coefficients of GaAs and GaInP were discussed above.

Figure 9.17(a) compares the QE of a typical GaInP cell QE (solid line) with what
would be expected if there were no loss in the AlInP window (top curve) or a poor
collection in the emitter (bottom curves). Although window absorption losses can easily
be distinguished from emitter losses, the similarity of the two lower curves demonstrate the
difficulty of distinguishing poor front-surface recombination from poor emitter material
quality. However, it is somewhat easier to differentiate poor base material quality from
poor rear passivation using a series of devices with variable base thickness. A cell with a
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Figure 9.16 Measured (crosses) and modeled (lines) quantum efficiency of a GaInP solar cell.
The contributions from the different layers of the solar cell are labeled and demonstrate how the
emitter dominates the blue response, whereas the base dominates the red response
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Figure 9.17 Modeled QE of GaInP cell. (a) The solid line, relative to the “no AlInP window”
line, shows the effect of absorption of 25 nm of AlInP. The two lower curves show the degradation
from an increased front-surface recombination velocity (Sfront) or from a decreased emitter diffusion
length (Lemitter). (b) Compares a thin and a thick GaInP cell

thick base layer is more sensitive to the diffusion length in the base, whereas a cell with
a thin base layer is relatively more sensitive to the quality of the back-surface field (see
Figure 9.17(b)).

There are numerous reasons why the VOC or FF may be degraded. Table 9.5 enu-
merates many of these, and Figure 9.18(a) illustrates one example.

Extra junctions are more likely to be problems when working with Ge because III-
V elements dope Ge and Ge dopes the III-V materials. The back of the Ge wafer must be
etched before processing to avoid an extra junction at the back [100]. Accidental junctions
in Ge are often highly shunted, with nearly ohmic I -V characteristics. In this case, these
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Figure 9.18 (a) Comparison of I -V curves for a “good” GaInP cell and a GaInP cell with an extra
junction caused by the AlInP window. Transmission line measurements showed that the contact
resistance was high through the window layer. (b) I -V curves for good and bad GaInP/GaAs
tandem cells. The “bad” curve shows a shunt; measurements of the same cell under bottom-cell
limited and top-cell limited conditions show that the shunt is in the bottom junction

are easiest to observe at high concentration because the VOC of the Ge junction increases
faster with the photocurrent than that of the intended junction. Spurious junctions in the
Ge may add, subtract, or do both (in the case of back-to-back junctions) to the VOC.

When a two-junction cell shows evidence of shunting, it is useful to determine
which of the two junctions is shunted. This can be determined by measuring the light
I -V curve under two different spectra, one of which reduces the photocurrent of the top
junction, and the other which reduces the photocurrent of the bottom junction [120]. The
example in Figure 9.18(b) shows a case in which the bottom cell is shunted. This sort
of problem is often related to defects originating from particulate or poor wafer quality.
Particulate exposure before or during growth is often a bigger problem for GaInP/GaAs
cells than for single-junction cells.

9.8 FUTURE-GENERATION SOLAR CELLS

The GaInP/GaAs/Ge cell is close to maturity for space applications, but the efficiencies
being reported by the manufacturers are continuing to increase, with champion cells
measuring near 30% AM0 efficiency [122]. The efficiency reported by Spectrolab for
a terrestrial concentrator version of the GaInP/GaAs/Ge solar cell [14, 123] is likely to
improve. The theoretical efficiency is 45% at 500 suns under the AM1.5 global spectrum.
Historically, III-V based multijunction cells have achieved 80% to 90% of their theoretical
efficiencies [99].

9.8.1 Refinements to the GaInP/GaAs/Ge Cell

An improvement in the AM0 efficiency of the GaInP/GaAs/Ge cell is predicted when
the GaInP band gap is increased. However, addition of aluminum to the GaInP cell has
been shown to increase the band gap, but not the efficiency, of the top cell because
the JSC was reduced by more than 10% while the VOC increased only slightly, if at all,
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presumably because of the adverse effect of Al (and the associated oxygen contamination)
on minority-carrier properties [122].

The Ge junction collects about twice as much photocurrent as the other two
junctions in the GaInP/GaAs/Ge cell. The three-junction cell efficiency will increase,
theoretically, if the GaAs band gap is lowered, the Ge band gap is increased, or a fourth
junction is added between the GaAs and Ge junctions.

The most common approach is to add indium to the GaAs layer and perhaps
to the GaInP layer. A small amount of indium improves the lattice matching to Ge
and improves the efficiency of the cell even without the use of any buffer layer [124].
Addition of larger quantities of indium (e.g. 12%) is being widely investigated in the hope
of increasing the efficiency by ∼2% absolute [125]. Higher efficiencies require the growth
of a buffer layer that successfully relieves the strain without allowing threading (and other)
dislocations to propagate into the active layers of the solar cell. Results are promising, but
the efficiencies, so far, have been similar to those for lattice-matched cells [125–128].
Researchers at Varian studied a two-step approach allowing the mismatched layers to
be grown on the back of the wafer, whereas the “sunny-side” layers were grown lattice
matched [129, 130]. The effects of lattice mismatch on the manufacturability and lifetime
of solar cells are not known.

Considerable effort has also been invested toward the addition of a fourth, 1-eV
junction (to be added between the GaAs and Ge junctions). Such a four-junction structure
has a theoretical efficiency of >50% [99], translating to a practical efficiency of 40% if
appropriate materials could be identified. Unfortunately, identifying an appropriate (high
quality and lattice matched to GaAs) 1-eV material has proven difficult. The most promis-
ing candidate for this junction is currently the alloy GaInAsN. Other materials have been
investigated, but do not show as much promise. ZnGeAs2 is somewhat difficult to grow
(especially at low pressures) and can cause cross contamination (e.g. Zn contamination
of subsequent growth) [131]. Ga0.5Tl0.5P was reported to be lattice matched to GaAs
with a band gap of about 0.9 eV [132], but a number of laboratories have been unable
to duplicate the original report [133, 134]. The band gap of BGaInAs lattice matched to
GaAs has been pushed down to 1.35 eV, but so far, not to 1.0 eV [135]. BGaInAs also
exhibits inferior material quality [136], resulting in devices with decreased photovoltages
and currents.

Ga1−xInxAs1−yNy can be grown lattice matched (x = 3y) to GaAs with a band
gap of about 1 eV [137], but the minority-carrier diffusion length is small [138–140].
GaAsN is unusual because the band gap decreases from 1.4 eV to about 1 eV with the
addition of about 3% nitrogen. The alloy scattering is expected to be larger than in a
conventional alloy, partially explaining the reduced majority-carrier mobility. However,
the more serious problem is the low minority-carrier lifetimes, which have not yet been
adequately explained. C and H contamination of MOCVD-grown GaInAsN is reported to
be higher than that for MBE-grown GaInAsN [141], but the MBE material has not been
evaluated for solar cells.

9.8.2 Mechanical Stacks

A high-efficiency result may also be obtained by a mechanical stack, relaxing the need to
consider lattice matching. The most probable candidates for this are GaInP/GaAs stacked
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over either GaInAsP (1 eV)/GaInAs (0.75 eV) or GaSb [142, 143]. The difficulties in
implementing these stacks are associated with making the upper cell very transparent to
the sub–band gap light (use of a transparent GaAs substrate, nonconventional approach
for the back contact, and a good AR coating on the back, as well as the front, of the
upper cell) and with finding a way to mount both cells with simultaneous heat sinking
and electrical isolation, a much greater problem at 500 to 1000X than at 10 to 50X.
An advantage of this approach is the decoupling of the photocurrents of the two pieces
(assuming that four-terminal measurements are made), allowing for greater flexibility in
the choice of materials and higher efficiency when the spectrum is changed [99].

The efficiency of a solar cell depends on the operating conditions, complicating
the prediction of outdoor performance of solar cells. This is especially complicated for
series-connected, multijunction solar cells under variable spectra. The losses expected for
two-terminal operation of three- and four-junction cells, compared with six- or eight-
terminal operation of the same cells are significant, but may not be much more than the
loss that a silicon cell experiences by operating at elevated temperature [29]. For two-
terminal operation, the mechanical stack may most easily be accomplished by bonding
the two semiconductor materials directly. Because wafer bonding is now routinely used
for integrating many devices, techniques are available, and the wafer bond avoids the
need to use a transparent substrate, avoids reflection losses, and removes the difficulty
of heat sinking and electrically isolating the stacked cells. If a method for reusing the
substrate can be made economical, wafer bonding also has the potential to reduce the
substrate cost.

There are many more approaches to making a multijunction cell than can be dis-
cussed in this chapter. All approaches are variations on the structures shown in Figure 9.4.
Wafer bonding of III-V multijunction cells to silicon would provide a lighter substrate
(an advantage for space cells) and could reduce the cost if the original substrate could be
reused. A method for making a GaAs-Si bond with ohmic character between a GaAs cell
and a silicon wafer has been reported [144]. Wafer bonding has not yet been developed
for high-yield manufacturing of solar cells, but large-area wafer bonding is a possibility
given that eight-inch wafer-bonded silicon-on-insulator substrates are commercially avail-
able. The cost of these wafers is currently high (comparable to the cost of four-inch Ge
wafers), but may be reduced in the future.

9.8.3 Growth on Other Substrates

A silicon-III-V stack may also be made by growing III-V epitaxial layers directly on
silicon. Growth of GaAs on Si has always been problematic because of the large lattice
mismatch between the two materials. However, growth of a lattice-matched III-V alloy
on silicon might be more similar to the growth of GaAs on Ge. Tu and coworkers have
reported the growth of AlGaNP alloys with lattice constants similar to silicon, but having
band gaps in the range of 1.4 to 1.95 eV [145]. The use of Si as the 1-eV material in
a multijunction higher-efficiency stack is compromised by the poor red QE of most Si
cells, but the lower cost and weight of the silicon substrate might make it attractive even
if higher efficiencies are not achieved.

High efficiencies have been achieved with two-junction (InP/GaInAs) structures
on InP [18]. A three- or four-junction structure based on InP could, potentially, achieve
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higher efficiencies. This approach is limited by the availability of high band gap materials
that are lattice matched to InP and by the weight and current cost of the InP substrates.

9.8.4 Spectrum Splitting

Over the years, a number of groups have proposed to separate the light, shining each
portion on a solar cell optimized for that wavelength range. If four or five single-junction
solar cells are used, the theoretical efficiency is quite high. However, the balance-of-
system issues imply that this approach only makes sense for space missions for which high
efficiency is essential, and the economics allow for the added cost of multiple substrates
without requiring a high concentration ratio.

9.9 IMPLEMENTATION INTO TERRESTRIAL SYSTEMS

The implementation of multijunction III-V cells into terrestrial concentrator systems
will require appropriate design of the optics, optical coupling between the optics and
cells, avoidance of chromatic aberration problems, heat sinking of the cells, electri-
cal connections/isolation, and large-scale production to reduce the cost to an accept-
able range.

9.9.1 Economic Issues

The current economics imply that the cells should be implemented in a system with a
concentration of about 400X or higher. The cell cost is estimated to be in the range of $3
to 10/cm2 [146]. Swanson estimates that the cost of electricity from a medium-sized dish-
concentrator PV plant in Albuquerque, New Mexico, would be 7 to 15 cents/kWh [13].
He assumed that the cell cost would be $3 to 10/cm2, with an efficiency of 28.5 to 33.25%
and a concentration ratio of 1000 [13].

9.9.2 Concentrator Systems

Several point-focus designs are available or are being developed. Amonix is installing
Si-based concentrators using Fresnel lenses and concentration near 250X [147]. Solar
Systems is installing reflective dishes using Si solar cell receivers [148]. Spectrolab and
Concentrating Technologies are designing a III-V multijunction solar cell receiver for
a dish [149]. With the dishes, a key issue is uniformity of the illumination. The solar
cells must be connected in series to boost the voltage, but the current that comes out
will be determined by the cell illuminated by the smallest amount of sunlight. SunPower
is developing a high-concentration, thin (flat-plate-like) concentrator [150]. ENTECH is
redesigning their terrestrial concentrator for use with III-V multijunction cells. The Ioffe
and Fraunhofer Institutes have joined to design a 130X glass-Fresnel concentrator using
III-V cells [151]. A more complete description of concentrator systems is included in
Chapter 11. A number of designs for using multijunction cells under low concentration
for space applications are reviewed in Chapter 10.
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9.9.3 Terrestrial Spectrum

The GaInP/GaAs/Ge cells that are currently produced in high volume for space applica-
tions require only minor modifications for terrestrial use. Specifically, under concentrated
sunlight, the series resistance must be reduced (as discussed above). And because the
direct terrestrial spectrum includes less blue light than the AM0 spectrum, the GaInP
cell should be thicker so that it generates a photocurrent that approximately equals that
generated by the GaAs junction. There is evidence that the AM1.5 direct reference spec-
trum is seldom observed in locations that are well suited for concentrators [152]. The
AM1.5 global reference spectrum is sometimes observed, but more frequently the spectra
lie between these two.

The direct spectrum observed at solar noon is usually richer in short-wavelength
light, especially when compared with the AM1.5 direct reference spectrum. Therefore,
optimization of the performance at solar noon is slightly different than the optimization for
annual electricity production. The Module Energy Rating (MER) Procedure (Chapter 16)
addresses this question by defining hourly data for different types of days. The highest
performance over a day depends on the location, but may be found when cells are opti-
mized for a spectrum between the AM1.5 global and AM1.5 direct spectra [153]. If the
performance early and late in the day is the most important, then thicker top cells are
better. However, the increased performance late in the day will reduce the power gen-
erated at the times when the most power is available; so this is a trade-off that must be
evaluated relative to the application.

The sensitivity of the multijunction structures to variable spectrum has been studied
theoretically [21, 29], but not yet experimentally. Modeling of the system performance
for concentrators using multijunction cells will be more difficult than modeling Si-based
modules because of the spectral sensitivity, but the temperature sensitivity is reduced.

Fundamentally, there should be no difficulty with the lifetime of the cells, but in
practice, the need for encapsulation and the complexity of the device structure (tunnel
junctions and/or use of Ge substrate, which can cause a higher defect density) could lead
to challenges in achieving reliable, manufacturable modules.
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Space Solar Cells and Arrays

Sheila Bailey1 and Ryne Raffaelle2

1NASA Glenn Research Center, Cleveland, OH, USA, 2Department of Physics,
Rochester Institute of Technology, Rochester, NY, USA

10.1 THE HISTORY OF SPACE SOLAR CELLS

10.1.1 Vanguard I to Deep Space I

In the mid 1950s, the development of single-crystal photovoltaic (PV) solar cells based
on Si, as well as GaAs, had reached solar conversion efficiencies as high as 6% [1, 2]. By
1958, small-area silicon solar cells had reached an efficiency of 14% under terrestrial sun-
light. These accomplishments opened the door to the possibility of utilizing solar power
on board a spacecraft. On March 17, 1958 the world’s first solar-powered satellite was
launched, Vanguard I [3]. It carried two separate radio transmitters to transmit scientific
and engineering data concerning, among other things, performance and lifetime of the
48 p/n silicon solar cells on its exterior. The battery powered transmitter operated for
only 20 days, but the solar cell powered transmitter operated until 1964, at which time
it is believed that the transmitter circuitry failed. Setting a record for satellite longevity,
Vanguard I proved the merit of space solar cell power. The solar cells used on Vanguard I
were fabricated by Hoffman Electronics for the US Army Signal Research and Devel-
opment Laboratory at Fort Monmouth. In 1961, many of the staff from the silicon cell
program at Fort Monmouth transferred to the National Aeronautics and Space Admin-
istration (NASA), Lewis Research Center (now Glenn Research Center) in Cleveland,
Ohio. From that time to the present, the Photovoltaic Branch at Glenn has served as the
research and development base for NASA’s solar power needs. Impressed by the light
weight and the reliability of photovoltaics, almost all communication satellites, military
satellites, and scientific space probes have been solar-powered. It should be noted that the
history presented here focuses on the United States space program. NASA was created in
1958; the Institute of Space and Astronautical Sciences (ISAS) and the National Space
Development Agency (NASDA) in Japan were created in 1965 and 1969, respectively;
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the European Space Agency (ESA) was created in 1975 by the merger of the European
Organization for the Development and Construction of Space Vehicle Launchers (ELDO)
and the European Space Research Organization (ESRO), which had begun in the early
sixties. There are notable achievements in photovoltaics from these multiple agencies.

As the first PV devices were being created, there were corresponding theoret-
ical predictions emerging that cited ∼20% as the potential efficiency of Si and 26%
for an optimum band gap material (∼1.5 eV) under terrestrial illumination [4]. In addi-
tion, it was not long before the concept of a tandem cell was proposed to enhance the
overall efficiency. An optimized three-cell stack was soon to follow with a theoretical
optimum efficiency of 37% [5]. Early solar cell research was focused on understanding
and mitigating the factors that limited cell efficiency (e.g. minority carrier lifetime, sur-
face recombination velocity, series resistance, reflection of incident light, and nonideal
diode behavior).

The first satellites needed only a few watts to several hundred watts. They required
power sources to be reliable and ideally to have a high specific power (W/kg), since
early launch costs were ∼$10 000/kg or more. The cost of the power system for these
satellites was not of paramount importance since it was a small fraction of the satellite
and the launch cost. The size of the array, and therefore the power, was limited for
many early satellites owing to the body-mounted array design. Thus, there were multiple
reasons to focus on higher-efficiency solar cells. Explorer I launched in 1958 discovered
the van Allen radiation belts, adding a new concern for space solar cells (i.e. electron
and proton irradiation damage). The launch of Telstar in 1962 also ushered in a new
era for space photovoltaics (i.e. terrestrial communications) [6]. Telstar’s beginning of
life (BOL) power was 14 W but high radiation caused by the “Starfish” high-altitude
nuclear weapon test reduced the power output [7]. This test caused a number of spacecraft
to cease transmission. The lessons learnt from Explorer I and Telstar prompted a surge
of activity in radiation protection of space solar cells and prompted the use of n-on-p
silicon semiconductor type (rather than p-on-n) for superior radiation resistance. Radiation
damage studies at the Naval Research Laboratories in the 1960s provided much in the
way of guidance to spacecraft designers in accounting for cell degradation [8].

As communication satellites evolved throughout the 1960s, so did their power
requirements and thus the size and mass of the solar arrays. There were some early
attempts to address the issue of mass by developing thin-film cells such as CdS on CuS2

heterojunction devices [9]. Unfortunately, their use was prohibited by severe degradation
over time. CdTe cells were developed reaching efficiencies of ∼7% [10]. However, the
higher efficiency and stability of the silicon solar cells assured their preeminence in satel-
lite power for the next three decades. Research on thin-film cells for space applications,
because of their higher specific power and projected lower costs, is still an area of intense
research today.

In 1973, the largest solar array ever deployed up to that time was placed in low-
Earth orbit (LEO) of Skylab 1 [11]. Skylab was powered by the Orbital Workshop array
and the Apollo Telescope Mount array. The orbital Workshop array had 2 deployable
wings, each with 73 920 (2 cm × 4 cm) n-on-p Si cells that provided over 6 kW of
power. Unfortunately, one of these wings was lost during launch. The Apollo Telescope
Mount array had 4 wings with 123 120 (2 cm × 4 cm) cells and 41 040 (2 cm × 6 cm)
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cells providing over 10 kW of power. The 1970s also saw the first use of shallow junction
silicon cells for increased blue response and current output, the use of the back surface
field, the low–high junction theory for increased silicon cell voltage output, and the
development of wraparound contacts for high efficiency silicon (HES) cells to enable
automated array assembly and to reduce costs.

In the 1980s, the gap between theoretical efficiencies and experimental efficien-
cies for silicon, gallium arsenide, and indium phosphide became almost nonexistent (see
Figure 10.1) [12]. New thin-film cells of amorphous silicon and CuInGaSe2 brought the
possibility of higher thin-film efficiencies and flexible, lightweight substrates that excited
the space community. However, silicon still provided the majority of the power for space
and eventually the solar arrays for the International Space Station (ISS) (see Figure 10.2).
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Figure 10.2 (a) Current status of International Space Station (ISS) and (b) planned configuration
of ISS by 2004. (Pictures courtesy of NASA)
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Table 10.1 Summary of existing space solar cell performance [15] obtained at AM0

Parameter Silicon High-efficiency
silicon

Single-junction
GaAs

Dual-junction
III-V

Triple-junction
III-V

Status Obsolete SOA Obsolete Nearly obsolete SOA
Efficiency (%) 12.7–14.8 16.6 19 22 26.8
Operating voltage (V) 0.5 0.53 0.90 2.06 2.26
Cell weight (kg/m2) 0.13–0.50 0.13–0.50 0.80–1.0 0.80–1.0 0.80–1.0
Normalized efficiency

temperature coefficient
at 28◦C

−0.55%/C −0.35%/C −0.21%/C −0.25%/C −0.19%/C

Cell thickness (µm) 50–200 76 140–175 140–175 140–175
Radiation tolerance 0.66–0.77 0.79 0.75 0.80 0.84
Absorptance (ratio of

absorped radiant flux
to the incident
AM0 flux)

0.75 0.85 0.89 0.91 0.92

The ISS will have the largest PV power system ever present in space. It will
be powered by 262 400 (8 cm × 8 cm) silicon solar cells with an average efficiency of
14.2% on 8 US solar arrays (each ∼34 m × 12 m) [13]. This will generate about 110 kW
of average power, which after battery charging, life support, and distribution, will sup-
ply 46 kW of continuous power for research experiments. The Russians also supply an
additional 20 kW of solar power to ISS.

Space solar cell research in the 1990s focused on the III-V and multijunction (MJ)
solar cells that had higher efficiencies and were more tolerant of the radiation environment.
Satellites continued to grow in both size and power requirements and structures were
designed to deploy large solar arrays. The mass and fuel penalty for attitude control of
these large arrays continued to drive the space photovoltaics community to develop more
efficient cells. Costs for satellite power systems remained at about a $1000/W.

The Deep Space 1 spacecraft, launched in October 1998, was the first spacecraft
to rely upon SCARLET concentrator arrays to provide power for its ion propulsion
engines [14]. Concentrator arrays use either refractive or reflective optics to direct concen-
trated sunlight onto a smaller active area of solar cells. Deep Space 1 had two such arrays
and each was capable of producing 2.5 kW at 100 V (DC). The SCARLET arrays were
developed by AEC-ABLE Engineering, Inc., under a program sponsored by the Ballis-
tic Missile Defence Organization (BMDO). These arrays performed flawlessly under this
inaugural demonstration.

The state-of-the-art (SOA) space solar cells available today are triple-junction III-V
semiconductor cells. However, high-efficiency Si cells are still utilized in a number of
space applications. Table 10.1 summarizes the SOA in space solar cells [15].

10.2 THE CHALLENGE FOR SPACE SOLAR CELLS

A team from NASA, Department of Energy (DOE), and the Airforce Research Lab-
oratory (AFRL) engineers recently reviewed the power technology needs of mid- and
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long-term proposed space science missions and assessed the adequacy of SOA solar cell
and array technologies [16]. At present, while low-cost thin-film cells are just begin-
ning to present a viable space power option [∼10% air mass zero (AM0) efficiency for
small-area cells], the best space solar cells are triple-junction III-V cells with an AM0
efficiency around 27%, and conventional arrays have reached a specific power of around
70 W/kg. These arrays meet the needs of many near-Earth missions but fail to meet some
critical NASA Office of Space Science (OSS) mission needs in three ways. These are
(1) missions that utilize solar electric propulsion (SEP) and require much higher specific
power (150–200 W/kg), (2) missions that involve harsh environments [low solar inten-
sity/low temperature, high solar intensities (HIHT), high-radiation exposure, and Mars
environments], and (3) Sun–Earth connection missions that require electrostatically clean
arrays that do not allow the array voltage to contact and thereby distort the plasma envi-
ronment of the array. The entire surface of an electrostatically clean array is maintained
at approximately the same potential as the spacecraft structure.

Work is in progress at several U.S. National Labs, universities, and solar cell com-
panies to develop four-junction III-V cells with 30 to 35% efficiency and/or low-cost
thin-film cells with large-scale efficiencies greater than 12%. This work is supported
mainly by NASA, AFRL, and DOE [National Renewable Energy Lab (NREL)]. Unfor-
tunately, no significant programs are presently under way to develop solar cells that can
function efficiently in harsh environments. The majority of the ongoing work on advanced
arrays is focused on developing flexible thin-film arrays. A limited amount of work is
in progress on the development of concentrator arrays and electrostatically clean arrays.
Table 10.2 compares space solar power (SSP) drivers and current SOA technology.

10.2.1 The Space Environment

All solar cells that are developed for use in space must take into consideration the unique
aspects of the space environment. The spectral illumination that is available in space is
not filtered by our atmosphere and thus is different from what is experienced on Earth.
Space solar cells are designed and tested under an Air Mass Zero (AM0) spectrum (see
Figure 16.1). A more complete discussion of air mass (AM) can be found in Chapters 16
and 20.

In the terrestrial PV world, cost is still the driver in PV development, and this has
generated interest in several thin-film material systems (i.e. amorphous silicon, CuInGaSe2,
CdTe). The smaller material costs and higher production potential for thin-film arrays may
well drive PV modules below current costs. The current National Photovoltaics Goal is
the development of a 20% thin-film cell. The problem is more complicated for space
applications since these cells must also be developed on a lightweight flexible substrate
that can withstand the rigors of the space environment. This suggests that a minimum
of 15% AM0 efficiency will be needed to be competitive with current satellite power
systems. The current benchmark for the space PV world are commercially available mul-
tijunction III-V cells of GaInP/GaAs/Ge described further in Chapter 9. Table 10.3 lists
the current status of cell efficiencies measured under standard conditions (AM1.5 global)
as well as extraterrestrial (AM0) spectra.

The major types of radiation damage in solar cells that are of interest to design-
ers are ionization and atomic displacement due to high-energy electrons and protons
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Table 10.2 Comparison of technology requirements with state-of-the-art space solar cells [16]

Technology Driving missions Mission application State of the art

High-power arrays
for solar electric
propulsion (SEP)

Comet nucleus sample
return, outer planet
missions, Venus
surface sample return,
Mars sample return

>150 W/kg specific
power

Operate to 5 AU

50–100 W/kg
Unknown LILT effect

Electrostatically
clean arrays

Sun Earth connection
missions

<120% of the cost of a
conventional array

∼300% of the cost of a
conventional array

Mars arrays Mars smart lander, Mars
sample return, scout
missions

26% efficiency
>180 sols @ 90% of
full power

24%
90 sols @ 80% of full
power

High-temperature
solar arrays

Solar probe, sentinels ≥350◦C operation
(higher temperatures
reduce risk and
enhance missions)

130◦C steady state;
260◦C for short
periods

High-efficiency cells All missions 30+% 27%
Low intensity low

temperature
(LILT), resistant
arrays

Outer planet missions,
SEP missions

No insidious reduction
of power under LILT
conditions

Uncertain behavior of
MJ cells under LILT
conditions

High-radiation
missions

Europa and Jupiter
missions

Radiation resistance with
minimal weight and
risk penalty

Thick cover glass

Table 10.3 Measured global AM1.5 and measured or aestimated AM0 efficiencies for small-area cells

Cells Efficiency
[%]

Global AM1.5

Efficiency
[%]

AM0

Area
[cm2]

Manufacturer

c-Si 22.3 21.1 21.45 Sunpower [17]
Poly-Si 18.6 17.1a 1.0 Georgia Tech/HEM [18]
c-Si film 16.6 14.8a 0.98 Astropower [19]
GaAs 25.1 22.1a 3.91 Kopin [19]
InP 21.9 19.3a 4.02 Spire [19]
GaInP (1.88 ev) 14.7 13.5 1.0 ISE [18]
GaInP/GaAs/Ge 31.0 29.3 0.25 Spectrolab [20]
Cu(Ga,In)Se2 18.8 16.4a 1.04 NREL [19]
CdTe 16.4 14.7a 1.131 NREL [19]
a-Si/a-Si/a-SiGe 13.5 12.0 0.27 USSC [19]
Dye-sensitized 10.6 9.8a 0.25 EPFL [19]

aEstimated AM0 efficiencies based on cells measured under standard conditions. The calculated efficiency used the
ASTM E490-2000 reference spectrum and assumes that the fill factor does not change for the increased photocurrent.
Quantum efficiencies corresponding to the table entries were used in the calculations

(although, low-energy protons can cause problems in the unshielded gap areas on the
front of solar cells and on the unshielded back). Ionization effects can reduce the trans-
mittance of the solar cell cover glasses through the development of color centers. Ionized
electrons caused by the radiation become trapped by impurity atoms in the oxide to form
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stable defect complexes. Ionizing radiation is also a large detriment to the other materi-
als associated with space solar arrays. It causes trapped charges to be created in silicon
dioxide passivating layers that can lead to increased leakage currents. Ionizing radiation,
including ultraviolet photons, is particularity bad for organic materials such as polymers
used in array development as it can produce ions, free electrons, and free radicals that can
dramatically change the optical, electrical, and mechanical properties of these materials.

The loss of energy of the high-energy protons and electrons due to interactions
with electrons in a material accounts for a large fraction of the dissipated energy. In fact,
these collisions are used to determine the penetration range for the electrons and protons
in the 0.1 to 10 MeV range. However, it is the atomic displacements created by irradiation
that are the major cause of degradation in space solar cells.

The displacement of an atom from a lattice site requires energy similar to that
necessary to sublime an atom or to create a vacancy. The energy of sublimation for Si
is 4.9 eV and for vacancy formation is 2.3 eV. The displacement of an atom requires
the formation of a vacancy, an interstitial, and usually the creation of some phonons.
Therefore, to create a displacement will require energy several times larger than that to
create a vacancy.

The main importance of displacement defects due to irradiation is their effect on
minority carrier lifetime. The lifetime in the bulk p-type material of a Si solar cell is
the major radiation-sensitive parameter. This was the basis for the switch from p-on-n to
n-on-p Si solar cells in the 1960s [21]. The minority carrier lifetime or diffusion length
in an irradiated solar cell may be a function of excess or nonequilibrium minority carriers.
This behavior is referred to as injection level dependence. This is usually associated with
damage due to high-energy protons.

The primary radiation defects in Si are highly mobile. The radiation damage effects
in Si are primarily due to the interaction of primary defects with themselves and with impu-
rities in the material. Radiation damage in these cells can be mitigated to a certain extent
by removing some of the damage before it becomes consolidated. Radiation-resistant Si
cells use intrinsic gettering to remove a part of the radiation damage while it is still mobile.
These cells contain a relatively pure region near the surface or “denuded zone” with a
gettering zone rich in oxygen deeper in the wafer away from the junction. Although this
approach decreases the beginning-of-life (BOL) output, it increases the end-of-life (EOL)
output. The cells are much more radiation-resistant, which can dramatically extend the
mission lifetime.

Annealing of irradiated solar cells can be used to remove some of the damage,
although not at temperatures that would be considered practical for space applications.
Temperatures of nearly 400◦C are required for significant improvement in Si cells. How-
ever, there is some amount of ambient annealing of radiation damage that can occur. In
space the damage and annealing process are occurring simultaneously and are thus hard
to quantify. However, in the lab, ambient annealing improvement of as much as 20% in
the short-circuit current has been observed after 22 months.

The main method for mitigating radiation damage in space solar cells is to prevent
damage by employing a cover glass. The cover glass not only stops the low-energy protons
but also slows down the high-energy particles. It can also serve to stop micrometeors,
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act as an antireflection coating, provide resistance to charging, and even provide added
thermal control to the spacecraft. In the 1970s, manufacturers began adding a nominal 5%
cerium oxide to the cover glasses. This was shown to significantly improve the resistance
of the glass to darkening from radiation or ultraviolet light [22]. The protection offered
by the cerium also will improve the lifetime of the adhesives that are used to bond the
cover glasses. The SOA cover glass is a drawn cerium-doped borosilicate glass. Research
today is focused on improving the transmission of the glasses over a wider spectral range
to accommodate the development of new MJ devices.

Current methods for calculating damage to solar cells are well documented in
the GaAs Solar Cell Radiation Handbook (JPL 96-9). Recently the displacement damage
dose (Dd) method has been developed to model radiation degradation. This method is
currently being implemented in the SAVANT radiation degradation modeling computer
program [23].

The bombardment of cells by charged particles can also lead to dangerously high
voltages being established across solar arrays. These large voltages can lead to catastrophic
electrostatic discharging events. This is especially true in the case of large arrays and pose
significant problems for future utilization of large-area arrays on polymeric substrates.
Much work has been done on the grounding and shielding of arrays to mitigate the effects
of array charging [24]. Progress in addressing these effects has been made through the
development of plasma contactors that ground the arrays to the space plasma.

Solar cell performance is also diminished over time due to neutral particle or
micrometeor bombardment. These events account for approximately a 1% decrease in
EOL space solar cells performance [25]. These events may also have a correlation to the
initiation of discharging events discussed above. Space solar cells and arrays must also
be equipped to contend with the plasma environment (radiation and charging). Removed
from much of the shielding effects of the Earth’s magnetic field, solar cells in space
are continually bombarded with high-energy electrons and protons. The radiation damage
caused by these particles will degrade solar cell performance and can dramatically limit
spacecraft life. This is especially true for mid-Earth orbits (MEO, defined as ∼2000 to
12 000 km) in which cells must pass through the Van Allen radiation belts and thus get
a much higher dose of radiation than would be experienced in low-Earth orbits (LEO,
defined as <1000 km) or geosynchronous Earth orbits (GEO, defined as 35 780 km).
LEO orbits vary in their radiation dose depending on their orientation, with, for example,
polar orbits yielding a higher radiation dose than equatorial orbits. Figure 10.3 shows a
comparison of equivalent fluence on a silicon solar cell in a variety of orbits. Figure 10.4
shows the dramatic decline in EOL power of cells in MEO orbit [26]. The degradation of
cells in space due to radiation damage can be mitigated through the use of cover glasses
at the expense of added mass to the spacecraft. Figure 10.5 shows the decline in power
density as a function of time over 10 years in an 1853-km, 103◦ sun-synchronous orbit.

10.2.2 Thermal Environment

There is a considerable range of temperatures and intensities that may be encountered
for the space use of photovoltaics. The temperature of a solar cell in space is largely
determined by the intensity and duration of its illumination [32]. In a typical LEO, such
as the orbit of the ISS, the operating temperature of the silicon solar cells is 55◦C when
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orbit with a cover glass thickness of 300 µm (GaAs: BOL 24.4 (mW/cm2) [27]; Dual
Junc – GaInP/GaAs/Ge [28]: BOL 29.3 (mW/cm2); CuInSe2: BOL 14.4 (mW/cm2) [29]; InP:
BOL 19.7 (mW/cm2) [30]; Si: BOL 17.5 (mW/cm2) [31]). (Graph courtesy of Tom Morton, Ohio
Aerospace Institute)

sun tracking and −80◦C when in the longest eclipse. The average illuminated temperature
at the orbit of Jupiter is −125◦C, whereas at the average orbit of Mercury the temperature
is 140◦C. Similarly, the average intensity at the orbit of Jupiter is only 3% of the solar
intensity at the Earth’s radius, whereas the average intensity at Mercury is nearly double
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Figure 10.5 Solar cell power density as a function of time in a 1853-km altitude, 103◦

sun-synchronous orbit for the same cells as in Figure 10.6. (Graph courtesy of Tom Morton, Ohio
Aerospace Institute)

that at Earth. The solar intensity in the orbit around the Earth will vary seasonally because
of the ellipticity of the Earth’s orbit around the sun. Orbital characteristics are also a major
source of thermal variation. Most spacecraft experience some amount of eclipse that will
vary as the orbit precesses. This can result in very large and rapid temperature changes
as shown above for the space station cell. The temperature of a solar cell in space is also
affected by the fraction of incident solar radiation returned from a planet or albedo. The
average albedo from the Earth is 0.34, but can range anywhere from 0.03 (over forests)
to 0.8 (over clouds) [7]. Typically, the range of temperatures experienced by solar cells
in orbit about the Earth is from about 20◦C to as high as 85◦C.

An increase in solar cell temperature will cause a slight increase in the short-circuit
current but a significant decrease in the open-circuit voltage (see Figure 10.6). Therefore,
the overall effect is a reduction in power of a solar cell with an increase in temperature.
It is typically less than 0.1%/◦C, but can vary dramatically depending on cell type. This
change coupled with rapid changes in temperature associated with eclipses can result in
power surges that may be problematic.

The degradation of solar cell performance as a function of temperature is expressed
in terms of temperature coefficients. There are several different temperature coefficients
used to describe the thermal behavior of solar cells. These coefficients are generally
expressed as the difference in a device parameter (i.e. ISC, VOC, Imp, Vmp, or η) measured
at a desired temperature and at a reference temperature [traditionally 28◦C, although the
new International Space Organization (ISO) standard is 25◦C] divided by the difference
in the two temperatures. Solar cell response to temperature is fairly linear for most cells
over the range of −100 to 100◦C. Unfortunately, for cells of amorphous silicon or low
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Figure 10.6 Effect of increasing temperature on solar cell I –V photoresponse

Table 10.4 Theoretical normalized efficiency tempera-
ture coefficients [33]

Cell type Temperature
[◦C]

η (28◦C) (1/η)(dη/dT )

[×10−3/◦C]

Si (calc.) 27 0.247 −3.27
Ge (calc.) 27 0.106 −9.53
GaAs (calc.) 27 0.277 −2.4

Table 10.5 Measured temperature coefficients for vari-
ous types of solar cells used in space [26]

Cell type Temp
[◦C]

η (28◦C) (1/η)(dη/dT )

[×10−3/◦C]

Si 28–60 0.148 −4.60
Ge 20–80 0.090 −10.1
GaAs/Ge 20–120 0.174 −1.60
2-j GaAs/Ge 35–100 0.194 −2.85
InP 0–150 0.195 −1.59
a-Si 0–40 0.066 −1.11 (nonlinear)
CuInSe2 −40–80 0.087 −6.52

band gap cells such as InGaAs, the response is only linear with temperature for small
temperature differences. Another frequently used definition for the temperature coefficient
is the normalized temperature coefficient. In the case of the efficiency it is defined as

β = 1

η

dη

dT
(10.1)

or the fractional change in efficiency with temperature. Theoretical values for the nor-
malized efficiency temperature coefficients for Si, Ge, and GaAs are given in Table 10.4.
Representative temperature coefficients for the various types of cells used in space are
given in Table 10.5. In general, the temperature coefficient decreases in magnitude with
the increasing band gap but is always negative except in the case of a-Si, which can have
a positive coefficient.
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10.2.3 Solar Cell Calibration and Measurement

Calibration of solar cells for space is extremely important for satellite power system
design. Accurate prediction of solar cell performance is critical to solar array sizing,
often required to be within 1%. Calibration standards as a function of band gap are
required to perform simulated AM0 efficiency measurements on earth. The calibration
standards are produced by evaluating various cell types in space via the Shuttle or in the
near future aboard the ISS. A less-costly means of developing standards is through the
use of high-altitude aircraft or balloon flights. NASA Glenn Research Center solar cell
calibration airplane facility has been in operation since 1963 with 531 flights to date [34].
The calibration includes real data to AM0.2 and uses the Langley plot method plus an
ozone correction factor to extrapolate to AM0. Comparison of the AM0 calibration data
indicates that there is good correlation with Balloon and Shuttle flown solar cells.

Solar intensity is a function of the thickness of the atmosphere that the sunlight must
pass through (AM). Plotting the logarithm of solar cell short-circuit current, proportional
to solar intensity, as a function of AM permits extrapolation to an unmeasured AM
and AM0 (Langley Plot Method). Early ground-based measurements were based on the
change in atmosphere that the sun would pass through as it moves across the sky (i.e.
more atmosphere at dawn and dusk and a minimum at solar noon). This is the same basic
method that is used with an airplane, changing altitude to vary the AM.

Data analysis from early flights between 1963 and 1967 showed that the AM0
extrapolation was slightly lower than what was expected from radiometer data. This was
found to be due to ozone absorption of sunlight in the upper atmosphere. A change in
the data linearity was also noticed when the plane flew below the tropopause. This was
later correlated with Mie scattering from particulate matter in the atmosphere and with
absorption by moisture. These effects are primarily manifested in the higher-energy region
of the solar spectrum. Calibration flights currently are performed above the troposphere
and a correction for ozone absorption is used. Today calibration runs are performed with a
Lear 25A jet housed at the NASA Glenn Research Center (see Figure 10.7). It has flown
324 flights since 1984. The plane can fly up to ∼15 km and gets above AM0.2 at 45◦N
latitude. The data is now gathered using a continuous descent rather than remaining level
over a range of altitudes.

The current Lear test setup has a 5:1 collimating tube in place of one of the original
aircraft windows. This tube illuminates a 10.4-cm-diameter temperature-controlled plate.
The tube angle can be adjusted to the sun angle. During descent IV curves for up to
6 cells, a pressure transducer, a thermopile, and a temperature sensor are all measured.
The cells are held at a constant temperature of ±1◦C. A fiber optic connected to the test-
plate is also connected to a spectroradiometer that can measure the solar spectrum from
250 to 2500 nm with 6-nm resolution, and a second spectrometer is used to measure the
spectrum from 200 to 800 nm with 1-nm resolution. Both of these spectrometers are used
to check for any spectral anomalies and to provide information on the ozone absorption.

There are currently several commercially available steady-state and pulse solar
simulators that can simulate the sun’s light in a variety of conditions (i.e. AM1.5, AM0).
The NASA Glenn Research Center uses a Spectrolab X-25 Mark II xenon arc-lamp solar
simulator. Steady-state solar simulators are generally used in laboratory or production
environments for precision testing of PV devices. Solar simulators are also used on
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Figure 10.7 The NASA Glenn Research solar cell calibration aircraft. (Photo courtesy of NASA)

terrestrial, aerospace, and satellite products as a long-term simulated sunlight exposure
system to test optical coatings, thermal control coatings, paints, and so on. Pulse simulators
make it possible to test large solar cell assemblies and solar array blankets.

NASA Glenn uses a Spectrolab Spectrosum Large Area Pulsed Solar Simulator. It
has a xenon arc lamp that is flashed to produce approximately 1-sun illumination with a
nearly AM0 spectrum. The flash lasts approximately 2 ms, during which time the voltage
across the cell is ramped and the resulting current is measured. At the same time the
short-circuit current from a standard solar cell of a similar type is used to adjust the
measured test sample current for the slightly changing illumination during the flash.

The standards for space solar cell calibration fall under the auspices of the ISO
technical committee 20: Aircraft and Space Vehicle, sub committee 14: Space Systems
and Operation. The working draft ISO 15387 addresses the requirements for reference
solar cells, the extraterrestrial solar spectral irradiance, and the testing conditions. Round
robin testing procedures, which rotate the cell measurements from agency to agency,
involving NASA, CAST, and ESA for space solar cell calibration are currently under way.

10.3 SILICON SOLAR CELLS

Silicon solar cells are the most mature of all space solar cell technologies and have been
used on practically every near-Earth spacecraft since the beginning of the US space pro-
gram. In the early 1960s, silicon solar cells were ∼11% efficient, relatively inexpensive,
and well suited for the low-power (100 s of watts) and short mission duration (3–5 years).
The conversion efficiency of current “standard-technology” silicon ranges from around 12
to 15% under standard AM0 test conditions [19]. The lower efficiency cells are generally
more resistant to radiation.

Cell efficiencies for any application should be adjusted for the array packing factor,
radiation damage, ultraviolet degradation, assembly losses, and for corrections due to
variations in intensity and temperature from standard conditions. At operating temperature,
a silicon solar cell will degrade about 25% over 10 years in GEO orbit owing to charged
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particle irradiation damage [35]. The performance of these cells degrades significantly
(often exceeding a 50% loss) in very high-radiation environments such as experienced
near Jupiter or in MEO. The relatively large temperature coefficient of silicon cells also
results in large reductions in efficiency at high temperatures [26].

There have been many enhancements to silicon cells over the years to improve
their efficiency and make them more suitable to space utilization. Textured front surfaces
for better light absorption, extremely thin cells with back surface reflectors for internal
light trapping, and passivated cell surfaces to reduce losses due to recombination effects
are just a few examples and are discussed in more detail in Chapters 7 and 8. Currently,
high-efficiency Si (HES) cells approaching 17% AM0 efficiency in production lots are
available from several producers. The advantage of the HES cell to that of a III-V lies
in their relatively lower cost and lower material density. However, silicon solar cells are
less tolerant of the radiation environment of space.

10.4 III-V SOLAR CELLS

The efficiency of space solar cells achieved dramatic improvements as the focus shifted
from Si toward GaAs and III-V semiconductor systems. The 1.43 eV direct band gap is
nearly ideal for solar conversion (see Figure 10.1). By 1980 several types of III-V cells
had been tested in space, with a 16% GaAs solar cell being developed by 1984 and a
18.5% efficient GaAs/Ge solar cell developed by 1989. It was also found that the GaAs
cells had significantly better radiation resistance than Si cells. GaAs cells with efficiencies
in excess of 80% of their theoretical maximum were routinely available commercially by
1998. Single-junction GaAs on Ge cells are currently commercially available with an
AM0 efficiency of 19% and VOC of 0.9 V. III-V solar cells for space applications are
currently grown on Ge wafers because of the lower cost and higher mechanical strength
over GaAs wafers.

Investigations on further efficiency improvement toward the end of the 20th century
turned toward the development of multiple-junction cells and concentrator cells. Much of
the development of “multijunction” GaAs-based photovoltaics was supported by a coop-
erative program funded by the Air Force Manufacturing Technology (ManTech) program
and Space Vehicles Directorate, the Space Missile Center, and NASA [36]. This work
resulted in the development of a “dual-junction” cell that incorporates a high band gap
GaInP cell grown on a GaAs low band gap cell. The 1.85-eV GaInP converts short wave-
length photons and the GaAs converts the lower energy photons. Commercially available
dual-junction GaInP/GaAs cells have an AM0 efficiency of 22% with a VOC of 2.06 V.
See Chapter 9 for a complete discussion of this type of solar cell.

The highest-efficiency solar cells currently available for space use are triple-
junction cells consisting of GaInP, GaAs, and Ge. They are grown in series of connected
layers and have been produced with a 26.9% efficiency with a VOC of 2.26 V in pro-
duction lots, with laboratory cells of 29% (see Figure 10.8). Emcore, Inc., Tecstar, Inc.,
and SpectroLab, Inc., currently produce cells that are commercially available in the 25
to 27% range. Hughes Space and Communications Company’s HS601 and HS702 space-
craft currently use MJ technology as do most other contractors for their high-performance
spacecraft.
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Figure 10.8 Commercially available 26.9% GaInP/GaAs/Ge triple-junction cell

Spectrolab, supplier of more than half of the world’s spacecraft solar cells, has
reached a milestone of 25 000 triple-junction GaInP/GaAs/Ge solar cells, with a max-
imum efficiency of 27.1% and an average conversion efficiency of 24.5%. They are
currently providing 1 MW of cells to global spacecraft manufacturers (e.g. Hughes Space
and Communication Company, Ball Aerospace & Technologies Group, Lockheed Mar-
tin, and Boeing). Their high-efficiency cells retain 86% of their original power after
15 years of operation. There is currently more than 50 kW of Spectrolab dual-junction
solar cells in orbit.

The new multijunction III-V cells have allowed a reduction in solar array size
and mass over the previously used Si cells while maintaining comparable power levels.
The alternative way to view the efficiency increase offered by the III-V cells is that they
have increased available payload power over using a comparably sized Si array. Scientists
expect the majority of the 800 commercial and military spacecraft launched in the next
five years to use multijunction III-V technology. This should result in the lower costs for
telecommunications, Internet, television, and other wireless services. The AFRL recently
initiated a 35% efficient four-junction solar cell program.

Multijunction III-V cells are relatively expensive to produce. The development of
large-area arrays using these cells can become cost-prohibitive. One option to reduce the
overall cost is to use the cells in solar concentrators, where a lens or mirror is used
to decrease the required cell area. The previously mentioned SCARLET concentrator
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arrays used on Deep Space 1 used GaInP/GaAs high-efficiency dual-junction cells. A
more advanced SCARLET-II array will build on the SCARLET technology with lower
cost, easier fabrication, and simplified assembly and testing [14].

10.4.1 Thin-film Solar Cells

One of the first thin-film cells, Cu2S/CdS, was developed for space applications. Reli-
ability issues eliminated work on this particular cell type for both space and terrestrial
considerations even though AM1.5 efficiencies in excess of 10% were achieved. Thin-film
cells require substantially less material and thus lower mass and promise the advantage
of large-area, low-cost manufacturing. Until recently, the focus in space cells has been
on efficiency rather than cost. In a several billion dollar spacecraft the solar cell cost is
relatively small at even a thousand dollars per watt, which is approximately the current
array cost. This has primarily been true for spacecraft with power needs from a few
hundred watts to tens of kilowatts. However, deployment of a large Earth-orbiting space
power system or some of the proposed SEP missions will require major advances in the
PV array weight, stability in the space environment, efficiency, and ultimately the cost
of production and deployment of such arrays. The development of viable thin-film arrays
has become a necessity for a host of space missions [37]. Mission examples include ultra-
long duration balloons (e.g. Olympus), deep space SEP “tug” array, Mars surface power
outpost, and Mars SEP Array (see Figure 10.9). Solar electric propulsion missions are
those in which the solar array is used to provide power for an electric propulsion system
such as a Hall thruster or an ion thruster. These missions require large, lightweight, low-
cost power systems. Studies have shown that the specific power or power per mass that
will be required (i.e. 1 kW/kg) cannot be achieved with single-crystal technology [30].
The specific power required is almost 40 times what is presently available in commercial
arrays. While high-efficiency ultralightweight arrays are not likely to become commer-
cially available anytime soon, advances in thin-film photovoltaics may still impact other
space technologies (i.e. thin-film integrated power supplies) and thus support a broad
range of future missions.

Lighter power generation will allow more mass to be allocated to the balance-of-
spacecraft (i.e. more payload). In addition, less expensive power generation will allow

Figure 10.9 Proposed Mars solar electric propulsion vehicle. (Picture courtesy of NASA)
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missions with smaller budgets and/or the allocation of funds to the balance-of-spacecraft.
This is an essential attribute in enabling such missions as the Mars Outpost SEP Tug. An
example of the benefits of thin-film PV arrays for the now-canceled ST4/Champollion
indicates a $50 million launch cost savings and 30% mass margin increase when thin-
film solar array power generation was combined with advanced electric propulsion. A
parametric assessment showed similar advantages for other solar system missions (e.g.
main belt asteroid tour, Mars SEP vehicle, Jupiter orbiter, Venus orbiter, Lunar surface
power system) [30].

Much of the original development of thin-film PV arrays was performed with
the terrestrial marketplace in mind. This has been a tremendous benefit to researchers
hoping to develop such arrays for space. Features such as cell efficiency, material stability
and compatibility, and low-cost and scalable manufacturing techniques are important to
both environments. However, many key array aspects necessary for space utilization
are not important for terrestrial use and thus have not experienced a similar progress.
Features such as radiation tolerance, air mass zero (AM0) performance, use of lightweight
flexible substrates, stowed volume and lightweight space deployment mechanisms must
be developed before a viable space array can become a reality. Unfortunately, the costs
associated with developing these features along with the subsequent space qualification
studies mitigate the savings of using a thin-film array for space, and thus have inhibited
their application.

On-going efforts by NASA and the U.S. Air Force are now addressing these issues
associated with the development of thin-film arrays for space. Copper indium gallium dise-
lenide (CIGS), cadmium telluride (CdTe), and amorphous silicon (a-Si) thin-film materials
appear to have a good chance of meeting several proposed space power requirements [38].
Reasonably efficient (∼8% AM1.5) large area flexible blankets using a-Si triple junction
technology are already being manufactured.

Table 10.6 summarizes the thin-film solar cell technologies that are currently avail-
able. Further details on a-Si, CIGS, and CdTe solar cells can be found in Chapters 12–14,
respectively. Several device structures offer specific power exceeding 1000 W/kg, but
these values only include the device and substrate not the entire module and array. This
table shows the importance of lighter or thinner substrates in achieving higher specific
power. Note that multijunction cells (like the a-Si triple cells) whose thicknesses and
bandgaps have been optimized for the terrestrial AM1.5 spectra should be re-optimized
for AM0 since the distribution of photons between top, middle and bottom cells will
be different. This changes the current matching. Reoptimization is not required for single
junction thin-film devices. References 39 and 40 showed no substrate dependence for a-Si
devices; that is, the same efficiency resulted between deposition on thin (10–25 µm) or
thick (125 µm) stainless steel or between stainless steel or Kapton. This is good news
for obtaining lighter thin film modules with higher specific power. In contrast, efficiency
of Cu(InGa)S devices decreased from 10.4% to 4.1% as the stainless steel substrate
decreased in thickness from 128 µm to 20 µm [44]. An 11% efficiency for CdTe on
10 µm polyimide was reported but is unpublished [45].

Development of other wide bandgap thin-film materials to be used in conjunction
with CIGS to produce a dual-junction device is underway. As has already been demon-
strated in III-V cells for space use, a substantial increase over a single-junction device
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Table 10.6 Small area thin-film solar cell efficiency and specific power. AM0 and AM1.5 given when
available. Results for a-Si devices in initial state before stabilization. AM0 results for a-Si triple junctions
of a-Si/a-SiGe/a-SiGe [42] are higher than AM1.5 because they were optimized for AM0 spectrum, all
other cells optimized for AM1.5. Substrate thickness estimated in some cases. Specific power calculated
by authors with some assumptions. (n/a means not available)

Cell
type

Cell + substrate
thickness

AM1.5
efficiency

[%]

AM0
efficiency

[%]

Specific
power
[W/kg]

@AM1.5

Reference
for cell
results

a-Si triple junction Stainless steel,
128 µm

11.9 12.7 108 [39]

a-Si triple junction Stainless steel, 7 µm 6.5 n/a 1080 [40]
a-Si triple junction Kapton, 52 µm ∼12 (est.) 12.7 ∼1200 [39]
a-Si double junction Glass, ∼1.5 mm 11.7 n/a 31 [41]
Cu(InGa)Se2 Glass, ∼1.5 mm 18.8 n/a 50 [42]
Cu(InGa)Se2 Stainless steel

128 µm
17.4 n/a 156 [42]

Cu(InGa)Se2 Polyimide 54 µm 12.1 n/a 1260 [43]
Cu(InGa)S2 Stainless steel

128 µm
10.4 8.8 93 [44]

CdTe Polyimide 10 µm 8.6 n/a n/a [45]
CdTe Glass, ∼1.5 mm 15 n/a 40 [46]

efficiency is possible with a dual-junction device. NASA and NREL have both initiated
dual-junction CIS-based thin-film device programs. The use of Ga to widen the bandgap
of CIGS and thus improve the efficiency is well established [42]. The substitution of S
for Se also appears to be attractive as a top cell material. In particular, AM0 cell effi-
ciencies 8.8% have been measured for CuIn0.7Ga0.3S2 (Eg 1.55 eV) thin-film devices on
flexible stainless steel substrates [44]. Other wide bandgap top cell possibilities under
investigation include adding CdZnTe absorbers as discussed at the end of Chapter 14 .

The majority of thin-film devices developed for terrestrial applications have been
on heavy substrates such as glass. However, progress is being made in reducing substrate
mass through the use of thin metal foils and lightweight flexible polyimide or plastic
substrates [47]. The use of such plastic substrates as Upilex or Kapton puts a slight
restriction on the processing temperatures. This of course can be obviated by the use of
metal foil if one is willing to accept the mass penalty.

In addition to cost and weight savings for spacecraft, thin-film solar cells have
potential for improved radiation resistance relative to single-crystal cells, possibly extend-
ing mission lifetimes. For example, after a dose of 1016 1 MeV electrons/cm2, the max-
imum power generated by a GaAs cell can decrease to less than half of its BOL value.
By contrast, after a dose of 1013/cm2 10 MeV protons (which would degrade GaAs cell
power performance to less than 50% of BOL), the power generated by CIS cells has been
shown to retain more than 85% of its BOL value [48].

In addition to thin-film cell development, there is the problem of making thin-film
arrays for space. The flexibility of a thin-film cell on a polymeric substrate is a great
advantage when it comes to stowability and deployment; however, it must be rigidly
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supported after deployment. Work must be done to determine how best to deploy and
maintain thin-film arrays. The same issues concerning stability in the space environment
that were addressed for arrays with crystalline cells must now be addressed for thin-film
arrays. As outlined in US Government Military Standard 1540C, the array must pass a
number of qualification tests, including those for integrity and performance after exposure
to elevated temperatures, radiation (particularly electrons and protons), thermal cycling,
vibration and mechanical stress, and atomic oxygen.

The Air Force is leading a large, multidisciplinary team under the auspices of the Air
Force Dual-Use Science and Technology program to develop a functional thin-film array
for space within three years [49]. This program has the specific goals of demonstrating

1. a stabilized 10 to 15% AM0 efficient thin-film submodule;
2. submodule and module electrical architectures including bypass and blocking diode

technology;
3. submodule and module mechanical interface architectures, module strength, and struc-

tural support requirements;
4. array support structure design for an array with a wide range of power levels;
5. space environment and thermal control protection/qualification standards for thin-film

arrays.

This effort will culminate in the design of a-1 kW LEO and 20-kW GEO thin-film
solar array.

10.5 SPACE SOLAR ARRAYS

Solar array designs have undergone a steady evolution since the Vanguard 1 satellite.
Early satellites used silicon solar cells on honeycomb panels that were body-mounted to
the spacecraft. Early space solar arrays only produced a few hundred watts of power.
However, satellites today require low-mass solar arrays that produce several kilowatts of
power. Several new solar array structures have been developed over the past 40 years to
improve the array specific power and reduce the stowed volume during launch.

The most important characteristics of solar arrays required for space applica-
tions are

• high specific power (W/kg)

• low stowed volume (W/m3)
• low cost ($/W)
• high reliability.

In addition, several proposed space missions have put other constraints on the solar arrays.
Several proposed Earth-orbiting missions designed to study the sun require “electrostati-
cally clean” arrays. Inner planetary missions and mission to study the sun within a few
solar radii require solar arrays capable of withstanding temperatures above 450◦C and
functioning at high solar intensities (HIHT). Outer planetary missions require solar arrays
that can function at low solar intensities and low temperatures (LILT). In addition to the
near-sun missions, missions to Jupiter and its moons also require solar arrays that can
withstand high-radiation levels.
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The EOL power generated by an array is impacted in a variety of ways. Radiation
damage will result in an 8% loss of BOL power/m2 after 5 × 1014 1 MeV electrons (i.e.
typical EOL fluence in geosynchronous orbit). The temperature correction due to the
operation of the solar cell at 75◦C rather than at the 25◦C test conditions will reduce the
power/m2 by ∼9%. Degradation due to UV exposure is around 1.7%. Loss in power over
time due to micrometeors and ordinary surface contamination are each around 1% [24].

The solar arrays presently in use can be classified into six categories:

• Body-mounted arrays
• Rigid panel planar arrays
• Flexible panel array
• Flexible roll-out arrays
• Concentrator arrays
• High-temperature/intensity arrays
• Electrostatically clean arrays.

A summary of the important typical characteristics of these arrays are given in Table 10.7.

10.5.1 Body-mounted Arrays

Body-mounted arrays are preferred for small satellites that only need a few hundred watts.
Early spherical satellites and spin-stabilized cylindrical satellites used body-mounted
arrays of silicon solar cells on the honeycomb panels. This type of array is simple
and has proven to be extremely reliable. One of the limitations of this type of array
is that it puts a constraint on the direction the spacecraft must point. This type of
array is still used on smaller spacecraft and spin-stabilized spacecraft. The recently
deployed Mars Pathfinder Sojourner Rover also used body-mounted solar arrays (see
Figure 10.10).

10.5.2 Rigid Panel Planar Arrays

Rigid panel arrays have been used on many spacecraft requiring several hundred watts
to many tens of kilowatts of power. They consist of rigid honeycomb core panels that

Table 10.7 Space solar array characteristics [16]

Technology Specific power
[W/kg] (BOL)

@ cell efficiency

Cost
[$K/W]

Area
per power
[m2/kW]

High-efficiency silicon (HES) rigid panel 58.5@19% 0.5–1.5 4.45
HES flexible array 114@19% 1.0–2.0 5.12
Triple junction (TJ) GaAs rigid 70@26.8% 0.5–1.5 3.12
TJ GaAs ultraflex 115@26.8% 1.0–2.0 3.62
CIGS thin filma 275@11% 0.1–0.3 7.37
Amorphous-Si MJ/thin filma 353@14% 0.05–0.3 5.73
aRepresents projected values. These arrays are unavailable commercially
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JPL-25888AC

Figure 10.10 Body-mounted array on the Mars sojourner rover. (Picture courtesy of NASA JPL)

are hinged such that they can be folded against the side of the spacecraft during launch
(see Figure 10.11). Each panel is rigid and quite strong, but can add considerably to the
overall weight of the array. There has been much development recently on panels of
materials other than aluminum (i.e. graphite/epoxy sheets and ribbons). Hybrid panels
with aluminum honeycombs and epoxy/glass face sheets have also been developed. The
folded arrays are deployed by means of pyrotechnic, paraffin, or knife blade actuators and
damper-controlled springs.

The BOL power density of the rigid panel array is extremely dependent on the
type of solar cell used. BOL power densities range from 35 to 65 W/kg for silicon cells
and 45 to 75 W/kg for GaAs/Ge cells. The panel assembly of a rigid array accounts
for 75 to 80% of the total mass, with the stowed and deployment structure making up
the balance [16]. The Tropical Rainfall Measuring Mission (TRMM) and Rossi X-Ray
Timing Explorer (XTE) both employ rigid panel arrays. Available power supplied by
typical rigid panel arrays range from very small to in excess of 100 kW.

10.5.3 Flexible Fold-out Arrays

Flexible fold-out arrays are attractive for missions that require several kilowatts of power
because of their high specific power, high packaging efficiency (low stowed volume), and
simple deployment system. These arrays are generally designed in two basic configurations:

1. Flexible flat panel array with linear deployment as shown in Figure 10.12.

2. Flexible round panel array with circular deployment as shown in Figure 10.13.

These arrays have flexible or semiflexible panels that are stowed for launch with
accordion folds between each panel. On reaching an appropriate orbit, these are unfurled
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Figure 10.11 Rigid panel GaAs solar array (Picture courtesy of NASA). (The PV array is the
two rectangular panels of five modules each)

Figure 10.12 ISS array with linear deployment. (Figure courtesy of NASA)

by means of an Astromast, an Ablemast, or some other similar device. The spe-
cific power of these types of arrays varies from 40 to 100 W/kg, depending on the
cell type, power, mission-reliability requirements, spacecraft orientation and maneuver-
ability capabilities, and safety requirements. Initially, they were marketed as a significant
improvement in power produced per unit mass. However, even though flexible arrays have
an excellent figure-of-merit in this regard, the best rigid honeycomb panels have thus far
matched their specific power performance. Very large flexible blanket solar arrays present
complex structural and spacecraft design issues. This type of array is used on the MIL-
STAR series of spacecraft, on the TERRA spacecraft, and on the ISS (see Figure 10.2).
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Figure 10.13 Flexible round panel array with circular deployment. (Picture courtesy of
AEC-ABLE)

TRW, Inc., developed a flexible flat panel/rectangular array in the late 1980s, known
as the Advanced Photovoltaic Solar Array (APSA), under a contract with NASA/JPL [50].
A similar array development was performed with DOD support. These arrays were based
on the same fundamental concept of using polyimide panels stretched between lightweight
hinges that could be deployed by an extendible mast. Silicon cells with an average AM0
efficiency of 14% were used for the arrays. The structure (mast, release motor, containment
box) accounted for ∼51% of the array mass with the panel assembly (polyimide substrate,
solar cells, cover glass, and interconnect tabs, hinges, wiring harness) making up the
balance.

The original APSA design was for 130 W/kg at 5.3 kW BOL in GEO. However,
the specific power of this type of array does not scale linearly. The low-power arrays of
this design had a specific power on the order of 40 to 60 W/kg. Projected BOL and EOL
specific power of the APSA array for both Si and GaAs cells available in the early 1990s
are given in Figure 10.14.

The Terra satellite uses an APSA-type array. The specific power of this array is
only ∼40 W/kg. This was due to the necessity of reinforcing the stowage box because
the box could not be stiffened by the spacecraft structure as APSA had assumed. Also,
a stronger and heavier substrate than that APSA had assumed would be possible was
used. The ISS Array also had a BOL specific energy of 40 W/kg owing to additional
maneuverability and safety and reliability requirements put on the arrays [13].

10.5.4 Thin-film or Flexible Roll-out Arrays

The flexible roll-out array is similar to the accordion-folded array mentioned earlier,
except the fact that the semiflexible or flexible substrate is rolled onto cylinder for launch.
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Figure 10.14 Projected specific power of the APSA array with various cell technologies [13]

The Hubble Space Telescope used such a roll-out array (see Figure 10.15). It contained a
polyimide blanket in a roll-up stowed configuration. The array was deployed by a tubular,
extendable boom (Bi-STEM) deployment system. The flexible role-out array design was
developed for the US Air Force.

After eight years in orbit, the solar arrays on Hubble were replaced on orbit owing
to degradation [51]. During the repair mission, delamination of the solar array bus bars
was observed and it was also noticed that two of the hinge pins had started to creep out.
One of the arrays was returned to Earth to be studied, while the other array was jettisoned
into space. The returned solar array was shipped to ESA for further study. These roll-out
arrays were replaced with rigid panels that were thought to be more reliable.

AFRL has begun a $6 M, three-year program with two prime contractors (Boeing
and Lockheed Martin) to investigate and design complete arrays uniquely tailored to
thin-film solar cells. The SquareRigger solar array being developed by AEC-ABLE is a
flexible blanket system composed of modular “bays.” This array is attempting to combine
an ultra-high-power capability (>30 kW) with a high stowed packaging efficiency. The
SquareRigger solar array system is projected to achieve a specific power between 180 to
260 W/kg BOL, depending on the type of cells used. A SquareRigger system using thin-
film cells is projected to offer an order-of-magnitude reduction in cost over conventional
rigid panel systems.

10.5.5 Concentrating Arrays

Photovoltaic concentrating arrays have been proposed for missions to outer planetary mis-
sions, solar electric propulsion missions, and missions that operate in high-radiation envi-
ronments. These arrays are attractive for these missions because they have the potential
to provide a high specific power, higher radiation tolerance, and improved performance in
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Figure 10.15 Roll-out arrays used on the Hubble space telescope. (Photo courtesy of NASA)

LILT environments. The technical issues in using concentrating arrays are precision point-
ing, thermal dissipation, nonuniform illumination, optical contamination, environmental
interactions, and complexity of deployment. They can also decrease overall spacecraft
reliability because a loss of pointing may cause significant power loss to the spacecraft.

Reflective systems can have concentration ratios from 1.6X to over 1000X, with
a practical limit of around 100X. Refractive designs are generally limited to the range of
about 5X to 100X, with a practical limit of around 20X. Solar energy may be focused
on a plane, line, or point depending on the geometry of the concentrator design. These
concentrators may be small and numerous if used in a distributed focus design or they
may be a single large concentrator as in a centralized focus design.

AstroEdge array on the NRO STEX spacecraft, launched in October 1998, was
the first spacecraft to use a concentrator as its main power source. This system used a
reflective trough design with a nominal 1.5X concentration. The arrays were successfully
deployed and cell currents were slightly higher than predicted. Thermal problems did
occur on some of the panels owing to the higher concentrator operating temperature.

The Deep Space 1 spacecraft launched in October 1998 used SCARLET concentra-
tor arrays to provide power to its ion propulsion engines (see Figure 10.16) [14]. Its two
arrays were capable of producing 2.5 kW at 100VDC. The Scarlet array was developed
by AEC-ABLE under a program sponsored by BMDO.

The SCARLET array has a refractive linear distributed focus with a 7.5X con-
centration ratio. The array has 720 lenses to focus sunlight onto 3600 solar cells. Deep
Space 1 has two SCARLET solar array wing assemblies. Each assembly is made up of a
composite yoke standoff structure, four composite honeycomb panel assemblies, and four
lens frame assemblies. High-efficiency triple-junction GaInP2/GaAs/Ge cells were used
in this array.
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Figure 10.16 The SCARLET array used on Deep Space 1

The first commercial concentrator array developed for space was the Boeing 702.
It was used on the Galaxy XI spacecraft and was deployed on January 12, 2000. It
has a reflective planar centralized focus concentrator design in which the sun’s rays
are reflected onto a single rectangular plane of solar cells. It used thin-film reflec-
tors and had a 1.7X concentration. It was designed for power levels of 7 to 17 kW
over a 16+ year design life. The array deployed as expected and its initial power out-
put was within the expected range. However, its concentrator surfaces degraded very
quickly while in orbit. The specific power of this array was ∼60 W/kg using 24%
efficient MJ solar cells. The similar Boeing 601 bus, which uses an ordinary planar
solar array, is limited to about 15 kW of power owing to the array stowed volume
limitations.

10.5.6 High-temperature/Intensity Arrays

Missions to Mercury and other missions with close encounters to the sun (i.e. solar
probe) have generated the need for cells and arrays that are capable of operating in
high–light intensity, high-radiation, and high-temperature environments. Two missions
that had to contend with such an environment have already flown. Helios A, which reached
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0.31 Astronomical Units (AU) – the average Earth to sun distance – was launched on
December 10, 1974 and Helios B, which reached 0.29 AU, was launched on January 15,
1976. These spacecraft used ordinary silicon cells that were modified for high-intensity
use and had second surface mirrors to cool the array. The remainder of their technology
was very similar to what is used on standard arrays. In addition to these missions, the
upcoming MESSENGER Discovery mission is planned for travel to 0.31 AU. Its solar
array design is already under development.

The current solar array technology can meet the needs of MESSENGER or other
spacecraft that approach the sun to about 0.3 AU, but with reduced performance and
increased risk compared to other applications. Further progress is required in both cell
and array development for closer encounters to the sun. The common feature to the high-
temperature and high-intensity solar arrays that have operated thus far is the replacement
of a significant fraction of the solar cells by optical solar reflectors (OSRs). These are
mirrors that help control the array temperature near the sun at the cost of reduced power
at larger distances.

The MESSENGER design also off-points the array as the spacecraft nears the sun
to keep the array below 130◦C. The array is designed to tolerate pointing at the sun for
a maximum of 1 h (probably much longer). However, it will be unable to function under
this extreme condition (i.e. 260◦C).

The US Air Force and BMDO also developed some high-temperature arrays in
the late 1980s. The Survivable COncentrating Photovoltaic Array (SCOPA) and SUrviv-
able PowER System (SUPER) were designed to be capable of surviving laser attack.
These were concentrator arrays that directed the incident laser light away from the solar
cells. Although the laser light would not impinge directly, the arrays’ temperature would
increase dramatically and thus the arrays needed to withstand several hundred degrees
Celsius.

The high-temperature survivability of SCOPA and SUPER was achieved through
changes to the contact metallization and through the use of diffusion barriers in the
GaAs cells used. Both Tecstar and Spectrolab developed the cells in conjunction with
this effort. Other smaller companies such as Astropower, Kopin, and Spire have also
worked on developing high-temperature cells. GaAs cells reaching an AM0 efficiency
of 18% were produced that degraded less than 10% under one-sun after annealing in
vacuum for 15 min at 550◦C. Concentrator cells were produced that survived repeated
7-min excursions to 600◦C. These same cells exhibited only 10% loss with exposure to
700◦C. NASA is also currently funding an effort to develop wide band gap solar cells
for high-temperature/high-intensity environments. Cells using materials such as SiC, GaN,
and AlGaInP are being developed [52]. These cells may also benefit from high-emissivity
selective coatings that will limit the unusable IR entering the solar cells and reduce their
steady-state temperature.

10.5.7 Electrostatically Clean Arrays

There is an entire class of proposed missions designed to study the Sun–Earth Connec-
tion (SEC). These spacecraft typically measure the fields and particles associated with the
solar wind. This requires that arrays be developed that do not distort the local environment
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or be electrostatically “clean.” These arrays must have their voltage separated from the
space plasma and the array must be maintained at the same potential as the spacecraft.
This is usually accomplished by coating the cell cover glass and arrays between the cells
with a conductor. Since the coating for the cover glass must be transparent, a transpar-
ent conducting oxide (TCO) such as indium tin oxide is used. The coatings between the
cells must not short them out, so an insulating coating must first be applied to all of the
interconnects before the conductive coating or “v” clips. All of this must be done within
a thickness of ∼0.08 mm and within a width of about 0.8 mm.

Fabricating an electrostatically clean array presently costs three to six times as
much as a typical array. This is due in large part to the hand labor involved in developing
such arrays. These arrays are also less reliable due to the lack of robustness of the conduc-
tive coatings used to maintain the equipotential. In addition, these arrays are also generally
body-mounted, which cuts down on the available power to the spacecraft (i.e. pointing
issues, etc.). The power is also limited due to the thicker cover glass that is employed
owing to the high-radiation environment associated with SEC missions. Unfortunately,
there is not a wide knowledge base on how to develop electrostatically clean arrays. This
was demonstrated in the cost of developing the Fast Auroral Snapshot (FAST) solar array.
The electrostatically clean body-mounted solar panels for FAST cost in excess of $7400
per test condition watt.

The use of monolithic diodes on the latest generation of MJ solar cells could
prove to be a tremendous advantage in developing electrostatically clean arrays. The
presence of antennas, booms and outcroppings from a body-mounted array, requires that
solar cells have bypass diodes to reduce the shadowing losses and potential damage to
the arrays. The new built-in diodes will obviate the need and the expense involved in
adding the diodes to the array circuitry. The NASA Goddard Space Flight Center (NASA-
GSFC) recently funded Composited Optics Incorporated (COI) to study electrostatically
clean arrays through the Solar Terrestrial Probe (STP) Program’s Magnetospheric Mul-
tiscale (MMS) and Geospace Electrodynamic Connection (GEC) projects. COI will be
supplying the electrostatically clean solar panels for the Communication/Navigation Out-
age Forecast System (CNOFS).

10.5.8 Mars Solar Arrays

Mars orbiters have used PV arrays that are quite similar to those used in Earth orbit with
good results. However, Mars surface missions, in which the solar spectrum is depleted
at short wavelengths, causes the efficiency of the cells to be lower than that if the cells
were operated above the atmosphere of Mars. The cell efficiency is reduced by about
8% (relative %). In addition, the effect of dust accumulating on arrays was observed on
the Mars Pathfinder mission by monitoring the JSC of cells exposed to the environment
whose short-circuit current could be monitored on a routine basis. One cell indicated
an increase in obscuration of about 0.3%/sol for the first 20 sols (note that a “sol” is
a Martian day of 24.6 h). The other cell indicated that over a longer period of ∼80
sols, the obscuration flattened out and seemed to be approaching an asymptote of around
20% obscuration [53]. Cells that are “tuned” to the Martian solar spectrum and methods
for mitigating dust obscuration will be necessary to produce efficient arrays for Mars
surface power.
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10.5.9 Power Management and Distribution (PMAD)

There are a number of different devices involved in efficiently connecting a space solar
array to its intended loads. A system for managing and distributing the power consists
of regulators, converters, charge controllers, blocking diodes, and wiring harness [54].
This system must condition the power to maintain the appropriate current and voltage
levels to the power subsystems under varying illumination, temperature, and with cell
degradation over the mission lifetime. The electrical bus for this system must also be
able to isolate individual panel faults in such a way that the entire spacecraft will not
loose total power in the case of a panel failure. The entire Power Management and
Distribution (PMAD) typically will account for 20 to 30% of the entire power system
mass in the case of a conventional array. This can be reduced if an unregulated system
is used.

Very often solar power generation is combined with a battery storage element that
can be used in eclipse. In order to provide the appropriate charging conditions for the
batteries and to avoid overcharging and heating, peak-power tracking (PPT) or direct
energy transfer (DET) are used. PPT controls the arrays, so they only produce the power
levels required by means of a DC-DC converter in series with the array. Peak-power
tracking is typical on missions that need less power at EOL. A PPT system uses about
5% of the power produced by the array. Systems using DET operate using the fixed voltage
of the array and shunt the excess power through shunt resistors. The fixed voltage of the
array is chosen to be close to the EOL maximum power point voltage. These systems
generally have a higher EOL efficiency and therefore are used on longer missions.

On an unregulated bus with a battery storage component, the loads will experience
whatever voltage is currently on the batteries. This can lead to a large swing in voltage
(i.e. 20%) to the load depending on the battery chemistry and the depth of discharge. In a
quasi-regulated system that employs a simple battery charger, the loads will be maintained
at a voltage that is higher than the voltage on the batteries during charging. However,
the loads will track the decrease in battery voltage as they are discharged (i.e. during
eclipse). A fully regulated system that uses a regulator will maintain a constant load
voltage independent of the charging or the discharging cycle. A fully regulated system
requires more elements and thus increases the PMAD complexity and mass. There will
also be a decrease in system efficiency due to the power loss from overall bus resistance.
However, it does provide more reliability and increases battery life. The resistive power
losses can be minimized by using a higher bus voltage. The maximum voltage limits on
an array is set by the voltage that the exposed parts of the power system can hold off
without discharging through the space plasma (i.e. ∼50 V for LEO).

10.6 FUTURE CELL AND ARRAY POSSIBILITIES

10.6.1 Low Intensity Low Temperature (LILT) Cells

The term LILT is used to refer to solar arrays operating under conditions encountered
at distances greater than 1 AU from the sun. Typical Earth-orbiting solar arrays have
steady-state illuminated temperatures of approximately 40 to 70◦C. The efficiency of
most cells increases down to about −50◦C. This temperature would correspond to around
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3 AU. Currently available solar cells have uncertain performance under LILT conditions.
NASA Glenn Research Center has initiated a program to evaluate solar cells under LILT
conditions and to look for ways of enhancing their performance.

10.6.2 Quantum Dot Solar Cells

A recent approach to increasing the efficiency of thin-film PV solar cells involve the
incorporation of quantum dots [55]. Semiconductor quantum dots are currently a subject
of great interest mainly due to their size-dependent electronic structures, in particular
the increased band gap and therefore tunable optoelectronic properties. To date these
nanostructures have been primarily limited to sensors, lasers, LEDs, and other optoelec-
tronic devices. However, the unique properties of the size-dependent increase in oscillator
strength due to the strong confinement exhibited in quantum dots and the blue shift in the
band gap energy of quantum dots are properties that can be exploited for developing PV
devices that offer advantages over conventional photovoltaics. Theoretical studies predict
a potential efficiency of 63.2%, for a single size quantum dot, which is approximately
a factor of 2 better than any SOA device available today. For the most general case, a
system with an infinite number of sizes of quantum dots has the same theoretical effi-
ciency as an infinite number of band gaps or 86.5%. See Chapter 4 for a more complete
discussion of quantum dots and theoretical efficiencies.

A collection of different size quantum dots can be regarded as an array of semi-
conductors that are individually size-tuned for optimal absorption at their band gaps
throughout the solar energy emission spectrum. This is in contrast with a bulk material
in which all photons with E > Eg are absorbed at the same energy, that is, the band
gap. Their excess energy E − Eg is wasted. In addition, bulk materials used in solar
energy cells suffer from reflective losses at energies about the band gap, whereas for indi-
vidual quantum dots reflective losses are minimized. Some recent work has shown that
quantum dots may offer some additional radiation resistance and favorable temperature
coefficients [56].

10.6.3 Integrated Power Systems

NASA has also been working to develop lightweight, integrated space power systems on
small-area flexible substrates [57]. These systems generally consist of a high-efficiency
thin-film solar cell, a high-energy density solid-state Li-ion battery, and the associated
control electronics in a single monolithic package. These devices can be directly integrated
into microelectronic or micro-electromechanical systems (MEMS) devices and are ideal
for distributed power systems on satellites or even for the main power supply on a
nanosatellite. These systems have the ability to produce constant power output throughout
a varying or intermittent illumination schedule as would be experienced by a rotating
satellite or “spinner” and by satellites in a LEO by combining both generation and storage.

An integrated thin-film power system has the potential to provide a low-mass
and low-cost alternative to the current SOA power systems for small spacecraft. Inte-
grated thin-film power supplies simplify spacecraft bus design and reduce losses incurred
through energy transfer to and from conversion and storage devices. It is hoped that this
simplification will also result in improved reliability.
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The NASA Glenn Research Center has recently developed a microelectronic power
supply for a space flight experiment in conjunction with the Project Starshine atmospheric
research satellite (http://www.azinet.com/starshine/ ).

This device integrates a seven-junction small-area GaAs monolithically integrated
photovoltaic module (MIM) with an all-polymer LiNi0.8Co0.2O2 lithium-ion thin-film bat-
tery. The array output is matched to provide the necessary 4.2 V charging voltage, which
minimizes the associated control electronic components. The use of the matched MIM
and thin-film Li-ion battery storage maximizes the specific power and minimizes the nec-
essary area and thickness of this microelectronic device. This power supply was designed
to be surface-mounted to the Starshine 3 satellite, which was be ejected into a LEO with
a fixed rotational velocity of 5◦ per second. The supply is designed to provide continuous
power even with the intermittent illumination due to the satellite rotation and LEO [58].

10.6.4 High Specific Power Arrays

To achieve an array specific power of 1 kW/kg, a much higher cell specific power will
be necessary. Similarly, the blanket specific power (i.e. interconnects, diodes, and wiring
harnesses) must be over 1 kW/kg as well. The APSA assessment determined that the mass
of the deployment mechanism and structure is essentially equal to the blanket mass for a
lightweight system [21]. Therefore, a blanket specific power of approximately 2000 W/kg
would be necessary to achieve a 1-kW/kg array. NASA is currently sponsoring an effort
by AEC-ABLE Engineering to develop lightweight thin-film array deployment systems.

Gains in array specific power may be made by an increase in the operating voltage.
Higher array operating voltages can be used to reduce the conductor mass. The APSA
was designed for 28 V operation at several kilowatts output, with the wiring harness
comprising ∼10% of the total array mass, yielding a specific mass of ∼0.7 kg/kW. If this
array was designed for 300-V operation, it could easily allow a reduction of the harness
specific mass by at least 50%. This alone would increase the APSA specific power by
5% or more without any other modification.

The extremely high specific power arrays that need to be developed for SEP and
SSP applications will require lightweight solar arrays that are capable of high-voltage
operation in the space plasma environment. SEP missions alone will require 1000 to
1500 V to directly power electric propulsion spacecraft (i.e. no voltage step-up is required
to operate the thrusters). NASA has proposed a thin-film stand-alone array specific power
that is 15 times the SOA III-V arrays, an area power density that is 1.5 times that of
the SOA III-V arrays, and specific costs that are 15 times lower than the SOA III-V
arrays [59].

10.6.5 High-radiation Environment Solar Arrays

There are several approaches to mitigating the effects of a high radiation on a solar
array. The simplest is to employ thick cover glass (assuming that a commercial source
could be developed). Thick cover glasses protect the cell from the highly damaging
low-energy protons, but will cause a significant decrease in the specific power of the
array. However, this can be reduced if one adopts a concentrator design, assuming of
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course that the additional elements associated with the concentrator can withstand the
high-radiation environment as well. A different approach is to try and develop cells that
are more radiation-resistant. Several of the materials that are being investigated for high-
temperature/high-intensity missions have also shown good radiation resistance. However,
these will not be suited to the high-radiation missions involving LILT. Many of the high-
radiation NASA missions being considered occur at distances much greater than 1 AU.
Thin films may offer a possibility since they have demonstrated some advantages with
regard to radiation tolerance as previously mentioned, provided the problem of their low
efficiencies are solved.

10.7 POWER SYSTEM FIGURES OF MERIT

There are many figures of merit that must be considered in developing an SSP system
(i.e. specific mass, specific power, cost per watt, temperature coefficients, and anticipated
radiation degradation of the solar cells used).

The radiation hardness and the temperature coefficients for the III-V multijunc-
tion cells are significantly better than Si cells, as previously discussed. This leads to
significantly higher EOL power level for a multijunction cell as compared to a Si cell.
This is shown in Table 10.8, where the BOL cell efficiencies at room temperature and
the typical EOL cell efficiencies for LEO and GEO operating temperatures and radiation
environments are presented.

The difference in radiation degradation can have a huge impact on power system
design. For example, if the area for a typical rigid panel is approximately 8 m2 and the
area of a typical solar cell is 24 cm2, using a panel packing factor of 0.90 will allow the
panel to have 3000 cells. Under GEO conditions, this panel populated with high-efficiency
Si cells will produce 1.2 kW of EOL power. The EOL power could almost be doubled
to 2.2 kW if it were populated with SOA triple-junction cells.

Table 10.8 A comparison of relative radiation
degradation of 75-µm multijunction cells and
high-efficiency Si under GEO and LEO opera-
tion [52]

Solar cell
technology

BOL efficiency
@ 28◦C

[%]

EOL efficiency
on orbit

[%]

GEO conditions (60◦C) – 1-MeV, 5E14 e/cm2

HE Si 14.1 12.5
2J III-V 20.9 20.0
3J III-V 23.9 22.6

LEO conditions (80◦C) – 1-MeV, 1E15 e/cm2

HE Si 13.4 10.6
2J III-V 19.7 18.1
3J III-V 22.6 20.3
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Alternatively, the solar arrays populated with high-efficiency Si cells would need
to be 77% larger than arrays using triple-junction cells in order to deliver the equivalent
amount of EOL power in GEO and 92% larger in LEO.

The large difference in size between solar arrays populated with Si and MJ cells
is very significant in terms of stowage, deployment, and spacecraft attitudinal control.
This is especially true for very high-powered GEO communication satellites in which
Si solar array area can exceed 100 m2. The comparable array with triple-junction cells,
although by no means small, would have an area of ∼59 m2. The array size will impact
the spacecraft’s weight, volume (array stowage), and system requirements on spacecraft
attitude control systems (additional chemical fuel).

Three important figures of merit used in power system optimization are EOL area
power density (W/m2), specific weight (W/Kg), and cost ($/W). Representative values for
the various SOA cell technologies are listed in Table 10.9.

The EOL power per unit area for a MJ cell is significantly better than a Si cell.
However, the EOL specific weight for Si is almost a factor of two greater than a MJ
cell. This results in a slightly smaller EOL cost per watt for a high-efficiency Si. This
demonstrates the dramatic reduction in cost of MJ cells over the past few years.

If one considers the mass of the necessary array components (i.e. panel substrate,
face sheet, adhesive, hinges, insulators, wiring, etc.) along with equivalent power per area
for the different cell types, and also the cost involved in having the cells interconnected
and covered (CIC) and laid on rigid panels, then the cost for developing an array using
MJ cells is slightly less than that for HES cells. The EOL specific weight values at the
CIC (with 100-µm ceria-doped microsheet cover glass) and the panel levels for these
cells and the normalized cost per watt for the panels is shown in Table 10.10. A similar
comparison with somewhat less expensive 100-µm high-efficiency Si cells (at the panel
level) shows a slightly smaller cost advantage for the multijunction cells. The 100-µm Si

Table 10.9 EOL area power density (W/m2), spe-
cific weight (W/Kg), and normalized (to HE Si)
cost ($/W) for high-efficiency Si, dual-junction (2J), and
triple-junction (3J) bare solar cells [52]

Solar cell
technology

[W/m2] [W/Kg] Normalized
(to HE Si)
cell cost

[$/W]

GEO conditions (60◦C) – 1-MeV, 5E14 e/cm2

75 µm HE Si 169 676 1.00
2J III-V 271 319 1.38
3J III-V 306 360 1.22

LEO conditions (80◦C) – 1-MeV, 1E15 e/cm2

75 µm HE Si 143 574 1.00
2J III-V 245 288 1.29
3J III-V 275 323 1.15
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Table 10.10 EOL specific weight (W/Kg) at the CIC and
panel levels for three-mil high-efficiency Si, dual-junction (2J),
and triple-junction (3J) cells [52]

Solar cell
technology

CIC specific
power
[W/kg]

Panel
specific power

[W/kg]

Normalized
(to HE Si)
panel cost

[$/W]

GEO conditions (60◦C) – 1-MeV, 5E14 e/cm2

75 µm H.E. Si 261 75 1.00
2J III-V 219 95 0.9
3J III-V 248 108 0.8

LEO conditions (80◦C) – 1-MeV, 1E15 e/cm2

75 µm H.E. Si 221 63 1.00
2J III-V 199 86 0.84
3J III-V 223 97 0.75

cells are less radiation-hard and have lower specific power (W/Kg) than 75-µm Si cells,
but they cost about 35% less.

Currently conventional space Si cells are less expensive than MJ cells at the panel
level. However, their EOL power is much lower than either the high-efficiency Si cells
or the MJ cells. The increased mass and area that their usage entails would have to be
considered against the cost savings and other mission considerations in any compara-
tive study.

Engineers have worked on ways to improve space solar cells and arrays in terms
of all the important figures of merit since the early days of our space program. Numer-
ous mission studies have shown that even extremely high array costs can be worth the
investment when they result in lower array mass. In general, mass saving in the power
system can often be used by payload. If the revenue generated by this payload (i.e. more
transmitters on a communications satellite) is greater than the cost of higher-efficiency
solar cells, the choice is rather an easy one to make. However, often more instrument
capabilities will require more support from the spacecraft (e.g. command and data han-
dling, structure, attitude control, etc.) as well as more power. These additions can negate
any apparent advantage to the overall spacecraft.
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11
Photovoltaic Concentrators

Richard M. Swanson

SunPower Corporation, Sunnyvale, California

11.1 INTRODUCTION

Photovoltaic (PV) concentrators use lenses or mirrors to concentrate sunlight onto PV
cells. This allows for a reduction in the cell area required for producing a given amount
of power. The goal is to significantly reduce the cost of electricity generated by replacing
expensive PV converter area with less expensive optical material. This approach also
provides the opportunity to use higher performance PV cells that would be prohibitively
expensive without concentration. As a result, concentrator modules can easily exceed 20%
energy conversion efficiency. In the future, the use of multijunction cells is expected to
increase this to over 30%. While the concept is simple, and has been examined since
the time of the earliest interest in terrestrial photovoltaics, the practice has proven to
be deceptively difficult. Concentrator research has focused much effort on the PV cells
themselves, which are now largely developed and available commercially. The main
remaining technical barriers, however, are due to the difficult cell packaging requirements
stemming from the high heat flux and electrical current density, plus the need for more
cost-effective and reliable tracking systems and module designs.

The main market barriers have been due to the fact that concentrating systems,
which in most cases must track the sun, are not well suited to the existing PV market
that serves small remote loads and, more recently, are building integrated applications.
Concentrators were conceived of as a vehicle to generate large amounts of nonpollut-
ing renewable energy. As yet, costs are still too high to compete with fossil fuel–fired
generation, or even the most direct renewable competitor – wind power. The cost gap is
narrowing, however, and there appears a strong likelihood that in the future concentrator
systems will find cost-effective niche applications that will continue to expand as natural
gas prices rise and concern over power-plant emissions increases. This chapter discusses
the current state of the art in concentrating PV cells and systems and outlines issues
remaining before full commercialization is possible.

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
 2003 John Wiley & Sons, Ltd ISBN: 0-471-49196-9
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This chapter is written for researchers and interested developers to be an instruc-
tive guide to the original literature in order to aid them in further development. It is
not intended to be a stand-alone document. Most of the literature can be found in the
various Proceedings of the IEEE Photovoltaic Specialists Conferences and the European
Photovoltaic Solar Energy Conferences, along with a number of important books. Some
of the material is less easily accessible in the form of various publications and reports
of the US Department of Energy (DOE) and the Electric Power Research Institute (now
called EPRI). Use of this latter type of material will be minimized.

The reader will be amazed at the variety of concentrator systems that have been
explored. The concentration ratio (ratio of module aperture area to cell area) varies from
2 to 4 in static concentrator designs that require no sun tracking to over 1000 times in
some two-axis tracking systems. The means of optical concentration includes a variety
of two-axis and one-axis reflective and refractive approaches, as well as many novel
means such as luminescent and holographic concentrators. While this wide variety gives
support to the notion that a cost-effective approach will surely emerge, it nevertheless
reminds the author of the early stage of many technology developments (such as air-
planes) prior to the eventual emergence of the dominant concept (single wings with
trailing rudder and elevator in the case of airplanes). In the same way as aircraft, the
development of concentrators has been aided and impacted by the parallel development
of materials and other technologies. For example, the once cumbersome aspect of finding
and tracking the sun is now made relatively straightforward by the emergence of very
low-cost computing technology, the Global Positioning System, and the like. On another
path, developments in the global semiconductor industry often have direct application to
concentrator cells. Examples include larger wafers, improved processing equipment, the
emergence of organo-metallic chemical vapor deposition (OMCVD) for fabricating mul-
tijunction III-V cells, and improved packaging materials with superior thermal properties
(e.g. AlN). Many of the technical issues facing further concentrator development can be
thought of as material issues. These include the development of polymer reflectors with
improved weatherability, lower cost molding methods for Fresnel lenses, and such. In
other words, concentrator development takes place in the larger technology arena. New
material and technology developments can come from any direction and make possible
what was only a dream previously. Unfortunately, tracking the sun is still effected by the
distinctly nineteenth-century technology of gears and motors. The necessity for tracking
remains concentrating PV’s Achilles heel.

11.1.1 The Concentrator Dilemma

In the 1970s, concentrators were originally conceived of as a technology for large power
plants that provide wholesale electricity in competition with, or as replacement for, fossil
fuel–generated power, that is, as a vehicle for reducing green house gasses, pollution,
and for providing a renewable energy source as fossil fuels were depleted. PV markets,
however, have evolved since the 1970s in a somewhat unexpected manner. Flat-plate
(nonconcentrating) PV has emerged as an important and viable power source for small
remote loads. In parallel, a subsidized, but vital and fast-growing, grid-connected market
has emerged in many developed countries. Concentrators are not particularly suitable for
these markets and have never gained a foothold in them. The issues of reliability and suit-
ability for remote markets have plagued them from the start, and the new grid-connected
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markets most often use building-integrated or roof-mounted panels, for which concentra-
tors have been found generally unsuitable. Meanwhile, fossil fuel prices have remained
low in the face of abundant supply, and the international inability to seriously confront
global warming and the external costs associated with pollution have limited the market
for large PV power plants.

Several additional interesting factors have compounded the hurdle facing concentra-
tors. First, semiconductor silicon material costs have declined in inflation-adjusted dollars
to a level that is only 50% more than the long-term DOE goal for “solar grade silicon” set
in 1975. Second, wire sawing has evolved as a far more cost-effective wafering solution
than imagined at the onset. Third, nonconcentrating cell efficiencies are higher than envi-
sioned because of the development of cost-effective back-surface fields, screen-printed
grids, and the like. Standard modules have evolved as a more competitive power source
than it was thought possible. In short, the incumbent technology, wafered silicon flat-plate
modules, has been enjoying the benefits usually associated with an incumbent technology.1

Continued improvements can be expected as manufacturing experience grows ever more
rapidly. Finally, electric power markets have evolved in a manner that supports small
amounts of nonpolluting distributed generation as opposed to large central plants, be they
fossil-fueled or PV.

Today, developers of concentrators face a dilemma – what market to target. There
are two possibilities: develop highly reliable systems for smaller applications or continue
with the quest for large systems that displace significant power. Several major difficulties
face the small remote market. One is that the module cost is only a fraction of the total
installed system cost. Having a dollar per watt less module cost, as a concentrator mod-
ule might offer, results in perhaps only a 10 to 20% overall reduction in total installed
system cost. Second, the requirement for tracking structures restricts installation options
and applications (for instance, it limits rooftop applications that are the biggest market
for grid-connected systems), and begs the need for periodic maintenance. Another is the
need for the manufacturer or installer to maintain a service network that can provide
periodic maintenance. The prospects do not look too good for small concentrator instal-
lations, unless cost-effective low concentration static concentrators are developed, which
eliminates the need for tracking. For large installations, the issue is more closely cost.
Here installations compete with standard generation technologies (which have established
low cost, but are vulnerable to fossil fuel depletion, cost escalation, and perhaps pol-
lution concerns) and other renewables such as biomass and wind. Wind clearly has the
lead with energy costs less than 5 cents/kWh at good sites. PV can easily coexist along-
side the other options owing to its unique capabilities, competitive cost, and widespread
applicability and scalability. Against wind, however, PV must look more to its particular
advantages. These are easier siting close to the load, more distributed resource availabil-
ity, less visual impact, and the like. Can concentrating PV get costs close enough to wind
to compete, given its other advantages? This is a technology and market issue that is yet
to be sorted out.

It is the author’s opinion that concentrator developers can beneficially focus efforts
on two approaches. The first is to continue to explore for cost-effective static concentrators

1 In fairness, it should be noted that the other major alternative to wafered silicon, namely, thin film modules,
has suffered from the same force.
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that can compete in the standard flat-plate market and that use existing silicon solar-cell
manufacturing infrastructure. The second is to focus on large installations and relent-
lessly seek lower cost through high-concentration, high-performance cells and designs
that benefit from the economy of scale of large systems through artifices such as on-
site assembly, automated installation, and the like. The goal must be to get large system
costs below $2.00/W. Attaining this goal is necessary, but not sufficient. Other market
requirements are capturing some measure of social costs into the value stream, supportive
utility transmission environment that enables renewable generators to effectively provide
service, and eventually the development of new storage technologies and energy transport
vectors such as hydrogen or global superconducting grids. Seen in this light, concentrators
are not an immediate solution, but rather a long-range option of vital importance to the
energy security of the world. Cost analyses indicate that it certainly has the possibility
of becoming the low-cost PV approach in large installations. It is likely to find attractive
niches initially in sun-resource-rich areas with little wind. Considerable risk investment
will be needed to make it a reality. How the energy and investment climate evolves over
the next few years, in the face of pollution concerns, global warming, and eventual fossil
fuel depletion, is likely to dictate whether such capital will actually become available. It
is hoped that this chapter helps guide researchers, policy makers, and investors to make
it a reality.

This chapter begins by presenting an overview of the various types of concentrators.
Then the history of concentrators is covered, followed by a section on the optical theory
of concentrators, and finally a section on current concentrator research. Concentrator
cells themselves operate by the same principles as nonconcentrating cells. Because of
this, as well as space limitations, the design of concentrator cells is not covered in this
chapter. The reader interested in the details of cell design specifically for concentrator
applications is referred to the relevant literature [1, 2]. The methodology of concentrator
cost projections is also not covered, although some results of this type of analysis are
quoted. Further information on costs can be found in [3], as well as in many of the
cited references.

11.2 BASIC TYPES OF CONCENTRATORS

Concentrators may be divided into different classes, depending on the optical means used
to concentrate the light, the number of axes about which they move to track the sun,
the mechanical mechanism that effects the tracking, and so forth. The major types are
discussed below to acquaint the reader with the terminology. Detailed analysis of the
operation of these devices can be found in Section 11.4.

11.2.1 Types of Optics

Most concentrators use either refractive lenses or reflective dishes and troughs. Lenses
of any size over 5 cm in diameter will be too thick and costly to be practical; therefore,
Fresnel lenses are usually chosen. A Fresnel lens may be thought of as a standard plano-
convex lens that has been collapsed at a number of locations into a thinner profile. The
facets may be either flat, if they are small and numerous enough, or actual sections of a
curved lens surface. Fresnel lenses may be made either point-focus, in which case they
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have circular symmetry about their axis, or linear focus, in which the lens has a constant
cross section along a transverse axis. Such lenses focus the light into a line. Point-focus
lenses usually use one cell behind each lens, whereas line-focus lenses have a linear
array of cells. A particularly successful linear configuration is the domed Fresnel lens. As
will be seen in the section on concentrator optics, this minimizes the image dispersion
coming from chromatic aberration and flexural distortion. It also provides the lens with
greater rigidity. Domed point-focus lenses have also been developed. These variations are
illustrated in Figure 11.1.

The material of choice for the lens is usually Acrylic plastic (polymethyl methacry-
late or PMM), which molds well and has shown good weatherability. Nevertheless, there
remain some long-term durability concerns for PMMA, and so attempts to make the lens
from glass, or to mold the lens material to the underside of a glass substrate, have been
made. So far, these ideas have remained in the laboratory.

Lens

Typical light rayCell

Lens

Cell

Cell string

Cell string

Figure 11.1 Fresnel lens configurations. (a) Point focus Fresnel lens showing a typical ray hitting
the circular active area of the solar cell. (b) Linear, or one-axis, Fresnel lens focusing on a line of
solar cells in a string. (c) Domed linear Fresnel Lens
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Fresnel lenses are usually incorporated into modules that contain a lens, or multiple
lenses in parquet, a housing to protect the backside of the lens, which is difficult to clean
due to the sharp facets, and the cells. The cell may incorporate a secondary optical
element (SOE) whose purpose is to further concentrate the light or to make the image
more uniform. A typical Fresnel lens module is shown in Figure 11.9.

An alternative to refractive lenses is to use reflective lenses or mirrors. As is well
known, a reflective surface with the shape of a parabola will focus all light parallel to the
parabola’s axis to a point located at the parabola’s focus. Like lenses, parabolas come in
a point-focus configuration (which is formed by rotating the parabola around its axis and
creating a paraboloid) and line-focus configuration (which is formed by translating the
parabola perpendicular to its axis). These configurations are illustrated in Figure 11.2.

Another approach is the compound parabolic concentrator (CPC) shown in
Figure 11.24. Here the sides of the concentrator are parabolas; however, the focus for
each side is at the opposite side of the cell and the axis of parabola a is along the
direction of maximum acceptance angle, θmax. The CPC is interesting in that it is a class
of concentrator called “ideal,” in that it provides the maximum possible concentration
given the region of the sky it sees, or alternatively for a given maximum acceptance
angle. It is also termed a “nonimaging” concentrator in that output bears no relation to
the image of the sun. For high concentration, a CPC is rather tall and thin, and thus its use

Cell array

Cell array

Reflective surface

Typical light
ray path

Reflective parabolic dish

Figure 11.2 Reflective concentrator configurations. (a) Reflective paraboloid, or dish, focusing
on a cell array. (b) Linear parabolic trough focusing on a line of cells
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is restricted to either low concentration applications or as a secondary optical element.
Nonimaging concentrators will be discussed more fully in Section 11.4.

11.2.2 Concentration Ratio

There are several definitions of concentration ratio in use. The most common is “geometric
concentration ratio.” This is defined as the area of the primary lens or mirror divided by
the active cell area. The active cell area is the region of the cell that is designed to
be illuminated. Unlike in most nonconcentrating systems, the entire cell need not be
illuminated by the primary lens. The nonilluminated edge of the cell is often provided
with buss bars for electrical connection, and this need not result in an efficiency loss as
would be the case in a flat-plate module. Another measure of concentration is intensity
concentration, or “suns.” Since standard peak solar irradiance is often set at 0.1 W/cm2,
the “suns” concentration is defined as the ratio of the average intensity of the focused light
on the cell active area divided by 0.1 W/cm2. For example, if 10 W were focused onto a
cell of 2-cm2 active area, the intensity concentration would be 50 suns. If all the insolation
from the direction of the sun (the so-called direct beam insolation), or more accurately
from the region of the sky that is focused on the cell, had an intensity of 0.1 W/cm2 and
if the lens had 100% transmission, the geometric and intensity concentration would be the
same. In actuality, whereas the global insolation is often close to 0.1 W/cm2, the direct
beam insolation is typically less. The difference is the diffuse insolation, the radiation
that is scattered by the atmosphere or clouds, and comes from directions other than the
sun. Typically, the direct beam radiation is around 0.085 W/cm2 on a clear day, so many
concentrator systems are rated at this level. If the lens has a transmission of 85%, then
the intensity concentration will be 0.85 × 0.85 = 0.72 of the geometric concentration. In
the above example the cell will be illuminated at 36 suns.

The reader will note that the reduction cell area through concentration, and hence
cost for a given power, is not by a factor of one over the geometric concentration, but
rather even less than the intensity concentration. First, the active area of the cell is often
less than the actual cell area. A typical 1 cm × 1 cm cell will have an active area of
around 0.8 cm × 0.8 cm = 0.64 cm2. When it is also recognized that most concentrator
cells are cut from a round wafer, much of the edge of the wafer cannot be used.2 A
10-cm wafer will produce 52 cells of 1 cm × 1 cm (assuming 100% yield). Suppose
this cell is operated at 100X geometric concentration. This means the primary lens is
8 cm × 8 cm = 64 cm2. The total power on the cells from this wafer is then, assuming
an 85% lens transmission, 0.85 × 0.085 × 64 × 52 = 240 W. If the wafer had been made
into a flat-plate cell, it would have an area of 78 cm2 and would receive a power of
7.8 W. Thus, the effect of the concentration is to increase the potential output by a ratio
of 240 to 7.8, or 31. Our 100X concentrator is really only giving us a 31 times reduction
in wafer usage.3 This could still be very useful; however, sometimes, simplistic economic
analyses of concentrators overlook this difference.

2 Also in single crystal one-sun cells, silicon ingots are round (cylindrical) and they are rendered almost square
(prismatic) by cutting off lateral silicon chips.
3 This assumes equal cell efficiency in both cases. In actuality, it will be seen below that most concentrator
cells have a higher efficiency than flat-plate cells. Weighed against this advantage is the fact that, except in the
sunniest of regions, concentrating systems have lower annual capacity factor (ratio of annual output to rated
power times the length of a year).
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11.2.3 Types of Tracking
Point-focus optics generally require that the concentrator track about two axes so that it
is always pointed at the sun, and the focused light falls on the cell. From a mechanical
standpoint, two-axis tracking is more complex than one-axis tracking; however, point-
focus systems are also capable of higher concentration ratio and hence lower cell cost.
Line-focus reflective troughs need only track along one axis such that the image falls along
the focus line. Linear Fresnel concentrators suffer severe optical aberrations when the sun
is not perpendicular to the lens’ translation axis. (Basically the focal length decreases
as the sun’s angle moves from normal to the lens.) This generally limits linear Fresnel
systems to two-axis tracking. Modest geometric concentration ratios of around 10 are
possible, however, if the lens tracks on a polar axis, which limits the sun’s angle off
normal to 23◦ maximum [4].

There are three common types of two-axis trackers as shown in Figure 11.3. The
pedestal form uses a central pedestal supporting a flat tracking array structure. Tracking
is usually effected by a gearbox, which tracks the array along a vertical axis (the azimuth
rotation) and along a horizontal axis (the elevation rotation). An advantage of this con-
figuration is the simplicity of installation (basically drilling a single hole, inserting the
pedestal into the hole, back-filling with concrete, and placing the array and gear drive
on the pedestal). A disadvantage is that wind loads are translated to the central gear
drive in the form of very large torque, necessitating large capacity gears. Another form
of two-axis tracking is the roll-tilt structure of Figure 11.3(b). Here wind loads on drive
components are considerably reduced; however, there are now more rotating bearings
and linkages required. Obtaining the required stiffness along the roll axis can necessitate
a rather large-section horizontal support member. The structure also requires multiple
foundations that must be aligned, complicating installation. The roll axis is most usually
placed in a north–south direction, as this minimizes shadowing by adjacent modules along
the roll axis. Another roll-tilt configuration uses a box frame with the Fresnel modules
pivoted between the upper and the lower frame. This is shown in Figure 11.3(c). The final
common configuration is the turntable of Figure 11.3(d). This structure provides for the
lowest profile and lowest wind loading, and can use rather small drive components and
support members. On the other hand, it presents the most complex installation scenario.

One-axis trackers are generally configured with either a horizontal axis of rotation
or a polar axis of rotation as shown in Figure 11.4. A horizontal axis provides for lower
profile and larger area per tracking structure, as compared to the polar-axis approach.
Horizontal-axis trackers usually use reflective troughs. It can be seen that the sun can be
at a fairly large angle to the array, especially in the winter with a north–south axis or
early and late in the day with an east–west axis. This causes the image to move a distance
down the focus axis and can result in significant end losses and image broadening. The
polar-axis configuration, on the other hand, gives higher intercepted annual energy and
limits the incoming sun angle to a maximum of 23◦ from the plane of the concentrator.
The simplicity and low profile of the horizontal-axis configuration makes it the more
common choice over the polar-axis approach.

11.2.4 Static Concentrators
In principle, it is possible to provide some concentration without any tracking at all. The
reasons for this are severalfold. First, the sun appears in only a restricted portion of the
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sky. For example, it will never be due north at zero-degree elevation to the horizon.
This means that the ability of a flat-plate module to receive light from every direction is
somewhat wasted. It can be seen in the section on concentrator optics that the maximum
attainable concentration is related to the angular regions where the system can accept light
in such a manner that if it can accept a fraction f of the diffuse light falling on it from
all directions, then the maximum possible concentration is 1/f . This relation is further
enhanced by a factor of n2 if the cell is immersed in a dielectric of index of refraction n.
Since it is possible to build cells that can receive light from both sides, so-called bifacial
cells, another factor of 2 is available by using bifacial cells. The sum result of these

Tracking array
of Fresnel modules

Front side of array

Pedestal

Azimuth
axis

Back side of array

Elevation
axis

(a)

Figure 11.3 Two-axis tracking configurations. (a) Two-axis tracker with elevation and azimuth
tracking mounted on a pedestal. (b) Roll-tilt tracking arrangement using central torque tube.
(c) Roll-tilt tracking arrangement using box frame. (d) Turntable two-axis tracker
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Figure 11.3 (continued )
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Figure 11.4 One-axis tracking configurations. (a) One-axis horizontal tracker with reflective
trough. (b) One-axis polar axis tracker with reflective trough

effects is that static concentrator design with concentration ratios in the range of 2 to 12
have been proposed and researched. Usually they employ nonimaging optics such as the
compound parabolic concentrator (CPC) shown in Figure 11.5 or total internal reflecting
concentrators that will be discussed in Section 11.4.
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Figure 11.5 One of many static concentrator configurations. In this case a bifacial cell, which is
sensitive to light from both surfaces, is mounted in a reflective CPC-like trough that is filled with
liquid dielectric. The dielectric forms the dual role of cooling the cell and providing additional
concentration

The allure of static concentrators is indeed great because of the elimination of the
tracking requirement and, hence, the opening of the general PV marketplace to their use.
Unfortunately, no static concentrator design has yet been found where the decrease in cell
cost through concentration is sufficiently more than the added cost of the concentrator
to warrant widespread commercialization. The discovery and development of a practical,
cost-effective static concentrator would be a significant contribution to photovoltaics.

11.3 HISTORICAL OVERVIEW

This section reviews the early efforts to develop concentrators in order to put into context
the issues facing current development efforts. The concept and practice of concentrators
were well known to early workers in photovoltaics because many of the early solar thermal
electric systems used concentrators to generate the high temperatures needed for efficient
conversion. These systems generally relied on reflective concentrators that could benefit
from the relatively mature technology of glass mirrors. Shuman’s oft-mentioned solar
electric system built in Egypt in 1913 used reflective troughs, and reportedly attained
a conversion efficiency of 3 to 4% from sunlight to electricity [5]. It would be another
40 years before solar cells attained such performance.4

Bell Laboratories demonstrated the silicon solar cell in 1952 and developed it
into a practical device of 10% conversion efficiency by 1955 [6]. The high cost of the
cell precluded its use as a primary source of terrestrial energy, except in small, remote
applications. Work on concentrating PV systems as a means to reduce cost began shortly

4 Indeed, as discussed later, photovoltaic concentrators based on reflective troughs were able to achieve only
5% conversion efficiency in 1980.
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thereafter. In the early 1960s, the Wisconson Solar Energy Center researched the perfor-
mance of solar cells under concentrated sunlight. They showed that cells could operate
at intensities of several hundred times normal sunlight [7]. The critical issues proved
to be (1) reducing series resistance to enable efficient handling of the large currents
involved and (2) maintaining low-enough cell temperature. Much of the improvement
in concentrating systems since these early days has come from reducing the negative
impact of these two factors. The Wisconson group went on to design a working 50-W
system using a parabolic dish concentrator, thereby demonstrating the feasibility of the
concept [8].

In 1965, Eugene Ralph, then with the Heliotek Division of Textron (later Spec-
trolab), proposed several approaches to concentrating systems, from low-concentration
reflective cones to high-concentration heliostat fields. He clearly articulated the vision that
concentrating PV systems might one day supply large amounts of terrestrial power [9].
At a time when flat-plate systems cost hundreds of dollars per watt, Ralph projected that
megawatt-sized systems could be built in the future for less than $1.00/W. Interestingly,
this is $5.40/W in current dollars, which is about what current concentrator systems would
cost in megawatt production quantities.5

Despite these early efforts, not much happened in the development of practical con-
centrating systems until the energy crisis of 1973 renewed concerns about the availability
and depletion of fossil fuels.

11.3.1 The Sandia National Laboratories Concentrator Program
(1976 to 1993)

One of the US Government’s responses to the issues raised by the 1973 oil crisis was
to upgrade the status and funding of energy research, first, through the National Science
Foundation’s Research Applied to National Needs program, then through the Energy
Research and Development Administration (a renamed and remissioned Atomic Energy
Commission), and finally through the DOE, which was created in 1977. From the begin-
ning, concentrators played a significant role in the mission to develop cost-effective PV
power. Sponsored research began in 1976 and included university research at Arizona
State University headed by Professor Charles Bacus, plus a variety of industrial laborato-
ries. Sandia National Laboratories in Albuquerque, New Mexico, became the lead agency
for managing the concentrator program. The first Project Integration Meeting was held in
1978 [10]. Already 19 subcontractors were under contract to develop cells and systems,
and they reported their plans and progress. DOE established a goal of having commercial
systems available in 1981 at $2.00/W. This proved wildly optimistic, but was in a grand
tradition with other wildly optimistic projections about PV cost reductions. In fact, in
constant dollars, this goal was achieved about 20 years later.6

5 Unfortunately, this is only marginally less than the cost of today’s flat-plate systems, and is still too expensive
for large-scale power production. Another factor of three-cost reduction is needed. In later sections, this chapter
discusses possible avenues for realizing this cost reduction; however, the reader should keep in mind that
concentrator manufacturers are able to achieve these prices at rather small, almost prototype production volumes,
whereas flat-plate modules are now produced in automated factories producing up to 100 MW/year.
6 $2.00/W is $5.60/W in 2001 dollars, about what today’s concentrators and flat-plate systems cost in large
installations.
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Almost every type of concentrating technology was explored during this period,
including reflective dishes (Boeing), reflective troughs (Acurex, GE), point-focus Fres-
nel lenses (RCA, Varian, Motorola, Martin Marietta), linear Fresnel lenses (E-Systems),
luminescent concentrators (Owens-Illinois), compound parabolic concentrators (Sun Trac,
University of Chicago), and small heliostat fields with a central receiver (AAI). Silicon
cell research was conducted at Purdue University, Arizona State University, RCA, GE,
Applied Solar Energy Corporation, Spectrolab, and Motorola. Gallium arsenide cells were
also researched at Varian, Hughes, The Research Triangle Institute, and Rockwell Inter-
national. In addition to these outside contractors, Sandia conducted in-house research on
cells, lenses, and systems. A dynamic research program was created that was coordinated
and documented through annual review meetings.

In 1978, DOE initiated a program to test concentrator concepts called the Photo-
voltaic Concentrator Applications Experiments. Seventeen projects ranging in size from
20 to 500 kW were awarded Phase I contracts to do feasibility studies. These projects
to a large extent covered the gamut of possible system options. Eight concepts were
awarded continuing funding to build prototype systems. By 1980, system efficiencies for
these prototypes ranged from 5% for the reflective trough systems to 10% for point-focus
Fresnel systems, and 12% for linear Fresnel systems [11].

Early experience indicated that reflective approaches were much more problematic
and difficult compared with Fresnel lenses, mainly due to flux uniformity issues [12].
This, along with funding constraints, led Sandia to focus on Fresnel lens systems for
continued development. Flux uniformity remains a critical factor to be considered in all
concentrator system designs.7

Two system approaches survived the cut and were deployed in large (for the time)
demonstration projects. These were the point-focus Fresnel modules of Martin Marietta
(later Intersol) and the line-focus Fresnel approach of Entech.

11.3.2 The Martin Marietta Point-focus Fresnel System

Martin Marietta participated throughout the Sandia program developing a series of point-
focus Fresnel modules and systems.8 First-generation units had four lenses per housing.
The housing was made of injection molded plastic and each lens was 30 cm × 30 cm. The
cells were round and of approximately 6-cm diameter (having been made from 2.25-inch
diameter wafers), resulting in a concentration ratio of 33X, rather low for a point-focus
system. These modules demonstrated efficiencies in the 9 to 10% range, placing the
concept at the upper end of efficiencies at that time (1978). Figure 11.6 shows the overall
design concept. The large extruded aluminum heat sink doubled as the structural mounting
support. First-generation modules were deployed in two significant demonstration projects
as discussed in the section describing the Sandia National Laboratories Concentrator
Program.

7 The reader will note that in a line-focus system in which the cells are connected in series along the focus, the
source current will be limited by that of the cell receiving the least illumination. Minor flux nonuniformities
thus have a serious impact on overall efficiency.
8 In 1984, this work was “spun out” of Martin Marietta to a start-up dedicated to commercializing the technology
by the name of Intersol.
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Figure 11.6 First-generation Martin Marietta point-focus design concept [13]. Reproduced with
permission by Sandia National Laboratories

Martin Marietta and Intersol continued developing concentrator modules with sup-
port from Sandia. It was determined that the large lens and cell sizes resulted in a difficult
situation regarding cell mounting and cooling. Therefore, the lens size was reduced to
23 cm × 23 cm and the concentration ratio increased to 70X. Reflective secondary con-
centrators were eventually incorporated to improve tolerance to tracking errors. There
were now 14 lenses per parquet in a 2 × 7 arrangement and still mounted with a plastic
housing. Now each cell was mounted on individual aluminum heat sinks. Figure 11.7
shows the second-generation unit introduced in 1983 [14].

Intersol improved the module performance to over 15% by 1984 [15], which clearly
demonstrated the feasibility and promise of point-focus Fresnel concentrators. Despite
this, no further large deployments were made using this technology, and Intersol ceased
operations around 1986.

11.3.3 The Entech Linear-focus Fresnel System

Sandia also supported the continued development of a linear-focus Fresnel concentrator at
Entech.9 The heart of the Entech concept is an innovative domed Fresnel lens. Figure 11.8
shows a cutaway section of the Entech module. The principle of lens operation is similar
to the SEA Corporation extruded lens shown in Figure 11.10. This lens has larger facets
and so the operation is easier to see from a drawing. As illustrated, the domed shape allows
the rays to have equal angles to the Fresnel surface at both incidence and exit. This has

9 This concept was initially proposed by E-Systems in Dallas, Texas, and later spun out to a start-up company,
Entech.
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Figure 11.7 Drawing of Intersol second-generation module [14]. Reproduced with permission by
Sandia National Laboratories

Air-cooled
photovoltaic
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sheet housing

Linear Fresnel
lens

Figure 11.8 Cutaway view of the Entech domed Fresnel module [17]. Reproduced with permis-
sion by Sandia National Laboratories

four beneficial effects. First, it minimizes chromatic aberration caused by the index of
refraction variation throughout the solar spectrum. Second, the angle of deflection of the
ray is independent to the first order of the orientation of the prism. This minimizes the
required tolerances in lens shape and minimizes the impact of lens deformation. Third, it
minimizes the overall loss in transmission due to reflection. Finally, the nonplanar domed
shape makes for a more rigid, self-supporting lens structure. 3M developed a roll forming
process for the manufacture of Fresnel lenses that provided for a high speed, low-cost
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production method. Entech worked closely with 3M to develop Lensfilm versions of their
lens. This proved to be an excellent combination, and early lenses exhibited transmissions
of over 90% with reasonable manufacturing cost. Early versions of the Entech module
had an efficiency of over 15% at standard test conditions (STC) [16], and this continued
to improve throughout the program. Entech built four significant demonstration projects,
as described below.

11.3.4 Other Sandia Projects

Throughout the 1980s, Sandia maintained a research program that included both in-house
research and research sponsored at companies and universities. In-house activities included
solar cell modeling and device research, module development, lens design and testing, cell
packaging, and system testing and evaluation. Along with the large programs at Intersol
and Entech, sponsored research included cell development at ASEC, Boeing, Varian,
and university research at Purdue, Stanford, and the UNSW in Australia. This work
was generally reviewed in periodic presentations at the IEEE Photovoltaic Specialists
Conference. An illustrative discussion of this work toward the end of the program can
be found in the 1988 review by Boes [18]. Rather than detail this work here, it will be
covered in the relevant sections below.

Sandia developed a laboratory test module that demonstrated 20% conversion effi-
ciency (STC), which pointed the way to eventual 20% commercial modules [19]. The
Sandia module development culminated the Sandia Baseline III module [20]. This was
intended as a concept design to be adopted and modified as needed by interested compa-
nies. Efficiency at STC was around 16 to 17%, placing it among the highest demonstrated
performance for a manufacturable design at that time. Figure 11.9 shows the concept. Most
commercial attempts at high-concentration modules have great similarities to this design.

11.3.5 The Concentrator Initiative

Despite over 15 years of sponsored research, no viable concentrator industry had emerged
by 1990. Therefore, the DOE decided to create the Concentrator Initiative. This was

24 cell assemblies connected
in 2 series groups of 12

5 bulkheads to increase
module stiffness

Anodized aluminum housing
with electrophoretic coating

SBM II lens 2 × 12 parquet

Butyl rubber
edge seal

Figure 11.9 The Sandia Baseline III point-focus Fresnel module design. Reproduced with per-
mission by Sandia National Laboratories
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Lens
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Heat sink
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Figure 11.10 Cross-section of the SEA Corporation extruded lens linear Fresnel module.
Reproduced from Kaminar N, Curchod D, “SEA 10X Module Development”, Presented at 1990
DOE/Sandia Crystalline Photovoltaic Technology Project Review Meeting (1990) with permission
by Sandia National Laboratories

envisioned as a final push to jump-start a concentrator industry. Eight research contracts
were let, four in cell development and four in collector development. The program was
split between two low-concentration, linear-focus approaches and two high-concentration
approaches. The low-concentration approaches were pursued by Entech, further refining
the previous work they had done, and by SEA Corporation (later Photovoltaics Interna-
tional). SEA Corporation had developed an innovative extruded Fresnel lens, shown in
Figure 11.10, which promised further cost reductions [21]. This lens is domed similarly
to the Entech lens, and has therefore similar benefits.

The two high-concentration point-focus modules were developed by Alpha Solarco
of Cincinnati, Ohio, and Solar Kinetics of Dallas, Texas. Both used modules similar to
the Sandia Baseline 3 module, shown in Figure 11.9.

The high-concentration cell contracts were to Applied Solar Energy Corpora-
tion (ASEC), Spectrolab, and SunPower Corporation. SunPower was a new company
created to commercialize concentrators based on the point-contact cell developed under
EPRI funding described below. ASEC and Spectrolab adapted for concentration use the
passivated emitter rear contact (PERC) cell developed by the University of New South
Wales. Solarex worked on adapting the buried contact cell process from the UNSW to low
concentration use. This program was reviewed by Maish in 1993 [22]. Despite excellent
technical progress, funding shortfalls forced the termination of the program in 1993, and
no long-lasting commercial effort resulted.10

11.3.6 Early Demonstration Projects

First-generation Martin Marietta modules were deployed in two significant demonstration
projects. The first was the 350-kW SOLERAS system in Saudi Arabia and the second
was a 225-kW system at the Phoenix Sky Harbor Airport. The SOLERAS system, which
operated from 1981 to 1998, is shown in Figure 11.11. These systems demonstrated the

10 SEA Corporation (later Photovoltaics International) continued under reduced funding for a period and
deployed several demonstration projects prior to exiting the business in 2000. In addition, SunPower Corporation
continues to market high concentration solar cells and Entech is working on space concentrator systems.
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Figure 11.11 Photograph of the Martin Marietta 350-kW SOLERAS system in Saudi Arabia

viability of the concentrator concept, and despite being first-generation demonstration
units, had a remarkably reliable operating history [23].

Entech built four significant demonstration plants. The first was a 27-kW combined
heat and electricity unit at the Dallas Fort Worth Airport and the second was a 300-kW
unit on the roof of a 3M parking structure in Austin, Texas. In 1991 they installed a
20-kW test system at PVUSA, a test facility operated at that time by PG&E. This system
demonstrated an overall efficiency of 11% at PVUSA Test Conditions (PTC), making it the
most efficient system tested at PVUSA [24]. Similar results were obtained for a 100-kW
system installed at the Central and Southwest Services (CSW) site in Fort Davis, Texas.
This is shown in Figure 11.12. Another 100-kW system was installed at the TU Electric
Power Park in Dallas, Texas. Entech predicted an installed price of under $3.00/W for
their systems when produced at over 20 MW/year production rate [25]. Entech continued
to participate in sponsored R&D through the Concentrator Initiative (discussed below)
and PVMaT.

11.3.7 The EPRI High-concentration Program

The Electric Power Research Institute (EPRI) was formed in 1974 in response to the first
energy crisis. It is sponsored by a consortium of member utility companies. EPRI was con-
ceived to fill the void in utility-related R&D that existed because utilities traditionally had
very limited R&D budgets. After reviewing the field, EPRI selected high-concentration
systems as the centerpiece of its PV activity. These appeared most suited for achieving
the low costs needed for large PV solar farms, which was the market application envi-
sioned at the time. (Later, the EPRI program was expanded to include amorphous silicon
and ribbon silicon.) EPRI began sponsoring research on high-efficiency cells at Stanford
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Figure 11.12 Entech 100-kW line-focus concentrator system in Fort Davis, Texas. Reproduced
with permission by Entech, Inc.

University in 1975. At first this was targeted toward ThermoPhotoVoltaic (TPV) conver-
sion [26]. The concept was to use highly concentrated sunlight to heat a radiating surface
to incandescence, and to use the resulting thermal radiation to produce electric power
with a PV device. This was shown in principle to permit very high efficiencies, perhaps
over 50%. The laboratory conversion of radiant energy to electric energy reached a high
of 26% [27].

The concept in TPV conversion is to have the solar cell absorb light only for
photon energies near the semiconductor band gap. The remainder of the spectrum is
reflected back to the radiator. This creates the concept of “photon recycling” whereby
photons with energies less than optimum for conversion are sent back to the radiator for
recycling until they come back at the proper energy.11 This recycling can be effected
by several means, such as having a selective filter between the cell and the radiator or
by having a reflector behind the cell and making the cell as transparent as possible to
below–bandgap photons. In the EPRI/Stanford program, the latter approach was taken.
Experiments showed that major losses in below band gap reflectance came from free
carrier absorption in the doped junction regions as well as from absorption in the metal-
semiconductor contact area. It was found that when the metal back contact was separated
from the silicon by a thin, one-fourth-wavelength silicon oxide layer, the reflectance was
very high. This led to the concept of the “point-contact cell” shown in Figure 11.13. The
doping has been removed from the base, that is, very high resistivity silicon is used for
the starting material and the diffused, highly doped junction regions are made as small as
possible to reduce free carrier absorption to a minimum.

It was found that the point-contact cell structure had many unanticipated advan-
tages, the understanding of which emerged over the following years. It was ideal for
promoting light trapping in the silicon because of the reflective back contact, and contact-
area recombination is reduced by restricting the contact coverage fraction. In addition, the

11 The reader can see the reason for the requirement for a radiator in between the sun and the cell. If this was
not present, nonoptimal photons would be reflected back to outer space. Interestingly, if the cell was at the
focus of an optimal concentrator (Section 11.4), the reflected photons would be returned to the sun. This would
be a reasonable proposition if we were paying to fuel the sun, but of course we are not. It can also be seen
that the radiator and cell area must be large compared to the entrance aperture for concentrated light so that
energy lost through the entrance will be small.



HISTORICAL OVERVIEW 469

n+ bussbar

To buss

1 µ 5 µ Al

n+

50 µ
10 µ 120 or 152 µSiO2

hv

n+

n+n+

n+

n+n+

p+p+

p+

Figure 11.13 The point-contact cell design. Reproduced from Sinton R, Swanson R, “An Optimi-
zation Study of Si Point-Contact Solar Cells”, Presented at Nineteenth IEEE Photovoltaic Specialists
Conference (New Orleans, LA, 1987) with permission by  1987 IEEE

oxide layer was found to produce very good surface passivation, which further reduced
recombination. Many high-efficiency cell concepts such as the UNSW PERL (Passivated
Emitter Rear Localized) cell [28] adopted these concepts to attain their performance. Solar
TPV was found to have serious practical drawbacks, however. These included (1) ancillary
absorption problems such as from radiator support mounts, (2) the difficulty of the very
high concentration required (over 10 000X), and (3) material problems from the very high
radiator temperatures of over 2000◦C. The resulting high performance of point-contact
TPV cells in normal sunlight was very compelling, however, and so in 1980 EPRI elected
to abandon solar TPV and began developing normal high-concentration systems in which
the sunlight impinges directly on the cell. The point-contact cell was further developed
and reconfigured with all contacts on the back. These cells eventually reached a conver-
sion efficiency of 28% [29]. Having all contacts on the back of the cell provides two main
advantages. First, the shadowing of the top surface is eliminated. Second, the metal may
be made to cover the entire back, reducing series resistance considerably (a particular
advantage in concentrator cells).

EPRI funded the development of systems based on the point-contact cell starting
in 1980. The initial system conceptual design work was performed by Black & Veatch.
Figure 11.14 shows the resulting design. The design concentration ratio was 500X; geo-
metric and reflective secondaries were used in a Fresnel module consisting of a 6 × 6
array of Fresnel lenses, each lens being 18 cm on a side [30].

Several large test arrays were built to check the mechanical and thermal perfor-
mance of the structure. Unfortunately, these were not populated with cells because the
point-contact cell was found to be unstable. The problem was traced to the generation of
interface recombination centers at the Si–SiO2 interface by ultraviolet photons. Several
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Figure 11.14 The Black & Veatch conceptual design for a high-concentration photovoltaic array.
(Copyright  1984. Electric Power Research Institute. AP-3263. Conceptual Design for a
High-Concentration (500X) Photovoltaic Array. Reprinted with permission)

Figure 11.15 Static concentrator formed by an oil-filled CPC with bifacial cells

years of research were required to develop a UV-stable interface that had sufficiently low
surface recombination velocity [31].

In 1989, EPRI decided to have a contract solicitation to continue commercialization
of high-concentration systems. Two companies, SunPower Corporation and MACom/Phi
(later spun out into a start-up called Amonix), were awarded contracts. SunPower explored
reflective optics using parabolic dishes as well as heliostats [32] and Amonix continued
the development of Fresnel modules using a simplified approach, the integrated backplane
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array [33]. EPRI terminated funding in 1993. Since then, Amonix and SunPower have
continued development using other sources of funds. Both companies have since demon-
strated modules with efficiency around 20%, showing the potential of point-contact silicon
cells [34, 35]. These companies will be discussed in more detail in Section 11.5.

11.3.8 Other Concentrator Programs

Most PV concentrator activity, until recent times, was centered in the United States, proba-
bly because of the large direct normal solar resource located in the desert southwest region
of that county. Cloudier regions were less prone to see an advantage in concentrators.
Nevertheless, there were significant activities in Spain and small activities scattered else-
where. The Spanish group at the Polytechnic University of Madrid, headed by Professor
A. Luque, developed since 1975 bifacial cells for static concentrators, in order to achieve
more concentration in static concentrators of the CPC type in Figure 11.5. Three differ-
ent cell approaches were investigated with the support of the Spanish funding Agency
CAICYT: a vertical multijunction cell, similar to the one developed in the United States
by Sater and Brandhorst [36], and two more original structures, one n+pn+ interdigitated
in the back [37] and another one n+pp+ [38], were examined and the latter was retained
as the most promising and commercialized by the start-up Isofotón, today the seventh
world cells manufacturer.12

The retained cell structure was based on the long base lifetime found in lowly
doped silicon. Lowly doped silicon was thought at the time to produce low voltages, but
as the cell operated in high injection the pp+ homopolar junction provided additional
voltage to the existing level of voltage in ordinary cells [39].

A module of size similar to a flat module was built [40], as shown in Figure 11.15.
The optics is a derivation of the Winston’s CPC. The concentrator was filled with trans-
parent oil that allowed the concentration to increase and provided convective cooling to
the bifacial cells. A geometrical concentration over 4 for a static system that collected
the sunbeam for the full year was achieved.

The potential of concentrators based on diffusive reflectors of the sunlight, that is,
of surfaces painted on white (or just snowed) were used with bifacial cells. This gave
rise to the so-called albedo-collecting modules that consisted of flat modules of bifacial
cells that collected the diffusely reflected light of a white background on its rear face.
In some optimal cases the extra output due to the albedo was over 50% [39] but in
most cases it was limited to around 20 to 30%. Figure 11.16 shows an example of such
albedo-collecting fields.

Stimulated by the Sandia program, several groups in Europe developed similar
approaches. In particular, three modules were developed by the LAAS of Toulouse,
France, the Spanish Group of the Polytechnic University of Madrid, and the Italian com-
pany Ansaldo. A later additional effort was made at the Fraunhofer Institute for Solar
Energy, Frankfurt, Germany. Both of these groups are active in concentrator systems
today. Their activities will be covered in Section 11.5. One noteworthy concept from the

12 This company, founded in 1981, stopped the production of bifacial cells around 1986, to fabricate the more
conventional monofacial cells that they found cheaper to manufacture.
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Figure 11.16 Albedo-collecting modules in a 10 kWp installation in the Senegalese village
of Noto

Fraunhofer group is a one-axis tracing approach that achieves high concentration through
the use of secondary optical elements [41]. The concept is shown in Figure 11.17.

11.3.9 History of Performance Improvements

The performance on concentrator cells and modules has steadily improved over time, as
would be expected. Figure 11.18 presents the independently verified efficiency records
from 1977 to 2001. Early silicon concentrator cells were basically 1-sun cells redesigned
for high current by providing a fine, high metal coverage grid. The efficiency of this
approach rapidly achieved 20% by 1982 [12]. The Swanson group at Stanford Univer-
sity introduced the back point-contact cell in 1984 with an efficiency of 22% [42]. The
point-contact cell has maintained the efficiency record for silicon concentrator cells to
the present. GaAs-based cells have always had superior performance to silicon. Varian
introduced a 26% GaAs cell in 1980, and increased this to 29% in 1988. Unfortunately,
it was eclipsed in 1988 by the first multijunction cell to set a record – a 31% mechan-
ically stacked GaAs cell on a silicon bottom cell [43]. This result was eclipsed by a
mechanically stacked GaAs on GaSb, which set a record that lasted until 2001. In 2000,
Spectrolab announced a 32% monolithically stacked GaInP on GaAs cell [44]. They fol-
lowed this up with a 34% result in 2001 (Spectrolab press release), finally outdoing the
1988 mechanically stacked record with a fully monolithic triple-junction cell.
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Generally, module improvements have followed the increase in cell efficiencies,
with a lag in time to incorporate the cell into suitable packages. Noteworthy recent results
are the 20% record held by point-contact silicon-based modules since 1995 [34, 35], and
the recent 28% multijunction module based on an Entech domed Fresnel lens [45].

11.4 OPTICS OF CONCENTRATORS

The basic concept of light concentration by reflective or refractive means is conceptually
simple and straightforward. Simple lenses are generally imaging devices. Some thought,
however, will reveal that in a concentrator system, an image of the sun is not needed,
or even desired. What is desired is to gather the light as efficiently as possible onto a
receiver that is smaller than the concentrator’s entrance aperture. As a further requirement,
it is often desirable to have the receiver illuminated as uniformly as possible. Another
important consideration is that it is generally desirable to have the concentrator accept
light from as large an angular region as possible. This minimizes the accuracy at which
the concentrator must be pointed toward the sun and thereby relaxes structural require-
ments and assembly tolerances. These factors, which are generally different from the
ones encountered in traditional optical system design, spurred a whole new discipline
called nonimaging optics. This field was pioneered by Professor Roland Winston and
his group at the University of Chicago [46]. Another center of excellence in nonimaging
optics developed at the Polytechnical University of Madrid. It is beyond the scope of this
chapter to cover the principles of nonimaging optics, for that is a difficult topic that is
well covered in textbooks [2, 47].

11.4.1 Basics

One of the remarkable theorems of nonimaging optics is that there exists a relationship
between the maximum angle that is accepted by the concentrator and the maximum
possible concentration that is attainable, Cmax. Consider the schematic representation of a
general concentrator shown in Figure 11.19. Here the light that hits the entrance aperture,
of area Aconc, at an angle less than θmax,in from the normal is transmitted to the exit
aperture where the receiver of area Arec is located (PV cells in our case), emerging at an
angle less than θmax,out to the normal of the receiver. For one-axis, or two-dimensional,
concentrators the following relationship holds:

C = Aconc/Arec ≤ Cmax = sin(θmax,out)/ sin(θmax,in)

For two-axis, or three-dimensional, concentrators the corresponding maximum is

C = Aconc/Arec ≤ Cmax = sin2(θmax,out)/ sin2(θmax,in)

If the receiver is immersed in a dielectric medium of index of refraction n, then these
relationships become

C = Aconc/Arec ≤ Cmax = n sin(θmax,out)/ sin(θmax,in)
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Figure 11.19 Schematic representation of a generalized concentrator

and
C = Aconc/Arec ≤ Cmax = n2 sin2(θmax,out)/ sin2(θmax,in)

respectively. A concentrator that achieves this maximum is called an ideal concentrator.

Some observations are in order. First, in order to attain the maximum concentration,
it is necessary to have θmax,out as large as practical. The maximum it could be is 90◦, but
even angles approaching this result in many rays striking the receiver at grazing angles.
This may prove impractical, as such rays are prone to have high reflectance and can
easily miss the target owing to mechanical alignment errors. The above equations are
often stated when θmax,out = 90◦, whereby they become

C = Aconc/Arec ≤ Cmax = n/ sin(θmax,in)

and
C = Aconc/Arec ≤ Cmax = n2/ sin2(θmax,in)

in the two and three-dimensional case, respectively. The designer is cautioned, however,
not to persist in designing concentrators with very large exit angles just to gain higher
concentration ratio.
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If one designs a concentrator that accepts as a maximum input angle the half angle
of the sun as seen from the Earth, about 1/4◦, then it could have a maximum concentration
of about 200 in the two-dimensional case and 40 000 in the three-dimensional case. Such
a concentrator would accept light only directly from the surface of the sun. Regions of the
sky outside this area would be rejected by the concentrator; that is, it would not reach the
receiver. Interestingly, the concentration of 40 000 restores the radiative power density at
the receiver to that at the surface of the sun. This leads to a simple proof of the above
equations. Suppose we have a hot spherical radiator, which could be the sun but need not
be, that is radiating black-body radiation. A portion of the radiation is intercepted by a
concentrator as shown in Figure 11.20.

qmax, in

Concentrator

Radiator receiver, Trad

r2

r1

Source radiator, TR

Figure 11.20 Geometry of a spherical radiator and concentrator
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If r1 is the radius of the radiator and r2 is the distance from the center of the radiator
to the concentrator input, then it is clear from Figure 11.20 that sin θmax,in = r1/r2. If we
assume that the radiator is radiating as a black body, then the total power density at the
surface of the radiator is Prad = σT 4

s , where σ is the Stefan Boltzmann constant and Ts is
the radiator source temperature. Simple geometry gives the power density at the entrance
to the concentrator as Pcanc = (r1/r2)

2Prad = sin2 θmax,inPrad. The power density at the
receiver is simply that at the concentrator entrance, multiplied by the concentration ratio,
so Prec = C sin2 θmax,inPrad. Now, imagine that the receiver is a black body insulated so
that its only heat loss is by thermal radiation back from the receiving surface. Then the
receiver will heat up until it is losing power by thermal radiation at the same rate it is
receiving it. This will occur when the receiver is at a temperature such that Prec = σT 4

r .
Equating this to the received power above

Prec = σT 4
r = C sin2 θmax,inPrad = C sin2 θmax,inσT 4

s

or

C = T 4
r

T 4
s

1

sin2 θmax,in

Now, here is the thermodynamic part. It must be that Tr ≤ Ts, for otherwise heat would be
transferred from the source at a lower temperature to the receiver at a higher temperature
without the use of work, in violation of the second law of thermodynamics. In other
words, if the receiver was hotter than the source, one could build a perpetual motion
machine. Inserting this inequality into the above equation gives

C ≤ Cmax = 1

sin2 θmax,in

The origin of the n2 in the concentration equation can be seen from the fact that in a
dielectric medium, the Stefan Boltzmann law becomes P = n2σT 4. The factor n2 comes
from the fact that the three-dimensional electromagnetic mode density is increased by
n3 owing to the decrease in wavelength by 1/n, but the speed of light is decreased by
1/n. Therefore, in thermal equilibrium, the density of photons is increased by n3, but the
number of photons crossing a surface per unit time, and hence the power crossing this
surface, is increased by only n2.

If a concentrator can accept light from anywhere in the upper hemisphere, then
θmax = 90◦ and Cmax = 1, or Cmax = n2 if the receiver is immersed in a dielectric. The
history of concentrators is replete with proposed concentrators that achieve high concen-
tration without tracking the sun; that is, it will accept light from any point in the sky. In
each case the concept is supposed to skirt the maximum concentration theorem by some
means. Examples are the use of diffraction (as with holograms), or bent light fibers, or
quantum dyes (as in luminescent concentrators13). Most derivations of the maximum con-
centration theorem are based on geometric optics, and so it is conceivable that it could be

13 The case of luminescent concentrators requires more care because of the spectral shift. This can be done by
incorporating spectral filters into the thermodynamic analysis, but the finding is that they have rather limited
concentration and efficiency potential.
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violated by diffraction, for example. But the thermodynamic basis of this theorem shows
that the search for a nontracking concentrator with high concentration is doomed to fail.

By restricting the acceptance angles to the region of the sky where the sun is
actually found, modest concentrations on the order of 2 to 3 are possible. A further factor
of 2 is obtained by using bifacial cells that can accept light from both top and bottom. If
the cell is immersed in a dielectric of n = 1.4, then yet another factor of 2 is possible.
This means that it is possible in principle to obtain concentration ratios of up to around 8
to 12 without tracking the sun. The search for practical, cost-effective static concentrators
is ongoing and discussed in Section 11.5.

11.4.2 Reflection and Refraction

Most concentrators use reflection, refraction, or a combination of both to effect their con-
centration, and standard geometric optics is appropriate for their analysis. Some concepts
use diffraction gratings or graded index materials, but that is beyond the scope of this
discussion. It is assumed that the reader is familiar with elementary optics. The laws
governing light rays at reflective and refractive interfaces are well known; the angle of
reflection equals the angle of incidence in the case of reflection and Snell’s law in the
case of refraction. For three-dimensional analysis, a vector formulation is convenient.
Figure 11.21 shows the incident and reflected rays at a reflective surface where the unit
vector normal to the surface, and pointing in the direction from which the rays are com-
ing, is n. The following vector equation is easily derived relating the reflected ray to the
incident ray and n:

rr = ri + 2(n · ri)

In the case in which a ray is incident at a boundary between two dielectric media,
Snell’s law applies. This is usually expressed as n2 sin θ2 = n1 sin θ1, where the coplanarity
of the rays is understood. A vector form that expresses this is

n1r1 × n = n2r2 × n

Simple geometric shapes can be analyzed analytically using these relations, but
modern practice is to use one of the many available ray-tracing packages that solve these
equations numerically. This allows for incorporating various imperfections such as surface
waviness and imperfections, and can give plots of the intensity profile at the receiver,
and so on.

rr

Reflective source

n

ri

Figure 11.21 Relationship of the incident and the reflected rays to the surface normal
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ri Medium of index n1

Medium of index n2

Figure 11.22 Vector relations during refraction

11.4.3 The Parabolic Concentrator

A basic concentrator configuration is the reflective parabolic concentrator shown in
Figure 11.23. The two-dimensional cross section is shown, which could represent the
cross section of either a two-dimensional linear parabolic trough or the cross section of a
three-dimensional paraboloid of revolution.

The equation relating the x and y components of the parabolic surface is y =
1/4Fx2, where F is the focal length of the parabola. It can be shown that all rays coming
from straight up (i.e. with no x-component) will pass through the focus. If D is the
diameter or width of the parabola, then this can be written in the normalized form

y

D/2
= 1

8f

(
x

D/2

)2

where f = F/D is called the f -number of the parabola. Note that if f = 1/4, then
when x = D/2, that is, at the rim of the parabola, y = D/4 = F . In other words, for an
f = 1/4 parabola, the rim height is equal to the focal length. Obviously the slope at the
rim is then 45◦. Another useful relation that relates the distance from the focus to the
parabolic surface, r , to the angle that the ray hits the receiver, θr , is

r = 2F

1 + cos θr

and

x = r sin θr = 2F sin θr

1 + cos θr

From this we can see that at the rim, when x = D/2 and the angle of rays at the receiver
is maximum, we have

f = F

D
= 1

4

1 + cos θmax,r

sin θmax,r
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Figure 11.23 Cross section of a parabolic reflective concentrator

Now consider a ray that arrives at a small angle θin to the normal axis. It can be calculated
that it will intercept the receiver at a distance s from the focus given by

s = r sin θin

cos θr

= 2F sin θin

cos θr(1 + cos θr)

This shows that s increases as one moves toward the rim, increasing θr . Clearly, the rays
hitting the rim at x = D/2 will have the largest s. Noting that the total receiver size, S,
required to capture all rays up to incident angles of ±θmax,in is S = 2smax, gives

S = 4F sin θmax,in

cos θmax,r (1 + cos θmax,r )
= D

sin θmax,in

cos θmax,r sin θmax,r

For a two-dimensional parabolic trough, the concentration ratio is C = D/S, giving

C = cos θmax,r

sin θmax,r

sin θmax,in

It is interesting to note that the maximum concentration for a parabola without a secondary
occurs at a rim angle of 45◦ (which corresponds to an f -number of 0.6) and is

C = 1

2

1

sin θmax,in



OPTICS OF CONCENTRATORS 481

When θmax,in is 1/4◦, as for the sun, this equation gives a maximum concentration ratio
of 100. We see that the parabola is not an ideal concentrator, but at a rim angle of 45◦
it does achieve half of the maximum possible concentration. As the rim angle becomes
small, it actually approaches an ideal concentrator because then cos θr ≈ 1, but at small rim
angles the concentration ratio is also lowered. A parabola can be used in conjunction with
various secondary concentrators located at the receiver to boost the concentration toward
the ideal. If we have an ideal secondary concentrator that transforms θmax,r into θmax,out,
then it would have a concentration of Csecondary = sin θmax,out/sin θmax,r . The combined
concentration of the parabola and secondary is

Ctot = CsecondaryCparabola = cos θmax,r

sin θmax,out

sin θmax,in

This differs from an ideal concentrator of maximum output angle and high concentration
by the cosine of the rim angle and approaches an ideal for small rim angles. In practice,
small rim angles result in a rather unwieldy shape and a compromise is sought. The f -
numbers in the range of 0.7 to 1 are usually specified when using a secondary concentrator.

For three-dimensional paraboloidal concentrators, one squares the above ratios to
get the concentration. Specifically,

C = cos2 θmax,r

(
sin θmax,r

sin θmax,in

)2

and at a rim angle of 45◦, we have

C = 1

4

(
1

sin θmax,in

)2

This gives a concentration ratio of 10 000 for a perfect paraboloid with f = 0.6.

Parabolic dishes are thus capable of quite high-concentration ratios. In practice,
slope errors, or waviness in the reflective surface, degrade the performance. This can be
analyzed to first approximation by realizing that a slope error of value θs will cause the
reflected ray to deviate from the intended path by 2θs, and this will add to the angle of
arrival θin,max. A high-quality paraboloid for solar concentration use might have θs = 1/8◦,
thus doubling the divergence of light from the sun from 1/4◦ to 1/2◦. This has the effect of
decreasing the concentration by one-fourth, to 2500 for a three-dimensional concentrator,
or one-half, to 50, for a two-dimensional trough. Detailed designs should be conducted
with actual ray-tracing programs, but this gives an idea of the results that can be achieved.

Parabolic concentrators are more highly developed for solar thermal applications
in which high temperature is desired and flux uniformity is not so big an issue as with
PV receivers. The successful Luz trough concentrators generate heat for steam turbines
and have a combined output of over 300 MW [48]. A comprehensive review of parabolic
dishes for solar thermal applications is given in [49].

In practice, reflective dishes can achieve higher concentration than desired for PV
receivers. There is no need for SOEs to increase concentration, so the concentration ratio
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is usually sacrificed to achieve flux uniformity and pointing tolerance. One method of
doing this is the kaleidoscope flux homogenizer. This is simply a box in front of the
receiver having internal reflecting walls. When properly designed, the incoming rays are
scrambled by reflecting several times and are distributed relatively uniformly over the
receiver, independently of where they arrived at the entrance aperture [32, 50].

11.4.4 The Compound Parabolic Concentrator

We have seen that the parabolic concentrator is not an ideal concentrator. The first real-
ization of an ideal concentrator was the compound parabolic concentrator (CPC). As seen
in Figure 11.24, this actually comprises two parabolic surfaces; however, the axis of each
is tilted by ±θmax,in and their foci are at opposite edges of the receiver. The parabolas
are extended upwards until the surface is vertical, at which point the entrance aperture
is as large as possible. When light is incident at the maximum angle, it is clear that all
the light hits one parabolic surface and ends up focused at the receiver edge. As the light
moves toward the normal, all the rays are directed more downward and continue to hit
the receiver. Using the geometry of parabolic surfaces, it is straightforward, if a little
tedious, to show that C = 1/ sin θmax,in. So the CPC concentrator is ideal. If the CPC is

qmax, in

D

S

Focus of
Right-S10E

parabola

Figure 11.24 Geometry of the compound parabolic concentrator, in this case for θ ′
max,in = 30◦
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filled with a dielectric of index n, the incoming ray is refracted downward according to
Snell’s law so that the ray enters the CPC at angle θ ′

max,in, giving C = 1/ sin θ ′
max,in. Now

n sin θ ′
max,in = sin θmax,in, which gives C = n/ sin θmax,in, and so the CPC is still ideal.

Three-dimensional CPC concentrators can be made by revolving the two-
dimensional cross section about the central axis. It turns out that, while the three-
dimensional CPC has near-ideal concentration, it is not strictly ideal. Some rays (those
that come near the edge with a large skew component) are rejected.

A problem with CPC concentrators is that they are rather long and narrow for
high concentration. For dielectric-filled CPCs, this problem can be somewhat ameliorated
by doming the top surface to get some initial concentration from the resulting lens.
Figure 11.25 shows how doming the top affects CPC shape [2] in concentrators operating
by total internal reflection (called DTIR for Direct Total Internal Reflection), which are
also ideal in two dimensions.

CPCs are often used as secondary concentrators at the focus of a primary con-
centrator, particularly for Fresnel lens systems, because then they have a rather large
acceptance angle and the resulting design is rather compact.

At the time of writing this, there were no known ideal three-dimensional concen-
trators that image onto a flat surface (unless with graded index of refraction, not treated
here). The author knows of only one ideal three-dimensional concentrator, and it is shown
in Figure 11.26. This images all rays striking a sphere onto a smaller sphere imbedded
in a dielectric. If the radius of the outer sphere is r1 and the inner sphere is r2, where
r2 = r1/n, then the concentration ratio is n2, referenced to the surface areas of the spheres.
Unfortunately, solar cells are generally not spherical.

11.4.5 The V-trough Concentrator

The CPC, while admittedly ideal, has some drawbacks. One is that the intensity pattern
at the exit aperture is quite nonuniform under typical illumination conditions. It can be

1.39′′

0.25′′

Figure 11.25 A series of dielectric-filled CPCs with flat and domed tops [2], all having the same
concentration and a 10◦ acceptance angle. Adapted from Luque A, Solar Cells and Optics for Pho-
tovoltaic Concentration, 1989, Adam Hilger,  2002 with permission by IOP Publishing Limited
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n

r2

r1

Receiver

Figure 11.26 The ideal spherical concentrator of concentration ratio n2

shown that the output intensity is uniform when the illumination is uniform over all
directions within the acceptance angle. Such is not the case in practice, however, because
the sun provides a localized region of the sky that is much brighter than the surrounding
acceptance region (assuming that the acceptance angle is greater than the sun’s half angle).
A simplified version shown in Figure 11.27 uses planar reflectors and is often called a
v-trough. The v-trough concentrator has a maximum intensity concentration of 3, thereby
avoiding the hot spots of the CPC.

Referring to the symbols in Figure 11.27, some rather tedious but straightforward
calculations indicate that the concentration ratio of the v-trough concentrator is (hint: use
the law of signs on the triangle inside the trough)

C = 1 + 2 sin θm cos(θi + 2θm)

sin(θi + θm)

When θi = 0, one obtains C = 1 + 2 cos(2θm), so the concentrator is clearly not ideal. In
fact, it reaches a maximum concentration of 3 for small θm, that is, steep mirrors.

It should not be thought that the v-trough is necessarily inferior to the CPC
concentrator. Besides the reduction in hot spots, it can be easier to manufacture, espe-
cially with flat glass mirrors. For wide acceptance angles and reasonable maximum
exit angles such as 60◦, v-troughs closely approach ideal concentrators. For example,
when θi = 30◦ and θm = 15◦, then θout = 60◦ and C = 1.37. This is 79% of the ideal
concentration.
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Figure 11.27 Geometry of a v-trough concentrator

Interestingly, if one allows for multiple reflections, then the v-trough approaches an
ideal concentrator for small θm [51]. This results, however, in a very tall, narrow structure
with many reflections. In contrast, the CPC has a maximum of one reflection.

Two-axis v-trough concentrators are made either by rotating the v-trough about its
central vertical axis, forming an inverted truncated cone, or by combining two v-troughs at
right angles, forming an inverted truncated pyramid. The resulting two-axis concentration
approaches the square of the above numbers; however, as in the two-axis CPC, some
of the rays within θi will not strike the receiver. The rotational version produces some
regions of high intensity under certain illumination conditions as the light is focused off
the cylindrical surface, whereas the square version does not suffer from this effect. Two-
axis v-troughs are often used as secondary concentrators in conjunction with point-focus
Fresnel lenses. With proper design, they can also smooth the flux profile over that obtained
with the Fresnel alone.

11.4.6 Refractive Lenses

Refractive lenses are a common alternative to reflective lenses. Such a lens is shown in
Figure 11.28.

The lens can be analyzed by ray-tracing using Snell’s law. In the case we have
shown, a plano-convex lens with the flat surface facing upwards, the analysis can be
expedited using Fermat’s principle, which states that rays at the focus all travel the same
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t
n

F

D

Figure 11.28 Refractive lens geometry

optical path length. (And hence, if they leave the source at the same time, they will arrive
at the focus at the same time, regardless of where they strike the lens.) By equating the
optical path length of the two rays shown in Figure 11.28, one obtains

F + (n − 1)t =
√

(F − y)2 + x2 + ny

This is the equation of a hyperbola. Such a lens is called aspheric to differentiate it from
the common spherical lens that is an approximation of the above for large F and small
x. The thickness of the lens can be related to the f -number by setting x = D/2, the edge
of the lens, giving

t

D
=

√
F 2/D2 + 1/4 − F/D

n − 1

A serious problem with such a lens is that it becomes rather thick for short f -numbers. For
example, for F/D = 1 and n = 1.5, one obtains t/D = 0.24. If the lens has a diameter
of 10 cm, then the thickness will be 2.4 cm, resulting in a rather heavy, material-intensive
structure. For small lenses on the order of several centimeters in diameter, the thickness
is quite acceptable. Such “microlenses,” accompanied by small cells at the focus, are an
interesting avenue for possible development. This approach was explored by Wattsun [52].
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For larger lenses it is usual to collapse the lens back to zero thickness at a number
of points, forming the Fresnel lens of Figure 11.29. Because of the need for very high
optical quality surfaces on the curved facets, it has proved difficult to manufacture such
lenses with high transmission [53] because the mold tool is manufactured using diamond
point turning. This leaves microscopic grooves, which are difficult to polish out because of
the presence of the vertical region between facets.14 If the facets are made small compared
to the size of the cell, then flat facets can be used with little loss of concentration. In this
case, the mold can be manufactured using a flat diamond turning tool, which gives very
good optical surfaces.

Fresnel lenses do not transmit all the light they intercept to the focus. Losses come
from several sources. First, Fresnel reflection from the optical interfaces causes about 8%
loss (more for a short focal length lens because of the steep angle of the exit ray to the facet
surface). This can potentially be reduced by the use of antireflection coatings. Second,
the vertical regions between facets cannot be completely vertical or the lens cannot be
removed from the mold. The angle of this portion is called the draft angle, and is in the
neighborhood of 2◦. Light striking this wall is deflected out of the focus. Finally, the
tips and valleys have nonzero radius. Clearly, the smaller the facets, the more important

Figure 11.29 Cross section of a Fresnel lens

14 This work was performed in the 1980s. It is very likely that the modern tool making machines can produce
a very high-quality mold.
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this loss is. Modern flat-facet, compression-molded lenses have an optical transmission
of typically about 85%.

To date, the highest performance point-focus Fresnel lenses have been made only
by compression molding. This results in a rather expensive product because of the long
cycle times in the molding machine. Attempts at injection molding, which has a much
shorter cycle time, have been disappointing. To the author’s knowledge, little effort has
been expended on Fresnel-lens development using recent plastic molding technology such
as compression-injection molding. Significant improvements in performance and cost are
likely possibilities with a concerted effort.

Entech has developed an innovative domed linear Fresnel lens illustrated in
Figure 11.30. Because of the dome, the light is refracted upon entering the lens, and
refracted again upon exiting. Many benefits are obtained by making the angle of the rays
to the lens surface approximately the same as they enter and exit the lens. It can be shown
that this condition minimizes reflection loss, minimizes chromatic aberration (spreading of
the image for different wavelengths due to dispersion in the index of refraction), minimizes
the effect of deflection in the lens, and minimizes the size of the focus. In addition, the
draft region and tip radius can be outside the ray path, as seen in Figure 11.30. The
transmission of a domed Fresnel lens can exceed 90%, close to the loss for a flat acrylic
sheet alone [54].

One cost-effective method of producing Fresnel lenses has been 3M, and is called
Lensfilm. In his method, a thin acrylic plastic sheet is molded by an embossed roller

Smooth outer
lens surface

Incident light

Light

Ligh
t

Sha
do

w

Lens

Lens

Blunt tips on prisms
due to manufacturing

Ligh
t

Sha
do

w

Ligh
t

Sha
do

w

Ligh
t

Sha
do

w

Figure 11.30 Cross section of the Entech domed Fresnel lens showing how the angle of incidence
is nearly equal to the angle of exit, as well as how rays are shielded from the draft and the tip
radius regions. Reproduced from O’Neill M, “Acrylic Extrusion/Embossing Process Development
for the Low-Cost Production of Linear Fresnel Lenses”, Presented at Photovoltaic Concentrator
Technology Development Project, Sixth Project Integration Meeting (Albuquerque, NM, 1980) with
permission by Sandia National Laboratories
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on a continuous basis. The sheet is later bonded to an acrylic superstrate for mechanical
strength. This method yields larger draft angles than compression molding and results in
slightly lower transmission for flat, point-focus lenses. In contrast, it is particularly suited
to the domed linear Fresnel approach of Entech, because when the lens is warped into the
domed shape, the facets are deflected to an angle where the draft is out of the ray path.

The reader interested in the details of Fresnel lens design is referred to textbooks
on the subject [2]. Modern design usually involves numerical ray-tracing analysis cou-
pled with electronic design transfer to numerically controlled machining for tool making.
Commercial programs, such as those available from James and Associates, are available
for implementing this procedure.

11.4.7 Secondary Optics

Secondary optical elements are often used to increase concentration, or alternatively to
increase acceptance angle. They are applicable with either reflective or refractive systems;
however, they are most often used with point-focus Fresnel lenses in which concentration
ratios in the range of 200 to 1000 are typical. Three types of secondaries are common:
v-troughs, refractive CPCs, and refractive silos. These are described below.

Figure 11.31 shows the case of a Fresnel lens coupled with a v-trough. This design
was for a 500X Fresnel module [30]. In this case the lens was designed with multiple
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Direct bonded
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(8.5′′)
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15 mm    (0.59′′)
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Figure 11.31 Lens cell configuration for a Fresnel lens with v-trough secondary [30]. Copyright
 1984. Electric Power Research Institute. AP-3263. Conceptual Design for a High-Concentration
(500X) Photovoltaic Array. Reprinted with permission
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zones of different focal lengths in order to smooth the flux profile. The secondary provides
additional smoothing while providing 3X concentration. Generally, such secondaries are
made with reflective aluminum sheet.

Dielectric-filled CPCs have also been used as secondary optical elements. In one
case a concentration of 1000X was achieved on GaAs cells with an acceptance angle of
±0.8◦ [55].

As mentioned above, CPCs can have a rather nonuniform output. There is another
type of secondary that gives almost uniform illumination intensity. The basic idea is to
image the primary lens onto the cell [56]. Thus, if light strikes the primary uniformly,
the illumination on the cell will be uniform. The principle is illustrated in Figure 11.32.
The top surface of the secondary is an aspheric surface that images the lens on the cell.
The definition of this surface can be found by using the same methodology as for the
plano-convex lens mentioned above. In practice, however, it is usual to use ray tracing
to optimize the shape of the lens in order to minimize the effect of edge ray distortion.

It is seen that the center of the primary lens is imaged on the center of the cell and
the edge is imaged on the edge of the cell. If the lens is uniformly bright, then so will
be the cell illumination. Some understanding of the operation of a silo secondary can be

D1

D2

Secondary
index = n

qi

F1

F2

Figure 11.32 Geometry of a silo secondary
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gleaned by a simple analysis using the above rays where it is found that for large primary
lens f -numbers, the concentration is

C = nF1

F2
= n

2(F2/D2) sin θi

For two-axis concentration, this relation is squared. The combination of Fresnel primary
and silo secondary is seen to be ideal if the f -number of the secondary is 1/2. Note that
it can be shown that a lens with f -number less than 1/2 cannot be realized, preventing
the above from violating the maximum concentration law.15 Nevertheless, concentration
ratios of around one-fourth the maximum are readily obtained. Despite the loss of some
acceptance angle, the uniform output provides significant advantages to this approach.

11.4.8 Static Concentrators

The necessity of tracking concentrators has long been considered a disadvantage. While
there is little doubt that tracking systems can be made cost-effectively when manufactured
in very large volumes and installed in large “energy parks” with 50-MW or more capac-
ity [57], the existing markets for PV systems are for smaller installations. This has lead to
considerable research to find a nontracking or static concentrator. Most of the early work
was for solar thermal concentrators in which the basic principles were established [58].

Static concentrators rely on three factors to generate concentration greater than
unity. First, the region of the sky where most of the energy falls within a band ±24◦
of a plane normal to the Earth’s axis of rotation. Figure 11.33 shows a typical yearly
average distribution of light falling on a plane tilted at the latitude angle, for a latitude
of 34◦ south [59]. This is representative of what is found at most locations, where the
bulk of the energy falls in a band of angles around the normal to a plane that is tilted
at the latitude angle. An ideal one-axis concentrator with an acceptance angle of 24◦ has
a concentration of 2.5. When the details of such concentrators are examined, it is found
that they do not receive all the light early in the morning or late in the evening when the
sun is near the solstices, but most of the energy can be harvested if the acceptance angle
is opened slightly [2].

The second reason that the concentration can be increased is that the cell can
be immersed in a dielectric with index of refraction greater than unity. This can typi-
cally provide another factor of 1.5X for one-axis and 2.25X for two-axis concentrators.16

Unfortunately, such dielectric-filled concentrators are rather heavy and expensive if the
cells are large. One possibility is to make very small cells coupled with small dielectric
concentrators [60]. The practicality of this “microconcentrator” approach depends on the
ability to highly automate the assembly of many small cells into the module. Finally,
solar cells can be made bifacial, that is, sensitive to light from both sides. This provides

15 More correctly, this should be thought of as proof that it is impossible to make a lens shorter than f/0.5.
16 Sometimes it is also overlooked that immersing a cell in a dielectric medium that is not a thin planar
surface (such as in a glass module) will increase the escape probability of rays reaching the cell’s top surface
from within and, hence, reducing the impact of light trapping. This type of effect also happens in dielectric
secondaries, and results in the loss of several percent in current for silicon cells that rely on light trapping.
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Figure 11.33 Yearly average distribution of incident light as seen by a module with tilt angle equal
to the latitude of 34◦ south. Reproduced from Bowden S, Wenham S, Green M, “High Efficiency
Photovoltaic Roof Tiles with Static Concentrators”, Proc. 12th European Photovoltaic Solar Energy
Conference, 1893–1896 (1994) with permission by WIP

potentially another factor of 2X concentration. Bifaciality alone can yield a concentra-
tion of 2X by providing for cusps that direct light to the cell [61]. Goetzberger reviewed
various static concentrator options and proposed a combination of all of the above that
attains a concentration of 12X [62]. Figure 11.34 illustrates the possibilities.

Another approach to static concentrators is the dielectric prism, which relies on
total internal reflection. This concept has been refined by incorporating grooves on the
back surface, which improves the light trapping [63]. Concentration ratios of around 4X
are achieved. Figure 11.35 illustrates the concept.

To date, no firm has succeeded in commercializing static concentrators. Apparently,
no concept examined so far appears to offer compelling advantages over a standard flat-
plate module. It is a fruitful line of research to see if a cost-effective design can be found.
The concentrator must have wide acceptance angle (over 30◦ in one direction and near
90◦ in the perpendicular direction) and have reasonable concentration (say, over 2X).
Both of these are clearly possible. In addition, however, the device must not cost more
to implement than the cell area replaced, and must not significantly degrade the module
performance compared to a flat-plate. Therein lies the challenge. Until it is clear that such
a device is impossible, the payoff is sufficient to warrant continued search.

11.4.9 Innovative Concentrators

The methodology of nonimaging optics has been extended to a large variety of new and
innovative designs. Many of these are covered in the text Solar Cells and Optics for
Photovoltaic Concentration [2]. One recent and particularly interesting case is the RXI
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Figure 11.34 A combination of concentrators achieving 12X concentration. (a) 2X trough;
(b) dielectric CPC; and (c) the combination. Goetzberger A, Static Concentration Systems with
Enhance Light Concentration, 20th IEEE Photovoltaic Specialists Conference  1988 IEEE
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Figure 11.35 Static concentrator using bifacial cells with dielectric prisms. Bowden S, High Effi-
ciency Photovoltaic Roof Tiles with Static Concentrators, First World Conference on Photovoltaic
Energy Conversion  1994 IEEE



494 PHOTOVOLTAIC CONCENTRATORS

Front mirror Oil

Back mirror

Heat sink

Concentrator

Figure 11.36 The RXI concentrator cross section. This version has an acceptance angle of 2.7◦

and a concentration of 1000X, and is close to ideal. Minano J, Gonzalez J, Zanesco I, Flat High
Concentration Devices, First World Conference on Photovoltaic Energy Conversion  1994 IEEE

concentrator shown in Figure 11.36 [64]. The name RXI comes from the fact that the lens
uses refraction, reflection (denoted by X), followed by internal reflection. This device can
be thought of as a two-axis version of the prism concentrator that relies on total internal
reflection and that has been fine-tuned for optimum performance. The result is a very shal-
low device using a minimum of dielectric material. It is most suited for small apertures, and
hence very small cells, so that the overall thickness and volume of material is minimized.

Other innovative concentrators include the D-SMTS (Dielectric-Single Mirror Two
Stage) trough, which incorporates refractive secondaries into a reflective trough primary
lens [65]. This device, whose cross section is shown in Figure 11.37, achieves one-axis
concentration of 30X with a high acceptance angle of 2.44◦. This is close to an ideal
concentrator, which would give 2.87◦ acceptance angle at 30X and n = 1.5.

11.4.10 Issues in Concentrator Optics

The preceding sections discuss the theoretical aspects of designing PV concentrating
optics. The designer is also faced with difficult materials and manufacturing issues.

Glass secondary

Mirror

Heat sink

Solar cell

Trajectories of
Sun rays

Figure 11.37 Cross section of the D-SMTS reflective trough concentrator. Reproduced from
Mohedano R, Benitez P, Perez F, Minano J, “Design of a Simple Structure for the D-SMTS Con-
centrator”, Presented at 16th European Photovoltaic Solar Energy Conference (Glasgow, UK, 2000)
by permission of WIP [65]
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The optical concentrator must withstand at least 20 years of outdoor weathering. It
must also be cleanable in order to remove accumulated dust and grime. On top of
this, it must meet cost targets and have good optical performance. These are difficult
requirements.

For reflective surfaces, the only suitable material found to date is back-surface-
silvered, low-iron glass. Glass is very durable and protects the silver surface from corro-
sion and damage. This has been well proven in the large LUZ solar thermal plants [66].
If the radius of curvature for the surface is less than about 10 m, then the glass must
be sagged at high temperature to the desired shape (much as automobile windshields are
manufactured), which adds to the cost. Many attempts at making reflectors of polymer film
with deposited silver have been tried; however, to date none has had sufficient weather-
ability for commercial concentrator use. Anodized aluminum sheet is another option, but
it has lower reflectance than silvered glass and questionable weatherability. Anodized
aluminum can be used in the interior of modules, such as for SOEs, where it is protected
from the weather.

The most common material for refractive lenses is acrylic plastic (PMMA).17 When
combined with UV stabilizers, acrylic has shown very good weatherability [67]. It has
some disadvantages, however, which must be worked around. Chief among these is its
large thermal expansion coefficient, low strength and stiffness, water absorption expansion,
and susceptibility to scratches when cleaning with any method other than spray rins-
ing. Considerable effort has been expended on ways to bond thin acrylic lenses behind
glass [68], but the large difference in expansion coefficients has stymied any solution.
Another approach to realize the advantage of a glass front surface has involved the
lamination of alternative materials to acrylic, particularly those with a low Young’s mod-
ulus [30]. Recently, the idea of molding silicone rubber to glass has been revived [69].
This may be the ultimate solution for long-lasting Fresnel lenses that can be integrated
into practical modules.

For point-focus SOEs, acrylic is unsuitable because the small amount of residual
absorption causes the lens to overheat and melt. In this case, optical glass is needed.
Quartz has been successfully used, but is expensive. Pyrex is cost-effective, but has
too high an absorptance and overheats. Schott BK7 optical glass works well initially,
but tends to solarize (turn purple) with exposure to the intense, concentrated light in
a secondary [70]. Groups developing glass secondaries must work closely with glass
suppliers to select the best glass with the best combination of cost, moldabiltiy, and
resistance to solarizing.

11.5 CURRENT CONCENTRATOR ACTIVITIES

There are a number of groups working on concentrator PV systems around the world.
This section outlines the diversity of this global effort. Only the larger, more well-funded
activities are included. There are a number of small-scale, exploratory activities in addition
to those discussed. The promise, quality, and vitality of research on concentrators will
become apparent when reviewing the diversity and scope of this work.

17 The only common optical plastics that are sufficiently stable under UV radiation in sunlight are acrylic
plastic, Teflon, Tedlar, Tefzel, and silicone. Silicone cannot be used on an exterior surface.
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11.5.1 Amonix

Amonix, Inc. and SunPower Corporation are the two companies that licensed the high-
efficiency point-contact solar cell from EPRI. This cell was developed at Stanford Univer-
sity under EPRI funding. Amonix has developed a 20-kW point-focus Fresnel lens array
intended for the utility market. It has an innovative integral-backplane module design that
greatly reduces the number of parts by incorporating the wiring and cell package as a part
of the module back [34]. Systems have been installed at PVUSA and the Arizona Public
Service’s STAR facility. They recently announced that five more systems are under order.
Figure 11.38 shows a recent Amonix array.

11.5.2 Australian National University

Australian National University (ANU) is developing a linear trough concentrator system.
They are also developing a novel, rather simple silicon concentrator cell, which is expected
to have 22 to 23% efficiency with only one nonaligned photolithography step. The cells are
designed for operation at 30X concentration. Work is under way on a 2-kW demonstration
at Spring Valley, Australia. They expect the system to have a 15% overall efficiency [71].

11.5.3 BP Solar and the Polytechnical University of Madrid

A 480-kW concentrator project (the largest ever) has been built recently in Tenerife,
Canary Islands [50]. It is called the Euclides Project and is part of the European Joule
program. Euclides is composed of 14 one-axis tracking reflective parabolic troughs, each
84 m long, with specially designed PV receiver modules built by BP Solar using buried
contact solar cells operating at 38X geometric concentration. The reflector is a very
lightweight and innovative space-frame design developed at the Polytechnical Univer-
sity of Madrid. The system uses passive cooling, accomplished with another innovative
concept – heat sinks built of compression-bonded, thin aluminum fins. The system has
approximately 13% overall efficiency and is projected to produce power at 23 cents per
kWh, half the cost of power from a crystalline flat-plate plant. This cost is projected to

Figure 11.38 Amonix 100-kW high-concentration Fresnel lens array at the Glendale, Califor-
nia Airport
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Figure 11.39 Picture of the Euclides linear trough system

drop to 13 cents per kWh at a production volume of 15 MW/year. Figure 11.39 shows a
picture of the Euclides system.

11.5.4 Entech

Entech, Inc. has been pursuing line-focus Fresnel concentrators since the start of the Fed-
eral PV program. They hold a fundamental patent on curved Fresnel lenses that have
very high transmission (90%). These systems have improved over the years through
demonstration projects at PVUSA, the 300-kW Austin 3M system, a 100-kW system at
the Solar Park in Ft. Davis, Texas, being developed by Central and South West Utili-
ties, and a 100-kW system at the Energy Park near Dallas, Texas, being developed by
TU Electric. Entech was also part of the DOE PVMaT program to improve PV manu-
facturing processes. Entech systems use modified one-sun cells operating at 20X. Their
newest, fourth-generation modules have an efficiency of about 15% at standard operat-
ing conditions. Entech projects a levelized electricity cost of 7 to 15 cents/kWh at an
annual production rate of 30 MW/year [72]. A picture of an Entech system appears in
Figure 11.12.

11.5.5 Fraunhofer-Institut fur Solare Energiesysteme

The Fraunhofer Institute has been researching both concentrator cells and systems. GaAs
cell efficiencies in the 24% range have been demonstrated. Fresnel module efficiencies
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of 19% were achieved [73]. Concentrator silicon cells are also being researched. An
innovative one-axis reflective tracking concentrator design was demonstrated that achieves
300X concentration through a refractive CPC-type secondary concentrator [41].

11.5.6 Ioffe Physical-Technical Institute

The Ioffe Physical-Technical Institute has a long history with compound semiconduc-
tor solar cell development, particularly for concentrator cells. Recently, they have been
developing GaSb and AlGaAs cells for multijunction applications. As part of a European
consortium, they have developed a unique, all-glass concentrator module that uses GaAs
cells and a thin silicone Fresnel lens, molded to the inside of the top glass sheet. This
approach appears very promising [69].

11.5.7 National Renewable Energy Laboratory

National Renewable Energy Laboratory (NREL) conducts leading-edge research on
high-efficiency, multijunction solar cells. They have achieved a record 30% efficient
GaInP/GaAs two-junction monolithic concentrator cell operating at 150X [74], and even
higher efficiency in collaboration with Spectrolab, as seen below. Interestingly, the
pioneering research on compound semiconductor solar cells conducted at NREL has found
widespread application in high-efficiency space solar cells. It is curious to contemplate
that when the concentrating PV industry is ready to accept high-efficiency multijunction
cells, the lowest cost route to securing their supply could be through the space solar cell
industry, which would have had considerable manufacturing experience with multijunction
cells by then.

11.5.8 Polytechnical University of Madrid

The Polytechnical University of Madrid has had a long-term program on concentrators,
of which the Euclides project mentioned above is only a part. This includes pioneering
work in the optics of concentrators, as well as GaAs concentrator cells. Their work, par-
ticularly that on static concentrators, is well described in the textbook, Solar Cells and
Optics for Photovoltaic Concentration [2]. Recently, a new type of concentrator has been
invented and researched, called the RXI concentrator discussed in Section 11.4 [64]. It
is designed to use small GaAs cells that are only 1 mm on a side and manufactured and
packaged similarly to LEDs. Modules built using this approach will resemble flat-plate
modules, yet potentially exhibit very high performance and low cost. Additionally, the
large acceptance angle reduces the cost of tracking structure. Such modules could be appli-
cable for certain markets currently served by flat-plate modules. A consortium has been
formed to further develop the RXI concentrator including the University of Madrid, the
Ioffe Physico-Technical Institute (Russia), Energies Nouvelles et Environment (Belgium),
Vishay Semiconductors (Germany), and Progressive Technologies (Russia). The system is
called Hercules [75]. The team calculates that it could deploy systems that produce electric
power at 0.104 euros/kWh using present performance and ultimately 0.033 euros/kWh at
a production volume of 1000 MW. This is the lowest cost of energy projection reported
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for a PV system, and would be very remarkable if it holds up in practice. SunPower is
also working on a similar concept in partnership with the Polytechnical University of
Madrid, except that they are using silicon cells [76].

11.5.9 Solar Research Corporation

Solar Research Corporation, Pty. Ltd., is developing reflective dish concentrators and
water-cooled close-packed PV arrays for use at the focus [77]. A single close-packed
silicon array produced more than 200 W with a reported efficiency (not independently
confirmed) of 22% at 239 suns and a GaAs module produced 85 W with an efficiency
of 18% at 381 suns. These systems will be deployed first in the Australian outback by
an affiliated company, Solar Systems, Pty. The design has progressed to the point where
full-sized prototype dishes have been tested and Solar Research Corporation is preparing
for a larger system test. Figure 11.40 shows the Solar Systems dish in operation.

11.5.10 Spectrolab

Spectrolab, a major manufacturer of multijunction solar cells for space application, has
initiated a concentrator cell and module development effort utilizing their high-efficiency
cells. They recently announced a 34% conversion efficiency cell, a remarkable result, espe-
cially considering that the high efficiency was obtained at sufficiently high concentration
for practical, low-cost module use.18

11.5.11 SunPower Corporation

SunPower Corporation manufactures a variety of high-efficiency silicon concentrator solar
cells. These include cells designed for point-focus Fresnel lens applications as well as
cells designed for closely spaced arrays for use with large dishes and central receivers.
Design concentration ratios vary from 250X to 400X. Peak efficiency is around 27%
at 100X, dropping to 26% at 250X. SunPower has built complete water-cooled dense

Figure 11.40 Solar Systems 24-kW dish concentrator-PV system in operation

18 Spectrolab press release.
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arrays for dish and TPV applications. These cells are supplied to companies developing
concentrating systems.

11.5.12 University of Reading

The University of Reading, United Kingdom, is researching a variety of concentrating
approaches including point-focus Fresnel modules [78] and novel reflective trough mod-
ules [79].

11.5.13 Tokyo A&T University

Tokyo A&T University has been researching two and three-dimensional refractive static
concentrators. These are designed to accept most of the diffuse light and, hence, are
suitable for cloudy climates [80]. The two-dimensional lens has a concentration of 1.65X
and the three-dimensional lens has a concentration of around 2X. While it might be
concluded that this modest concentration is hardly worth the effort, it must be remembered
that these systems use standard one-sun cells and the cell cost, which dominates module
cost, is correspondingly reduced by these factors.

11.5.14 Zentrum fur Sonnenenergie und Wasserstoff Forschung
Baden Wurttenberg (ZSW)

Zentrum fur Sonnenenergie und Wasserstoff Forschung Baden Wurttenberg (ZSW), in
conjunction with a European consortium consisting of BP Solar, the Instituto de Ener-
gias Renovables (Spain) and the University of Crete, is developing a promising low-
concentration system based on a 2X v-trough concentrator. The system uses polar-axis
tracking that is driven by a passive, thermo-hydraulic system. This results in a sim-
ple, maintenance-free system that is projected to offer a 40% cost advantage over fixed,
flat-plate modules [81].
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12.1 OVERVIEW

12.1.1 Amorphous Silicon: The First Bipolar Amorphous
Semiconductor

Crystalline semiconductors are very well known, including silicon (the basis of the inte-
grated circuits used in modern electronics), Ge (the material of the first transistor), GaAs
and the other III-V compounds (the basis for many light emitters), and CdS (often used
as a light sensor). In crystals, the atoms are arranged in near-perfect, regular arrays or
lattices. Of course, the lattice must be consistent with the underlying chemical bonding
properties of the atoms. For example, a silicon atom forms four covalent bonds to neigh-
boring atoms arranged symmetrically about it. This “tetrahedral” configuration is perfectly
maintained in the “diamond” lattice of crystal silicon.

There are also many noncrystalline semiconductors. In these materials the chemical
bonding of atoms is nearly unchanged from that of crystals. Nonetheless, a fairly small,
disorderly variation in the angles between bonds eliminates the regular lattice structure.
Such noncrystalline semiconductors can have fairly good electronic properties – sufficient
for many applications. The first commercially important example was xerography [1, 2],
which exploited the photoconductivity of noncrystalline selenium. As do all semicon-
ductors, selenium absorbs those photons from an incident light beam that have photon
energies exceeding some threshold energy. The photon that is absorbed generates a posi-
tively charged “hole” and a negatively charged electron that are separated and swept away
by the large electric fields used in xerography.

However, solar cells require that photogenerated electrons and holes be separated
by relatively modest electric fields that are “built-in” to the device, and selenium and
many other noncrystalline semiconductors proved unsuitable for making efficient cells.

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
 2003 John Wiley & Sons, Ltd ISBN: 0-471-49196-9
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In Dundee, Scotland, Walter Spear and Peter LeComber discovered around 1973 that
amorphous silicon prepared using a “glow discharge” in silane (SiH4) gas had unusually
good electronic properties; they were building on earlier work by Chittick, Sterling, and
Alexander [3]. Glow discharges are the basis for the familiar “neon” light; under certain
conditions, an electric voltage applied across a gas can induce a significant electrical
current through the gas, and the molecules of the gas often emit light when excited by the
current. Amorphous silicon was deposited as a thin film on substrates inserted into the
silane gas discharge.1 Spear and LeComber reported in 1975 [4] that amorphous silicon’s
conductivity could be increased enormously either by mixing some phosphine (PH3) gas or
some diborane (B2H6) gas with the silane. Just as for crystal silicon, the phosphorus doping
of the amorphous silicon had induced a conductivity associated with mobile electrons (the
material was “n-type”), and the boron doping had induced a conductivity associated with
mobile holes (the material was “p-type”).

In 1974, at the Radio Corporation of America (RCA) Research Laboratory in
Princeton, David Carlson discovered that he could make fairly efficient solar cells using
a silane glow discharge to deposit films. In 1976, he and Christopher Wronski reported
a solar cell based on amorphous silicon [5] with a solar conversion efficiency of about
2.4% (for historical discussion see Reference [6, 7]).

Carlson and Wronski’s report of the current density versus output voltage is pre-
sented in Figure 12.1 (along with the curve from a far more efficient cell reported in
1997 [8]). As these scientists had discovered, the optoelectronic properties of amorphous
silicon made by glow discharge (or “plasma deposition”) are very much superior to
the amorphous silicon thin films prepared, for example, by simply evaporating silicon.
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Figure 12.1 Current density versus voltage under solar illumination for a very early single-junction
amorphous silicon solar cell (Carlson and Wronski [5]) and from a recent “triple-junction” cell
(Yang, Banerjee, and Guha [8]). The stabilized efficiency of the triple-junction cell is 13.0%; the
active area is 0.25 cm2

1 The term amorphous is commonly applied to noncrystalline materials prepared by deposition from gases.
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After several years of uncertainty, it emerged that plasma-deposited amorphous silicon
contained a significant percentage of hydrogen atoms bonded into the amorphous silicon
structure and that these hydrogen atoms were essential to the improvement of the elec-
tronic properties of the plasma-deposited material [9]. As a consequence, the improved
form of amorphous silicon has generally been known as hydrogenated amorphous silicon
(or, more briefly, a-Si:H). In recent years, many authors have used the term amorphous
silicon to refer to the hydrogenated form, which acknowledges that the unhydrogenated
forms of amorphous silicon are only infrequently studied today.

Why was there so much excitement about the amorphous silicon solar cells fab-
ricated by Carlson and Wronski? First, the technology involved is relatively simple and
inexpensive compared to the technologies for growing crystals. Additionally, the opti-
cal properties of amorphous silicon are very promising for collecting solar energy, as
we now explain. In Figure 12.2, the upper panel shows the spectrum for the optical
absorption coefficients α(hν) for amorphous silicon and for crystalline silicon [10].2 In
the lower panel of the figure, we show the spectrum of the “integrated solar irradiance;”
this is the intensity (in W/m2) of the solar energy carried by photons above an energy
threshold hν [11].
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Figure 12.2 (Upper panel) Spectra of the optical absorption coefficient α(hν) as a function of
photon energy hν for crystalline silicon (c-Si) and for hydrogenated amorphous silicon (a-Si:H).
(Lower panel) The solid curve indicates the irradiance of photons in the solar spectrum with energies
hν or larger. An a-Si:H film that is 500 nm thick mostly absorbs photons above 1.9 eV; as indicated
by the shaded areas, this corresponds to an absorbed irradiance of about 390 W/m2. After Vaněček
M et al., J. Non-Cryst. Solids 227–230, 967 (1998) [10]

2 We assume familiarity with the concept of a photon energy hν and of an optical absorption coefficient α; see
Chapter 3.
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We use these spectra to find out how much solar energy is absorbed by layers
of varying thickness. The example used in the figure is an a-Si:H layer with a thickness
d = 500 nm. Such a layer absorbs essentially all photons with energies greater than 1.9 eV
(the energy at which α = 1/d). We then look up how much solar irradiance lies above
1.9 eV. Assuming that the reflection of sunlight has been minimized, we find that about
420 W/m2 is absorbed by the layer (the gray area labeled “absorbed”). Through such a
layer 580 W/m2 of energy is transmitted. These energies may be compared to the results
for c-Si, for which a 500-nm-thick layer absorbs less than 200 W/m2.

To absorb the same energy as the 500-nm a-Si:H layer, a c-Si layer needs to be
much thicker. The implication is that much less material is required to make a solar
cell from a-Si than from c-Si.3 In the remainder of this section, we first describe how
amorphous silicon solar cells are realized in practice, and we then briefly summarize some
important aspects of their electrical characteristics.

12.1.2 Designs for Amorphous Silicon Solar Cells: A Guided Tour

Figure 12.1 illustrates the tremendous progress over the last 25 years in improving the
efficiency of amorphous silicon–based solar cells. In this section we briefly introduce three
basic ideas involved in contemporary, high-efficiency devices: (1) the pin photodiode
structure, (2) the distinction between “substrate” and “superstrate” optical designs, and
(3) multijunction photodiode structures. A good deal of this chapter is devoted to more
detailed reviews of the implementation and importance of these concepts.

12.1.2.1 pin photodiodes

The fundamental photodiode inside an amorphous silicon–based solar cell has three layers
deposited in either the p-i-n or the n-i-p sequence. The three layers are a very thin
(typically 20 nm) p-type layer, a much thicker (typically a few hundred nanometer),
undoped intrinsic (i) layer, and a very thin n-type layer. As illustrated in Figure 12.3, in
this structure excess electrons are actually donated from the n-type layer to the p-type
layer, leaving the layers positively and negatively charged (respectively), and creating a
sizable “built-in” electric field (typically more than 104 V/cm).

Sunlight enters the photodiode as a stream of photons that pass through the p-type
layer, which is a nearly transparent “window” layer. The solar photons are mostly absorbed
in the much thicker intrinsic layer; each photon that is absorbed will generate one
electron and one hole photocarrier [12, 13]. The photocarriers are swept away by the
built-in electric field to the n-type and p-type layers, respectively – thus generating solar
electricity!

The use of a pin structure for a-Si:H-based solar cells is something of a departure
from solar cell designs for other materials, which are often based on simpler p-n structures.

3 The very different optical properties of c-Si and a-Si reflect the completely different nature of their elec-
tronic states. In solid-state physics textbooks, one learns about the “selection rules” that greatly reduce optical
absorption in c-Si, which is an “indirect band gap” semiconductor. Such selections rules do not apply to a-Si.
Additionally, the “band gap” of a-Si is considerably larger than that for c-Si.
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Figure 12.3 In a pin photodiode, excess electrons are donated from the n-type to the p-type layers,
leaving the charges and electric fields illustrated. Each photon absorbed in the undoped, intrinsic
layer generates an electron and a hole photocarrier. The electric field causes these carriers to drift
in the directions shown. pin diodes are incorporated into solar cells in either the superstrate or
substrate designs. For amorphous silicon–based cells, photons invariably enter through the p-type
window layer as shown here

For doped a-Si:H, it turns out that minority photocarriers (holes in n-type a-Si:H, electrons
in p-type a-Si:H) do not move very far, and so a p-n structure would only collect
photocarriers from photons generated in an extremely thin layer of doped a-Si:H. Indeed,
in analyzing the performance of a-Si:H-based solar cells, one normally considers any
photons absorbed by the doped layers to be “wasted.” The trick of keeping the doping
atoms out of the absorber layer enables this layer to be thick enough to capture most of
the sunlight.

In Section 12.4 you will find a more detailed description of the device physics of
the pin solar cell; the description explains why the window layer is the p-type one, and
also explains the design trade-offs that determine the thickness of the absorber layer.

12.1.2.2 Substrate and superstrate designs

One of the advantages of amorphous silicon–based solar cells is that they absorb sunlight
very efficiently: the total thickness of the absorbing layers in amorphous silicon solar cells
is less than 1 µm. Consequently, these layers need to be supported on a much thicker
substrate. Two totally different designs for amorphous silicon solar cells have evolved
corresponding to transparent and opaque substrates. We have illustrated the two designs
in Figure 12.3.

In the “superstrate” design, sunlight enters through the transparent substrate, which
is usually glass or a transparent plastic. The insulating substrate needs a conducting layer,
which is typically a “transparent conductive oxide” (TCO) such as SnO2. The amorphous
silicon photodiode layers are then deposited onto the TCO, starting with a p-type window
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layer. Finally, a “back” reflector is deposited onto the photodiode; the back reflector acts
as an electrode to the n-type photodiode layer.

In the “substrate” design, sunlight enters the photodiode before it reaches the
substrate. Starting with the substrate, the cell is fabricated in the reverse order compared
to the superstrate design: first a back reflector, then the photodiode layers (starting with
an n-type layer), and finally a TCO layer to act as an electrode to the topmost, window
layer of the photodiode.

These two designs permit a very wide range of applications for amorphous silicon
solar cells. The superstrate design (light enters through the substrate) is particularly suited
to building-integrated solar cells in which a glass substrate can be used as an architectural
element. The substrate design has generally been applied to solar cells using flexible,
stainless steel (SS) substrates. The detailed construction of a deposition facility of course
depends upon whether the substrate is rigid or flexible. Finally, it turns out that there is a
profound effect of the substrate upon the properties of the first photodiode layers deposited
upon it; this effect has led to fairly different photodiode structures for the superstrate and
substrate designs.

12.1.2.3 Multijunction solar cells

The conversion efficiency of the relatively simple, amorphous silicon pin photodiode
structure just described can be significantly improved by depositing two or three such
photodiodes, one on top of another, to create a “multijunction” device. We illustrate a
“tandem” device in Figure 12.4, which shows a combination of two pin diodes.4 Note that
the “bottom” cell is not based on a-Si:H, but rather upon an amorphous silicon–germanium
alloy made by including germane (GeH4) gas in the plasma-deposition recipe.

The main advantage of the tandem design over the simpler single-junction one
is due to “spectrum splitting” of the solar illumination. Since the absorption coefficient
of light rises rapidly with the photon energy, the topmost layer of a tandem cell acts
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Figure 12.4 A multijunction solar cell consisting of two pin solar cells deposited in series.
Double-junction (or “tandem,” as shown) and triple-junction designs can be significantly more
efficient than single-junction designs. Substrate texturing, which is important in real devices, is not
indicated; see Section 12.4.5

4 It is worth noting that the adjoining p-type and n-type layers do not form a p-n junction diode, but rather a
simple Ohmic contact. We discuss the interesting physics underlying this fact in Section 12.5.3.
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as a “low-pass” optical filter. This effect is illustrated in Figure 12.2, which shows that
a 0.5-µm layer of a-Si:H absorbs photons with energies larger than 1.9 eV and passes
photons with smaller energies. The “wasted” lower energy photons can be efficiently
harvested by amorphous silicon-germanium, which has a much larger optical absorption
coefficient below 1.9 eV than does a-Si:H, hence a lower threshold energy. Overall,
the advantages of the multijunction design are sufficiently compelling that they usually
overcome the additional complexity and cost of the deposition facility. Both tandem and
triple-junction devices are being manufactured today. We discuss multijunction solar cells
in detail in Section 12.5.

12.1.3 Staebler–Wronski Effect

One of the most intriguing and actively researched facets of amorphous silicon solar
cells is the significant decline in their efficiency during their first few hundred hours of
illumination. Figure 12.5 illustrates this effect for a single-junction cell and for a triple-
junction module made at United Solar Systems Corp. [14, 15]. The single-junction cell
loses about 30% of its initial efficiency after about 1000 h; the triple-junction module
loses about 15% of its initial efficiency.

All amorphous silicon–based solar cells exhibit this type of initial behavior under
illumination; the behavior is mostly due to the “Staebler–Wronski” effect [16], which is
the light-induced change in hydrogenated amorphous silicon (a-Si:H) and related materials
used in the cell. Although we have not illustrated it here, the Staebler–Wronski effect can
be annealed away within a few minutes at temperatures of about 160◦C (and the initial
performance of the solar cell largely restored).

The Staebler–Wronski effect contributes to noticeable seasonal variations in the
conversion efficiency of a-Si:H-based modules in the field. In Figure 12.6 we illustrate
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Figure 12.5 The conversion efficiency in a-Si:H-based solar cells declines noticeably upon the
first exposure to sunlight. The figure illustrates this decline under a solar simulator (100 mW/cm2)
for a single-junction cell (260-nm i-layer thickness) and for a triple-junction module made at United
Solar Systems Corp. [14, 15]; the dashed lines indicate the initial power measured for each device
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Figure 12.6 Seasonal variations in the average conversion efficiency (solid symbols) of an amor-
phous silicon triple-junction module [18], along with the daily mean temperature (open symbols)

the daily average conversion efficiency and ambient temperature of a triple-junction mod-
ule installation in Switzerland. The module performed best in hot weather. Up to 20◦C,
the relative increase in efficiency with temperature is about +5 × 10−3/K. It is notewor-
thy that there was no permanent degradation of this module over the three-year extent
of the test. The conclusion that amorphous silicon modules reach a steady state after
about 1000 h of steady illumination was also reached in a much larger study of modules
manufactured by Advanced Photovoltaics Systems, Inc. [17].

This positive trend of efficiency with temperature is atypical of solar cells made
with other materials; for example, the temperature coefficient of crystal silicon solar cells is
about −4 × 10−3/K [19, 20]. Interestingly, if the temperature dependence of a-Si:H solar
cells is measured quickly – so that there is no time for the Staebler–Wronski effect to set
in – the temperature coefficient is also negative (about −1 × 10−3/K) [19]. The behavior
of a module in the field may be understood as a competition of the slow annealing of
the Staebler–Wronski effect (which yields the positive temperature coefficient) and of a
smaller, intrinsic negative coefficient [21, 22]. The effects of temperature on solar cell
performance are discussed in more detail in Chapters 3 and 16.

12.1.4 Synopsis of this Chapter

The remainder of this chapter is organized as follows. In Section 12.2 we introduce
some of the fundamental physical concepts required to interpret the scientific literature
about amorphous silicon and related materials (such as amorphous silicon–based alloys
and, to a much lesser degree, microcrystalline silicon). Section 12.3 surveys the princi-
pal methods such as plasma deposition that are used to make amorphous silicon–based
solar cells. Section 12.4 describes how the simplest, single-junction solar cell “works,” by
which we mean how the photoelectric behavior of the cell is related to the fundamental
concepts. High-efficiency solar cells based on amorphous silicon technology are mul-
tijunction devices, and in Section 12.5 we discuss how these are made and how their
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performance can be understood and optimized. Section 12.6 describes some of the issues
involved in manufacturing modules. To conclude this chapter, Section 12.7 presents some
of the directions that we consider important for future progress in the field.

There have been several excellent monographs and review chapters on amorphous
silicon and amorphous silicon–based solar cells in recent years. In the body of the chapter,
we direct the reader to these works where we feel that they may be useful for expanded
or complementary discussion.

12.2 ATOMIC AND ELECTRONIC STRUCTURE
OF HYDROGENATED AMORPHOUS SILICON

12.2.1 Atomic Structure

Silicon atoms in amorphous silicon largely retain the same basic structure as that of
crystal silicon: each silicon atom is connected by covalent bonds to four other silicon
atoms arranged as a tetrahedron. This understanding emerges from measurements of the
scattering (“diffraction”) of X rays by the two materials [23] as well as from theoretical
and computational studies of the two materials.

If you build a noncrystalline silicon structure with wooden sticks (to represent
covalent bonds) and wooden balls drilled with four small holes for the sticks (to represent
the silicon atoms), you will have some trouble in making a noncrystalline structure. To
avoid a crystalline structure, you will need to bend the sticks. Quite soon, you will have
to give up on the fourth stick on some atom, and you will have created an imperfect
noncrystalline structure with a “dangling bond.” Your problem is related to tetrahedral
bonding: there are too many constraints on the positions of atoms to keep all bond lengths
and angles reasonably close to the values demanded by silicon’s chemistry in any non-
crystalline structure. The same conclusion is reached by mathematical and computational
methods [24, 25]. Alloys such as As2Se3, which easily form noncrystalline glasses by
cooling from a liquid, have an average number of bonds per atom of about 2.7 or less.

For hydrogenated amorphous silicon (a-Si:H), silicon–hydrogen bonds resolve this
structural problem. Several percent of the silicon atoms make covalent bonds with only
three silicon neighbors; the fourth valence electron of the silicon bonds to a hydrogen
atom. This crucial hydrogen is essentially invisible to X rays, but is quite evident in nonde-
structive measurements (proton magnetic resonance [26] and infrared spectroscopy [27])
as well as destructive testing (secondary ion mass spectroscopy [28] and hydrogen evo-
lution during annealing [29]).

There are quite a few distinct atomic configurations for the hydrogen in a-Si:H.
The two principal “phases” of hydrogen evidenced by proton magnetic resonance are
termed the dilute and clustered phases [26]. In the dilute phase a particular hydrogen
atom is about 1 nm away from any other hydrogen atom; in the clustered phase there are
two or more hydrogen atoms in close proximity. A computer calculation of a particular
instance of this structure [30] is presented in Figure 12.7(a). The densities of hydrogen
in each of the individual phases, as well as the total density of hydrogen, depend upon
the conditions under which the material is made.
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Figure 12.7 (a) Computer model of the chemical bonding of hydrogenated amorphous silicon. The
larger, gray spheres indicate Si atoms; the smaller, white spheres indicate hydrogen atoms, which are
found in clustered and relatively isolated, dilute-phase configurations as indicated. (b) Correlation
of the defect (dangling bond) density in a-Si:H with the density of hydrogen removed from the
material by heating (the hydrogen deficit). The data points are derived from deuterium and defect
profiles by Jackson et al. [31] (350◦C deuteration). The curve is a fit to a model proposed by Zafar
and Schiff [32]

12.2.2 Defects and Metastability

While the underlying structure illustrated in Figure 12.7 is noncrystalline, it is a chemically
ideal structure: each atom forms the normal number of chemical bonds (four for silicon,
one for hydrogen). This noncrystalline atomic structure largely determines the overall
electronic and optical properties of the material, as we will discuss shortly. However, many
electronic properties in a-Si:H are also strongly affected by the gross defects of chemical
bonding. The atomic structure of the bonding defects in a-Si:H has been extensively
studied using electron spin resonance. A single type of defect, the D-center, dominates
most measurements in undoped a-Si:H [23]. The D-center is generally identified as a
silicon dangling bond [33].

A dangling bond may be envisioned using Figure 12.7: just imagine that the hydro-
gen atom is removed from the dilute-phase site in the lower right-hand corner of the figure,
leaving behind a single unbonded electron (the “dangling bond”). This simple picture is
consistent with the following observation: the density of dangling bonds increases when
hydrogen is removed from a-Si:H by heating. We present a comparison of a model for this
relationship together with measurements illustrating the effect in Figure 12.7(b) [31, 32].
Note that the density of dangling bonds is generally much lower than the density of
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Figure 12.8 Plot of the defect (dangling bond) density during extended illumination of an a-Si:H
film as measured by Park, Liu, and Wagner [34]. Data are given for high- and low-intensity illu-
mination; the legend indicates the photocarrier generation rate of each intensity

hydrogen lost from the structure; this effect has been attributed to the evolution of
hydrogen from clustered-phase sites, which presumably does not create dangling bonds.

The most intense defect research in a-Si:H has not been focused on the direct
hydrogen-defect relation, but rather on the light-soaking effects. We illustrated how light
soaking degrades the solar conversion efficiency in Figure 12.5, and in Figure 12.8 we
illustrate how it increases the defect density. For the high intensity illumination, the
defect density reaches a steady state at about 1017/cm3. For purposes of engineering
and commercial applications, it is very important that a-Si:H reaches such a “stabilized”
condition after extended light soaking.

Although the defect density is not the only property of a-Si:H modified following
light soaking [35], most workers believe that the principal cause of the Staebler–Wronski
effect is this increase in dangling bond density after light soaking. The close connection
between hydrogen and defects in a-Si:H has led to several efforts to understand the defect
creation in terms of metastable configurations of hydrogen atoms [35, 36]. The idea is that
illumination provides the energy required to shift hydrogen atoms away from their dilute-
phase sites, thus creating dangling bonds. The technological importance of establishing
the atomic mechanism underlying the Staebler–Wronski effect lies in the possibility that
this effect can be mitigated in a-Si:H by changing its preparation conditions.

An essential feature of the light-soaking effects on a-Si:H cells and films is that
most of the effects are “metastable” and can be removed nearly completely by annealing
of a light-soaked sample at a temperature above 150◦C. More generally, the stabilized con-
dition of a-Si:H cells and films is quite temperature-dependent. For example, Figure 12.6
showed that the module efficiency is substantially affected by the seasons and is highest
following the hottest days. The measurement may be understood by considering that the
stabilized condition is due to competition between two rates: the creation of metastable
defects by light and a thermally activated process that anneals them away.

12.2.3 Electronic Density-of-states

The most important concept used in understanding the optical and electronic properties of
semiconductors is the electronic density-of-states, g(E). The idea is a simple approxima-
tion: if a single electron is added to a solid, it may be viewed as occupying a well-defined
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Figure 12.9 Density of electronic states g(E) in hydrogenated amorphous silicon. The shaded
areas indicate delocalized states in the bands; these bands themselves have tails of localized states
with an exponential distribution. Midway between the bands are levels belonging to gross defects
such as dangling Si bonds indicated by the two peaked bands around EF

state (or molecular “orbital”) at a particular energy level E. In a range of energies �E,
the number of such states per unit volume of the solid is g(E)�E.

In Figure 12.9 we have illustrated the density-of-states for hydrogenated amorphous
silicon as it has emerged primarily from measurements of electron photoemission [37, 38],
optical absorption [39], and electron and hole drift mobilities [40]. In the dark at low tem-
peratures, the states with energies below the Fermi energy EF are filled by electrons; above
the Fermi energy the states are empty. There are two strong bands of states illustrated: an
occupied valence band (E < EV), originating with the Si–Si and Si–H bonding orbitals
and an unoccupied conduction band (E > EC), originating with “antibonding” orbitals.

12.2.4 Bandtails, Bandedges, and Band Gaps

Between the conduction and valence bands lies an “energy gap” where the density-of-
states is very low. Any functional semiconductor, crystalline or noncrystalline, must have
such an energy gap. For perfect crystals, the valence and conduction bandedge energies
EV and EC are well defined, as is the band gap EG = EC − EV. Interestingly, in dis-
ordered semiconductors there are exponential distributions of bandtail states near these
bandedges. For the valence bandtail, we write g(E) = gV exp[−(E − EV)/�EV]. The
width �EV of this exponential distribution is important in interpreting optical absorp-
tion experiments, in which it is usually identified with the exponential “Urbach” tail of
the spectrum apparent in Figure 12.2. For a-Si:H, a typical value �EV = 50 × 10−3 eV.
�EV is also used to account for the very slow drift of holes in an electric field (i.e. the
hole drift mobility) [40, 41]. The conduction bandtail width �EC is much narrower; for



ATOMIC AND ELECTRONIC STRUCTURE 517

the best a-Si:H materials, it is about 22 × 10−3 eV, but increases markedly for amorphous
silicon-germanium alloys [42].

Given the presence of exponential bandtails, the very existence of bandedge energy
can reasonably be questioned. Remarkably, detailed analysis of drift-mobility measure-
ments supports the concept of a well-defined bandedge [40, 43]. Most workers consider
the bandedge to be the energy that separates electron orbitals that are localized (i.e. have
well-defined locations in space) from orbitals that are delocalized. The bandedges are
correspondingly termed the conduction and valence band mobility edges [44].

Unfortunately, for noncrystalline semiconductors there is no single, conclusively
established procedure for locating the bandedges within the density-of-states. The band
gap is thus difficult to determine without some ambiguity. Since amorphous silicon–based
materials with varying band gaps are used in solar cells, it is nonetheless very important
to establish conventional procedures for comparing band gaps. By far the most common
approach is to analyze measurements of the optical absorption coefficient α(hν) similar to
those in Figure 12.2; one typical analysis yields an “optical” or “Tauc” band gap ET [45]

α(hν) = (A/hν)(hν − ET)2 (12.1)

The proportionality constant A incorporates several effects and is not usually studied
separately.

The band gap obtained using this procedure is typically about 1.75 eV in a-Si:H,
but varies substantially with deposition conditions and alloying with germanium or carbon.
A simpler procedure than that of Tauc is to define the band gap to be the photon energy
corresponding to a particular optical absorption coefficient α; using α = 3 × 103/cm yields
values (denoted as E3.5) similar to the Tauc procedure. Finally, there is undoubtedly a
difference between these optical estimates of the band gap and the true, “electrical” band
gap EG = EC − EV. Internal photoemission measurements [46] indicate that the electrical
band gap is 50 to 100 meV larger than the Tauc band gap.

12.2.5 Defects and Gap States

Between the bandtails lie defect levels; in undoped a-Si:H, these levels appear to be
due entirely to the dangling bonds (“D-centers”) measured by electron spin resonance.
For example, infrared absorption at photon energies around 1.2 eV is sensitive to the
optical processes that detach an electron from a defect and promote it to the conduction
band or that transfer an electron from the valence band to a defect. This infrared signal is
visible in Figure 12.2; for samples of varying electronic properties, the infrared absorption
coefficient is proportional to the D-center density over a range of at least a factor of 100
in the density [47].

The next issue to be resolved is the positions of the corresponding levels, as
illustrated in Figure 12.9. The D-center is “amphoteric:” there are three charge states
(with +e, 0, and −e charges), leading to two levels (transitions between the 0/+ and −/0
charge states). A rough guide to level positions estimated under near-dark conditions is
the following. The (−/0) level is about 0.6 eV below EC in low defect-density, undoped
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a-Si:H [48]. The (+/0) level lies about 0.3 eV below the (−/0) levels; the difference
between the 2 levels is usually termed the correlation energy of the D-center [49].

The actual level positions apparently vary between doped and intrinsic a-Si:H [23],
between intrinsic samples with varying densities of D-centers [48], and possibly between
dark and illuminated states [50].

12.2.6 Doping

Doped layers are integral to pin solar cells. Doping itself, which is the intentional incor-
poration of atoms like phosphorus and boron in order to shift the Fermi energy of a
material, works very differently in amorphous silicon than in crystals. For example, in
crystalline silicon (c-Si), phosphorus (P) atoms substitute for silicon atoms in the crystal
lattice. P has five valence electrons, so in the “fourfold coordinated” sites of the Si lat-
tice, four electrons participate in bonding to neighboring silicon atoms. The fifth “free”
electron occupies a state just below the bottom of the conduction band, and the dopants
raise the Fermi energy to roughly this level.

In a-Si, most phosphorus atoms bond to only three silicon neighbors; they are
in “threefold coordinated” sites. This configuration is actually advantageous chemically;
phosphorus atoms normally form only three bonds (involving the three valence electrons
in “p” atomic orbitals). The final two electrons are paired in “s” atomic orbitals, do not
participate in bonding, and remain tightly attached to the P atom. The reason that this more
favorable bonding occurs in a-Si, but not in c-Si, is the absence of a rigid lattice. As a thin
film of a-Si grows, the network of bonds adjusts to incorporate impurity atoms in a nearly
ideal chemical arrangement. In c-Si, it would be necessary to grossly rearrange several Si
atoms in the lattice and to leave a number of dangling Si bonds, in order to accommodate
the P atom in this configuration. The extra energy for this rearrangement is larger than
what would be gained from more ideal bonding of P, and substitutional doping is favored.

Thus, phosphorus doping is a paradox in amorphous silicon. It is, at first, unclear
why it occurs at all, since doping involves fourfold coordinated P, and P atoms are
generally threefold coordinated in a-Si. This puzzle was first solved in 1982 by Street,
who realized that independent formation of both a positively charged, fourfold coordinated
P4

+ and a negatively charged dangling bond D− can occur occasionally instead of the more
ideal threefold coordination [23]. This understanding leads to two important consequences.
First, doping is inefficient in a-Si; most dopant atoms do not contribute a “free” electron
and do not raise the Fermi energy. Second, for each dopant atom that does contribute
an electron, there is a balancing, Si dangling bond to receive it. These defect levels
lie well below the conduction band, so the fourfold coordinated phosphorus atoms are
less effective in raising the Fermi energy than that in c-Si. Additionally, the negatively
charged dangling bonds induced by doping are very effective traps for holes. Since bipolar
transport of both electrons and holes is essential to photovoltaic (PV) energy conversion,
photons absorbed in doped layers do not contribute to the power generated by solar cells.

12.2.7 Alloying and Optical Properties

The structural and optical properties we have described can be varied substantially by
changes in deposition conditions. For example, changing the substrate temperature or the
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dilution of silane by hydrogen (in plasma deposition) causes a change in the optical band
gap for a-Si:H films over at least the range 1.6 to 1.8 eV [51]; these changes can be
ascribed to changes in the hydrogen microstructure of the films. Even larger changes can
be effected by alloying with additional elements such as Ge, C, O, and N; alloying is
readily accomplished by mixing the silane (SiH4) source gas with gases such as GeH4,
CH4, O2 or NO2, and NH3, respectively. The resulting alloys have very wide ranges of
band gaps, as we illustrate for a-Si1−xGex :H in Figure 12.10. For simplicity, we shall
usually refer to these alloys using the abbreviated notation: a-SiGe for a-Si1−xGex :H, and
so on.

Only some of these materials have proven useful in devices. In particular, a-SiGe
alloys with optical gaps down to about 1.45 eV are employed as absorber layer in multi-
junction pin cells; the narrower band gap of a-SiGe compared to a-Si allows for increased
absorption of photons with lower energies [52]. Figure 12.10(a) illustrates how the spec-
trum of the absorption coefficient α(hν) changes for a-SiGe alloys with different atomic
percentages x; the different optical band gaps are indicated as labels. Two features of
these data should be noted. First, the Urbach slopes remain constant (at about 50 meV)
over the entire range of band gaps. Second, the plateau in the absorption coefficient at the
lowest photon energies increases steadily as the band gap diminishes, which is indicative
of a corresponding increase in defect density.

Figure 12.10(b) is a contour plot showing how the optical band gap of a-Si1−xGex :H
varies with the Ge-ratio x and with atomic fraction h of hydrogen. The figure reflects
experimental results for a-Si:H alloys of varying H-fraction [51] and for a-SiGe:H alloys
for which both x and h were reported [53].5 Note that, for constant fraction h, the band
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Figure 12.10 (a) Absorption coefficient spectra for a-SiGe alloys; the optical band gaps and cor-
responding Ge fractions x are 1.25 to 0.58, 1.34 to 0.48, 1.50 to 0.30, 1.72 to 0.0 [52]. (b) Typical
optical band gaps for a-Si1−xGex :H alloys for varying Ge-ratio x and atomic fraction h of hydrogen

5 Figure 12.10 is based on the function EG = 1.62 + 1.3h − 0.7x obtained by fitting to experimental results
reported by Hama et al. [51] and Middya et al. [53].



520 AMORPHOUS SILICON–BASED SOLAR CELLS

gap decreases about 0.7 eV as the Ge ratio x increases from 0 to 1. The band gap
increases with atomic fraction of hydrogen h. Figure 12.10(b) should be viewed as a use-
ful approximation; in particular, the atomic fraction h is only one aspect of the hydrogen
microstructures in a-SiGe alloys, and quantitative deviations from the contour plot are
likely. Additionally, only some of the materials represented in the figure are useful as
absorber layers. In particular, as the Ge ratio x rises to about 0.5, the optoelectronic prop-
erties become so poor that these alloys are no longer useful in solar cells [54]. Similarly,
only limited ranges of the atomic fraction of hydrogen h yield useful absorber layers.

It might be thought that a-SiC would be equally useful as a wider band gap
absorber; despite some promising research [55], this material is not being used as an
absorber layer by manufacturers. B-doped a-SiC is used extensively as a p-type, window
layer [56]. a-SiO and a-SiN are used as insulators in thin-film transistors [57], but are not
major components in solar cells.

12.3 DEPOSITING AMORPHOUS SILICON

12.3.1 Survey of Deposition Techniques

The first preparations of a-Si:H by Chittick et al. [58] and by Spear and LeComber [59]
used a silane-based glow discharge induced by radio frequency (RF) voltages; the method
is now often termed plasma enhanced chemical vapor deposition (PECVD). Since this
pioneering work, many deposition methods have been explored with the intention of
improving material quality and deposition rate. Among these methods, PECVD using
13.56-MHz excitation is still the most widely used today in research and manufacturing of
a-Si-based materials. However, emerging film deposition methods, mostly toward higher
deposition rate or toward making improved microcrystalline silicon films, have been
extensively explored in recent years. Table 12.1 summarizes the most extensively studied
deposition processes used as well as some of their advantages and disadvantages. Among
these, PECVD with very high frequency (VHF) and hot-wire (HW) catalytic deposition

Table 12.1 Various deposition processes used for depositing amorphous silicon–based materials

Processes Maximum ratea

[Å/s]
Advantages Disadvantages Manufacturers References

RF PECVD 3 High quality
uniform

Slow Many [60–62]

DC PECVD 3 High quality
uniform

Slow BP Solar [63, 64]

VHF PECVD 15 Fast Poor uniformity None [65, 66]
Microwave PECVD 50 Very fast Film quality

not as good
Canon [67]

Hot-wire 50 Very fast Poor uniformity None [68, 69]
Photo-CVD 1 High quality Slow None [70, 71]
Sputtering 3 Poor quality,

slow
None [72, 73]

aMaximum deposition rate: The deposition rate beyond which the film quality deteriorates rapidly; these numbers are
empirical, not fundamental limits, and represent current results at the time of publication
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process will be further discussed in this section because of their potential for use in future
high-throughput solar cell manufacturing.

12.3.2 RF Glow Discharge Deposition

Figure 12.11 shows a schematic of a typical RF PECVD chamber and related parts. A
silicon-containing gas such as a mixture of SiH4 and H2 flows into a vacuum chamber
that is evacuated by a pump. Two electrode plates are installed inside, and an RF power
is applied between them; one option is to ground one of these electrodes. At a given RF
voltage across the plates, there is usually a range of gas pressures for which a plasma will
occur. The plasma excites and decomposes the gas and generates radicals and ions in the
chamber. Various substrates may be mounted on one or both of the electrodes, and thin
hydrogenated silicon films grow on the substrates as these radicals diffuse into them. The
substrates are heated to achieve optimum film quality; this effect is attributed to thermally
activated surface diffusion of adatoms on the growing film.

A PECVD system usually consists of several major parts: (1) a gas delivery sys-
tem (gas cylinders, pressure regulators, mass flow controllers, and various gas valves to
direct gas flows); (2) a deposition chamber that has electrodes, substrate mounts, sub-
strate heaters, and the RF power feed through; (3) a pumping system that usually has
a turbomolecular pump backed with a mechanical pump; (4) a pressure control system
that has a capacitance manometer, ionization gauges, thermocouple gauges, and/or throt-
tle valve to monitor and control the chamber pressure; (5) an exhaust system for the
process gases (typically either with a chemical scrubber to neutralize the gases or with
a “burn box” to pyrolyze them). In multichamber systems there is a transfer system to
move substrates inside the vacuum system between various deposition chambers through
appropriate gate valves. Many of these elements are connected to an instrument control
panel that contains an RF power supply, impedance matching box, and readouts or con-
trollers for the vacuum gauges, mass flow controllers, throttle valves, pneumatic valves,
and turbomolecular pumps.

The film growth in a PECVD process consists of several steps: source gas diffusion,
electron impact dissociation, gas-phase chemical reaction, radical diffusion, and deposi-
tion [60, 61, 74]. To deposit good-quality a-Si films, the deposition conditions need to be
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Figure 12.11 Schematic of a typical RF glow discharge deposition chamber
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Table 12.2 Ranges of RF-PECVD deposition conditions for a-Si:H films with optimal
properties. These numbers are empirical, not fundamental limits, and represent current
results at the time of publication

Range Pressure
[Torr]

RF power
density

[mW/cm2]

Substrate
temperature

[C]

Electrode
spacing

[cm]

Active
gas flowa

[sccm/cm2]

H2 dilution
Rb

Upper 2 100 350 5 0.02 100
Medium 0.5 20 250 3 0.01 10
Lower 0.05 10 150 1 0.002 0

aFlows of active gases, such as SiH4, GeH4, or Si2H6, for each unit area of the deposition area
(electrode + substrate + chamber walls)
bHydrogen dilution R, defined here as the ratio of hydrogen and active gas flows (e.g. H2/SiH4)

controlled within certain ranges desirable for high-quality a-Si growth. Typical ranges of
parameters for a-Si are summarized in Table 12.2.

The pressure range is usually between 0.05 and 2 Torr. Lower pressure is desir-
able for making uniform deposition, and higher pressure is more desirable for preparing
microcrystalline silicon films. Most researchers use a pressure between 0.5 and 1 Torr
for a-Si deposition. The RF power should be set at around 10 to 100 mW/cm2 for a
capacitively coupled reactor. Below 10 mW/cm2, it is difficult to maintain a plasma.
Higher power is desirable for higher deposition rate. However, above 100 mW/cm2, the
rapid reactions in the gas can create a silicon polyhydride powder that contaminates the
growing Si film. This problem can be mitigated by using very low pressure or strong
hydrogen dilution.

The substrate temperature is usually set between 150 and 350◦C. At lower substrate
temperature, more H is incorporated in the film. As expected from Figure 12.10, this
increases the band gap of a-Si:H slightly [51, 75]. However, lower substrate temperature
(<150◦C) exacerbates silicon polyhydride powder formation unless high hydrogen dilution
is used. At higher substrate temperature, less hydrogen is incorporated and the band
gap is somewhat reduced. These effects are attributed to the thermal enhancement of
the surface diffusivity of adatoms during growth; presumably at higher temperatures the
silicon network is more ideal and binds less hydrogen. Researchers exploit the substrate
temperature effect on the band gap in device making. Wider band gap materials are useful
in the top component cell of a triple-junction solar cell [76, 77]. Narrower band gap a-Si
is useful as the top cell i-layer of an a-Si/a-SiGe tandem cell. However, at temperatures
higher than 350◦C the quality of the material degrades; this effect is attributed to loss of
hydrogen passivation of dangling bonds.

The electrode spacing in an RF glow discharge reactor is usually set between 1 and
5 cm for a-Si deposition. Smaller spacing is more desirable for a uniform deposition, while
with a larger spacing it is easier to maintain a plasma. The flow rate that is required is
determined by deposition rate and the area of the reactor plates. Some of the silicon atoms
in the gases directed into the chamber are deposited onto the substrates or the chamber
walls; the remainder gets pumped to the exhaust. Manufacturers may prefer conditions that
lead to higher gas utilization (lower gas flows and higher RF power). But this compromises
the quality of a-Si films deposited near the downstream area when a linear flow scheme
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is used. For an R&D type deposition system with a 200-cm2 electrode area and for the
deposition of a-Si at the rate of 1 Å/s, a few sccm (cubic centimeters per minute at
atmospheric pressure) of SiH4 flow is typical. As one may easily calculate, for such a
chamber with an electrode diameter of 16 cm and an electrode gap of 2.54 cm, 1 sccm of
SiH4 (or 0.005 sccm/cm2 for this chamber) for a 1-Å/s deposition rate corresponds to a
gas utilization of 11%. For the deposition of high-quality, stable a-Si material, a hydrogen
dilution at appropriate level is usually used, as will be discussed in Section 12.3.6.

Another important aspect of the growth of high-quality a-Si films is the reduction of
contaminants, such as oxygen, carbon, nitrogen, or metal elements. Fortunately, because
of the flexibility of the bonding network in an amorphous solid, the tolerance level for
contaminants in a-Si is much higher than that of its crystalline counterpart. For example,
for one of the cells (with a 1.84-eV intrinsic layer) whose optoelectronic behavior is
shown in Figure 12.23, a secondary ion mass spectroscopy (SIMS) measurement [78]
reveals that the intrinsic layer has concentrations of O, C, and N around 1.3 × 1019,
2.2 × 1018, and 1.7 × 1017/cm3. Despite these contamination levels, this cell has a very
good efficiency; the contamination levels indicated are typical for a-Si-based i-layers.
However, when the amount of contaminants are higher than these in the i-layers, the
device performance, particularly the fill factor, will suffer as a result of the reduced
diffusion length of photogenerated carriers.

To understand and monitor the film growth in a PECVD process, various spec-
troscopic tools, including optical emission spectroscopy [79], optical absorption spec-
troscopy [80], and residual gas analyzer [81] have often been used to measure the plasma
and the concentration of various species inside the reactor. It is believed that the SiH3 rad-
ical is mostly responsible for the growth of high-quality a-Si film [82]. Such spectroscopic
tools could be useful in studying and monitoring the active species and contaminants
during growth, especially for process control in manufacturing.

RF glow discharge systems may be designed with different geometries based on
specific needs and deposition requirements. While in R&D process the substrates and
electrode are usually placed horizontally, in manufacturing processes the substrates are
often installed vertically for high throughput production.

12.3.3 Glow Discharge Deposition at Different Frequencies

The standard RF frequency for glow discharge deposition is f = 13.56 MHz, which is
a frequency allotted for industrial processes by federal and international authorities. A
much larger frequency range has been explored, including DC (f = 0), low frequency
(f ∼ kHz), very high frequency (VHF) (f ∼ 20–150 MHz), and microwave frequency
(MW) (f = 2.45 GHz). DC glow discharges were used in the early days of amorphous
silicon at RCA Laboratories, and they are presently used in manufacturing at BP Solar,
Inc. [63, 64]. AC glow discharge, including RF, VHF, and MW PECVD, are more widely
used because of the relative ease in maintaining the plasma and because of more effi-
cient ionization. VHF and MW deposition have been intensively studied because of the
higher deposition rate both for amorphous and, recently, for microcrystalline and poly-
crystalline silicon films. In the following, we discuss the use of VHF and MW PECVD
for a-Si deposition.
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12.3.3.1 VHF glow discharge deposition

The group at Université de Neuchatel [65, 83] has pioneered VHF plasma as a route to
higher deposition rates. Figure 12.12 shows a linear increase in the deposition rate of a-Si
films as a function of plasma excitation frequency (under constant plasma power). One
key to the success of this approach is that higher excitation frequency enables researchers
to deposit a-Si films at rates exceeding 10 Å/s, without making polyhydride powder, as is
found when deposition rates are increased by increasing RF power at a lower frequency.

The exact reasons for the high-rate, powder-free deposition of a-Si using a VHF
plasma are not well understood. At this moment, it is thought that the beneficial effect is
due to an enhancement in the high-energy tails of the electron energy distribution function
of the plasma [66, 84].

High-quality films and devices have been obtained using VHF deposi-
tion [66, 83, 85]. Table 12.3 compares four single-junction solar cells with intrinsic lay-
ers fabricated using low and high frequencies and low and high RF power; otherwise
the deposition conditions were identical. While for low-power deposition the cell
performances are similar, at high deposition rate, the VHF-produced devices are superior
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Figure 12.12 Deposition rate for a-Si:H films as a function of RF excitation frequency (at constant
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Table 12.3 Comparison of solar cell properties for cells with i-layers deposited using
RF and VHF frequencies and different deposition rates. The VHF-deposited devices
are superior at high deposition rate [85]

Excitation frequency
[MHz]

Deposition rate
[Å/s]

Initial
cell power
[mW/cm2]

Degradation
[%]

RF (13.56) 0.6 6.6 14
VHF (70) 10 6.5 10
RF (13.56) 16 5.3 36
VHF (70) 25 6.0 22
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in both initial efficiency and stability. The ability to make high-quality a-Si material at
high rate using VHF could be very important for high-throughput manufacturing.

Although the advantages of using VHF deposition for high-rate growth have been
clearly demonstrated, VHF process had not yet been used in large-scale production at
the time of publication of this book. There are two principal challenges to applying
VHF deposition in manufacturing. (1) Nonuniform deposition on a large, production-
scale substrate. RF standing waves may be formed on the electrode when the electrode
size is comparable to half the wavelength of the RF wave. (2) VHF coupling. It is fairly
difficult to couple VHF power from the generator to large electrodes. Several research
groups are working in this area and have made significant progress [86].

12.3.3.2 Microwave glow discharge deposition

Glow discharge deposition at a microwave frequency of 2.45 GHz has also been stud-
ied [87, 88]; as expected from Figure 12.12, very high deposition rates are obtained.
When the MW plasma is in direct contact with the substrate, the deposited films show
poor optoelectronic properties compared with RF-deposited films, and are not suitable
as intrinsic layers for high-efficiency solar cells. Remote MW excitation has also been
studied [89], and high-quality films have been obtained. In remote plasma-deposition pro-
cesses, substrates are placed outside the plasma region. The MW plasma is used to excite
or decompose a carrier gas such as He, Ar, or H2 that passes through the MW zone
toward the substrates. The excited carrier gas then excites SiH4 or Si2H6 directed into the
chamber near the substrates. Using such an indirect excitation process, the concentration
of SiH3 radicals can be maintained, while the concentrations of other radicals (SiH2, SiH,
etc.) can be minimized. However, the high deposition rate of the direct plasma deposition
is also reduced with remote plasmas. MW plasma deposition has been studied at United
Solar [90] and Canon [91, 92], and is used for the deposition of some of the i-layers in
Canon’s 10 MWp triple-junction production line. Generally, the structural and optoelec-
tronic properties of MW-deposited a-Si-based films are poorer than RF-deposited films.
However, at a very high deposition rate, for example 50 Å/s, the MW-deposited films
will be superior to films made using RF and VHF deposition.

12.3.4 Hot-wire Chemical Vapor Deposition

Several years after Hot-Wire Chemical Vapor Deposition (HWCVD) was intro-
duced [68, 93], Mahan et al. [69] improved the deposition process and produced a-Si
films with superior material performance. Since then, HWCVD has been studied and
used on an experimental scale worldwide for depositing high-quality a-Si- and µc-Si-
based films at high rate. The setup for a HWCVD system is similar to the schematic
shown in Figure 12.11 for RF-PECVD except that the RF electrode is replaced with a
heated filament. In a HW process, SiH4 gas or a mixture of SiH4 and other gases such
as H2 or He is directed into the chamber. The gas is catalytically excited or decom-
posed into radicals or ions by a metal filament heated to a high temperature (around
1800–2000◦C). The silicon radicals then diffuse inside the chamber and deposit onto a
substrate placed a few centimeters away and heated to an elevated temperature of 150 to
450◦C. Mahan et al. demonstrated that HWCVD a-Si materials show relatively lower H
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content in the film and improved stability against light-induced degradation compared
with RF PECVD films [69]. The improved HWCVD a-Si has been incorporated in an
n-i-p solar cell as the intrinsic layer and solar cells with ∼10% initial efficiency have
been demonstrated [94, 95].

HWCVD is considered very promising. Although it has not yet been incorporated
into any of today’s large-scale manufacturing facilities, the ability to deposit a-Si and
a-SiGe films at very high rate (∼up to 150–300 Å/s) [96, 97] has attracted tremendous
interest. Another reason researchers are interested in HW CVD is its effectiveness in
making microcrystalline and polycrystalline silicon films.

There are several concerns about incorporating HW processes in manufacturing.
First, the uniformity of HW films is still poorer than that of RF PECVD films, although
some companies have worked on this and made significant improvement [98]. Second,
the filament needs to be improved to reduce the maintenance time in production. Third,
HW-deposited solar cells have not yet achieved the same performance as cells prepared
using low deposition rate, RF PECVD.

12.3.5 Other Deposition Methods

Beside PECVD and HW deposition methods, other deposition processes have been
explored for depositing a-Si films. These include (1) reactive sputter deposition
from silicon targets using a mixture of hydrogen and argon [99, 100]; (2) e-beam
evaporation, assisted with various hydrogenation methods [101, 102], (3) spontaneous
chemical vapor deposition [103], (4) photo-CVD [70, 71] using ultraviolet excitation
and mercury sensitization, (5) remote plasma chemical vapor deposition [104],
(6) electron cyclotron resonance (ECR) microwave deposition [105, 106], (7) pulsed laser
deposition [107, 108], and (8) gas jet deposition [109]. Most of these deposition methods
yield poorer a-Si films or solar cells compared with RF PECVD deposited films and
devices, and therefore, are not (or not yet) used in large-scale a-Si PV production.

12.3.6 Hydrogen Dilution

Strong hydrogen dilution of the silane gas mixture during a-Si deposition has been found
to reduce the density of defect states and improve the stability of the material against
light-soaking effects [110–112]. Solar cells with i-layers deposited using strong H2 dilu-
tion show improved performance and stability [113, 114]. There are two other important
effects of hydrogen dilution. As the dilution is increased, the deposition rate declines.
When hydrogen dilution is increased sufficiently, the thin silicon films that are deposited
become microcrystalline.

Ferlauto et al. [115] have made a careful study of the “phase diagram” for sili-
con thin films deposited under varying levels of hydrogen dilution of silane. Some of
their results, which are based on in situ spectroscopic ellipsometry of the growing film,
are presented as Figure 12.13; this diagram pertains to a particular RF power level, sub-
strate (c-Si), and substrate temperature. For lower dilutions (R < 10), films are invariably
amorphous, but there is a transition to a “roughened” surface beyond a critical thickness.
This roughening transition is suppressed as dilution is increased. For higher dilutions, the
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Figure 12.13 Phase diagram for the structure of plasma-deposited silicon thin films for varying
dilution ratios R of silane in hydrogen and film thickness db; thin films were deposited onto a
single-crystal Si substrate. For lower dilutions (R < 10) the films remain amorphous, but undergo
a roughening transition in thicker films. For high dilutions, films start out as amorphous, develop and
silicon crystallites, and ultimately become entirely microcrystalline. Based upon the phase diagram
proposed by Ferlauto et al. [115] on the basis of in situ spectroscopic ellipsometry measurements

growing thin film first adopts an amorphous structure. As the film thickens, crystallites
form in the amorphous matrix (creating a “mixed phase”). Ultimately, the film becomes
entirely microcrystalline. The details of the phase diagram do depend upon the details
of deposition, in particular upon power and substrate conditions, but the structure of the
phase diagram is thought to be universal.

These effects of hydrogen dilution during growth are likely owing to the fol-
lowing effects. (1) Atomic hydrogen “etches” a growing film, removing strained weaker
bonds that are in energetically unfavorable locations; (2) a high flux of atomic hydrogen
promotes the surface diffusivity of adatoms so that they can move around to more ener-
getically stable positions and form stronger bonds; (3) atomic hydrogen diffuses into the
network, restructuring it and promoting a more stable structure. For the same reasons,
sufficiently large hydrogen dilution induces the formation of microcrystalline Si. The
enhancement of short-range and long-range order through hydrogen dilution has been
observed in many deposition techniques, including PECVD (DC, RF, VHF, and MW)
and HW CVD; of course, the transitions from amorphous to microcrystalline structures
occur at different dilution levels for different deposition techniques. There is evidence
that the more stable amorphous silicon is deposited under the conditions that are close to
the microcrystalline formation [116].

The hydrogen dilution level for the transition from amorphous to microcrystalline
silicon thin films depends on other deposition conditions as well. At higher substrate tem-
peratures (above 300◦C), the transition from amorphous to microcrystalline state occurs
at a higher H dilution; this effect is likely to be due to the low sticking coefficient
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of hydrogen on the surface [117]. At the low temperature side (below 250◦C), it again
takes a higher hydrogen dilution to reach the transition between amorphous to microcrys-
talline [117]; this effect is likely due to the low surface diffusivity of hydrogen during
growth. When a-Si is deposited at a lower temperature with higher H dilution, more H
is incorporated and the material has a wider band gap. By following the edge of the
transition curve (but staying on the amorphous side) while reducing the deposition tem-
perature, wide-gap a-Si and single-junction a-Si n-i-p cells with 1.053 V open-circuit
voltage were deposited [76, 118]. It was also observed that materials deposited near the
edge of microcrystalline formation show intermediate-range structural order [119].

12.3.7 Alloys and Doping

As was discussed in Section 12.2.7, a-Si-based alloys can be deposited using a gas mixture
of SiH4 with other gases such as GeH4, CH4, O2 (or NO2), and NH3 for obtaining a-
SiGex , a-SiCx , a-SiOx and a-SiNx , respectively. Among these alloy materials, a-SiGe has
been explored extensively for PV applications as the narrow band gap absorber. As we
see from Figure 12.10, the band gap EG decreases with increasing Ge content. When EG

is decreased to below 1.4 eV, the defect density becomes so high that the materials can no
longer be used as the intrinsic layer for solar cells. Various approaches have been explored
to make a-SiGe or a-Ge with low band gap (below 1.3 eV) and low defect density [61].
Despite tremendous progress, device quality a-SiGe with low band gap (below 1.3 eV)
has not been demonstrated.

Another related aspect for a-SiGe deposition is the deposition uniformity. Because
of the different dissociation rates of germane (GeH4) and of silane (SiH4) in an RF plasma,
the film deposited near the gas inlet side of the chamber has higher Ge content than the film
near the exhaust. This nonuniformity makes it difficult to implement the process over large
areas in manufacturing. By taking advantage of the approximately similar dissociation rate
of GeH4 and disilane (Si2H6), many research groups use a mixture of GeH4 and Si2H6

for the fabrication of a-SiGe alloy and successfully obtain uniform film [52].

As discussed in Section 12.2.6, a-Si can be doped n-type by mixing phosphine
(PH3) with the gas mixture or doped p-type by mixing diborane (B2H6), BF3, or trimethyl-
boron [TMB, B(CH3)3] with the gas mixture during deposition. Because of the need for
transparency in p-layers, which act as the “window” layer for sunlight, most cells have
either µc-Si or a-SiC as the uppermost p-layer. Amorphous SiC p-layers are usually
made using a mixture of SiH4 and CH4 strongly diluted in hydrogen [61]. The µc-Si
p-layer is generally made in a PECVD process using high H dilution with high RF power
at relatively low temperature. There have been suggestions that the optimum p-layer for
a-Si solar cells is either nanocrystalline or is very close to the transition from amorphous
to microcrystalline [120, 121].

12.4 UNDERSTANDING a-Si pin CELLS

12.4.1 Electronic Structure of a pin Device

Profiles showing electronic levels such as bandedges are an important tool in understand-
ing device physics. Figure 12.14 illustrates the profiles of the bandedge levels EC and EV



UNDERSTANDING a-Si pin CELLS 529

Position
[nm]

0 100 200 300 400 500

−1.5

−1.0

−0.5

0.0

0.5

−1.5

−1.0

−0.5

0.0

0.5

1.0

1.5

EV

EV

EF

EFe

EFh

EC

EC

i np

Near-dark

Illuminated

eVBI

hν

L
ev

el
 p

os
iti

on
[e

V
]

W

Figure 12.14 Bandedge and Fermi-level profiles in a pin solar cell under open-circuit conditions.
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potential VBI is illustrated. Note that the p-layer has a slightly (0.2 eV) larger band gap than the
i-layer; the calculation assumes symmetrical offsets of the valence and conduction bands at the
p/i interface

for an a-Si:H-based pin solar cell in the dark and under illumination. The figure is based
on calculations using the AMPS-1D computer program [122, 123] and an idealized set
of parameters to describe a-Si:H [124].6 The electric field F(x) within the device causes
all electron level energies such as EC and EV to vary in space in the same way; for EC

the expression is eF (x) = ∂EC(x)/∂x.

Where do these built-in electric fields come from? In isolation, p-type and n-
type materials have very different Fermi energies; in the calculation of Figure 12.14, we
assumed that EF was 1.7 eV below EC for the p-layer and was 0.05 eV below EC for
the n-layer. When the pin device is assembled, these Fermi energies must be equalized to
create thermal equilibrium. Electrons are donated from the n-layer to the p-layer, which
generates a built-in electric field; while the level positions such as EC and EV now vary

6 Many computer modeling codes have been developed; Schropp and Zeman give a good overview in Section 6.1
of their monograph [123].
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across the device, the Fermi energy itself is constant. The original difference in Fermi
energies becomes the “built-in potential” eVBI across the device illustrated in the figure.7

Electrons and holes that are generated by photon absorption will drift in the built-in
electric field in the directions illustrated in Figure 12.14.

The profiles of Figure 12.14 were calculated assuming that the p-layer has an
electrical band gap of 2.0 eV and that both the middle, intrinsic layer and the n-layer
have band gaps of 1.8 eV. The use of a wider band gap p-layer, which is generally
desirable in a-Si:H devices, can both increase VBI and reduce optical absorption in this
layer. Because illumination generally enters amorphous silicon cells through the p-layer,
this layer is also called the cell’s window layer.

12.4.2 Photocarrier Drift in Absorber Layers

The design of amorphous silicon–based solar cells is strongly affected by how rapidly
electron and hole photocarriers drift in an electric field. Ideally, electrons and holes should
drift across the cell without interacting with each other, with the electrons ultimately being
collected in the n-layer and holes in the p-layer. If, however, electrons and holes annihilate
each other (in other words, if they “recombine” and generate heat), then there will be a
loss of power from the cell. In this section, we illustrate one aspect of this loss process,
which is the “collapse” of the internal electric field that occurs when the densities of
photogenerated, drifting holes and electrons become sufficiently large.

Figure 12.15 is a double logarithmic plot of the mean displacements L(t) for
electrons and for holes as a function of the time since their generation by a photon.
The results are presented for an electric field F = 3 × 104 V/cm, which is about the
right magnitude for a 500-nm intrinsic layer under short-circuit conditions. It is important
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Figure 12.15 Displacements (or drift lengths) of electron and hole photocarriers in a-Si:H as
a function of time following generation at room temperature [41]. Note that displacements are
proportional to electric field. The saturation in the displacement for longer times (at Le,t and Lh,t )
is due to deep trapping of electrons and holes by defects. Dotted lines illustrate the time required
to drift 250 nm

7 We neglect interface dipoles.
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to note that these displacements are proportional to electric field. They are based on
laser-pulse “time-of-flight” measurements [41].

First consider the electron behavior. For the earlier times (10−10 to 10−7 s), the
displacement is simply proportional to the time, so we can just write the displacement as
L(t) = µeF t . The parameter µe is an electron mobility; it is about 1 cm2/Vs, which
is much lower than the mobility for electrons in crystal silicon (about 1000 cm2/Vs
near room temperature). For longer times the electron displacement saturates at a value
Le,t = 3 × 10−3 cm. This effect is due to the capture of electrons by defects, which is
called deep trapping.8

Let us briefly consider how these electron parameters affect the functioning of an
amorphous silicon cell under short-circuit conditions. The main concern is the possible
buildup of electric charge in the cell under solar illumination. If this “space charge density”
is too large, then the electric field across the cell will “collapse.” A collapsed field reduces
the range over which the cell collects carriers, and reduces the cell’s efficiency.

We start by determining the travel time of an electron under short-circuit conditions.
If the absorber (undoped) layer has a thickness d = 500 nm and a built-in potential
VBI = 1.5 V across it (as for Figure 12.14), then the electric field E ≈ VBI/d in the
dark is about 3 × 104 V/cm. Note that Figure 12.15 was prepared using this value for
E. An electron that is photogenerated near the middle of the absorber layer needs to
travel about 250 nm to reach the n-layer (moving right across Figure 12.14). Inspection
of Figure 12.15 shows that an electron’s typical travel time tT across the absorber layer
will be about 1 ns.

We can use this travel time of 1 ns to roughly estimate how much the total charge
of electrons builds up under solar illumination. We write ζ = j tT/2, where ζ is the
total electron space charge in the absorber layer (per unit area of the cell); the factor
of 2 implies that the current is carried equally by electrons and holes. For short-circuit
conditions with JSC = 10 mA/cm2, we obtain ζ = 5 × 10−12 C/cm2. To find out whether
the built-in electric field is affected by this space charge density, we compare it to the
built-in charge density σBI near the doped layers; σBI is the charge that actually creates the
built-in electric field. Using the standard expression for the charge densities in a parallel
plate capacitor, we estimate ζBI = εε0VBI/d (ε is the dielectric constant and ε0 is the
“permittivity of the vacuum;” their product is about 10−10 C/Vm for silicon). We obtain
ζBI ≈ 3 × 10−8 C/cm2. Since ζBI is about 6000 times larger than the drifting space charge
σ of electrons, we conclude that the drifting electrons do not significantly modify the
built-in electric field.

We now turn to holes. Two aspects deserve particular attention. First, Figure 12.15
shows that the drift of holes is much slower (orders of magnitude slower) than that of
electrons. Second, and this also differs significantly from the properties of electrons, the
displacement of holes is not proportional to time. Instead, the displacement L(t) for holes
rises as a peculiar power law with time:

L(t) = K(µh/ν)(νt)αE (12.2)

8 Quantitative study of deep trapping involves normalizing of measured values for the drift length Le,t by
the electric field E, which yields the “deep-trapping mobility-lifetime product” µτe,t = Le,t /E. Le,t varies
inversely with the density of defects in undoped a-Si:H [23, 48].
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where the numerical factor K is about unity [125]. This type of dispersive transport [126]
is actually rather common in noncrystalline semiconductors. The parameter α in the
equation is the “dispersion parameter;” µh is the “microscopic mobility of holes,” and ν is
the “escape frequency.” Typical parameters for a-Si:H at room temperature are α = 0.52,
µh = 0.5 cm2/Vs, and ν = 8 × 1010/s [41]. For a-Si:H, the dispersive transport for holes
is explained by the “trapping” of holes in localized, exponential bandtail states just above
the valence band (see Figure 12.9). The dispersion parameter α is related to the valence
bandtail width �EV by the expression α = (kBT /�EV), where kBT is the thermal energy
(kB is Boltzmann’s constant and T is the temperature in kelvins). Electrons in a-Si:H also
exhibit dispersive transport, but this is important only below room temperature.

How much does the space charge of holes build up under solar illumi-
nation conditions? The simple “travel time” calculation that we used for electrons is
not valid for dispersive transport. Instead, we illustrate the effects of hole buildup using
a computer simulation. In Figure 12.16, we have presented the electric field profiles
F(x) of four widely varying intensities of light; we assume that the light is absorbed
uniformly throughout the absorber layer. At low intensities, the electric field is fairly
uniform throughout the i-layer. As the illumination flux (and short-circuit current density)
rises, the density of holes (and positive charge) builds up. At the highest intensity, the
electric field “collapses” at the backside of cell (near the n-layer). In the next section we
show how field collapse influences the power generated by a cell. We have chosen to
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neglect other aspects of power loss in the cell, which apply when field collapse may be
neglected [127, 128], in particular for lower intensities.

12.4.3 Absorber Layer Design of a pin Solar Cell

In this section we address the issues that determine the absorber (or “intrinsic”) layer
thickness. Figure 12.17 illustrates a computer calculation showing how the output power
of an a-Si-based pin cell varies with intrinsic layer thickness. The differing curves rep-
resent results for monochromatic illumination using varying photon energies with the
specified absorption coefficients. All the curves were calculated for the same photon flux.
Such illumination conditions might be achieved experimentally using a laser whose pho-
ton energy could be tuned from 1.8 to 2.3 eV; sunlight, of course, presents a much more
complex situation, as we discuss in Section 12.4.6.

We first discuss results for illumination through the p-layer (solid symbols in the
figure). For intrinsic layers that are sufficiently thin, the power is proportional to the
number of photons absorbed (i.e. to the product of the thickness d and the absorption
coefficient α). In this limit the fill factors have nearly ideal values around 0.8.

As the thickness of the cell increases, the power saturates. First consider the
behavior for strongly absorbed illumination (α = 100 000/cm – corresponding to a photon
energy of about 2.3 eV in Figure 12.2). Power saturation occurs for thickness greater than
100 nm, which is the typical distance at which the photons are absorbed. Since thicker
cells do not absorb much additional light, the power stops increasing past this length.
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Figure 12.17 Computer calculation of the power output from a pin solar cell as a function of
intrinsic layer thickness. The differing curves indicate results for monochromatic illumination with
absorption coefficients from 5000/cm to 100 000/cm; for typical a-Si:H, this range corresponds to
a photon energy range from 1.8 to 2.5 eV (cf. Figure 12.2). Solid symbols indicate illumination
through the p-layer and open symbols indicate illumination through the n-layer. Incident photon
flux 2 × 1017/cm2s; no back reflector
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For weakly absorbed illumination (5000/cm – corresponding to a photon energy
of 1.8 eV in Figure 12.2), power saturation occurs when the intrinsic layer is about 300-
nm thick. This collection length [128] originates in the region where field collapse had
occurred in Figure 12.16. The collapsed electric field is strongest near the p-layer and
weaker near the n-layer. It may not be evident, but recombination of electrons and holes
occurs predominantly in the weak field regions. This effect can be roughly understood
from the following argument. In regions with a field near zero, drift processes driven
by electric fields do not determine the densities of photogenerated electrons and holes.
Since the electrons and holes are being generated at the same rate, their densities are
equal, and they build up under illumination until their rate R of recombination with
each other matches the rate G of photogeneration, G = R. It is worth noting that these
conditions also apply to photoconductivity measurements that are made on isolated films
of a particular material.

The asymmetry in the drift of electrons and holes explains why amorphous sili-
con–based pin solar cells are more efficient when illuminated through their p-layers. In
Figure 12.17 we have also shown (as open symbols) calculations for the power produced
by cells that are illuminated through their n-layers. Consider first the results with weakly
absorbed light (5000/cm). In this case, the photogeneration of carriers is essentially uni-
form throughout the cells for all the thicknesses shown, and the cells do not “know”
which side has been illuminated. Correspondingly, the power generation is essentially the
same for illumination through the p-layer and through the n-layer.

Now consider more strongly absorbed light entering through the n-layer
(50 000/cm). When the cells are thinner than the absorption length (about 200 nm in
this case), the photogeneration is essentially uniform. There is again no difference in the
power generated for illumination through the n- and p-layers. However, for thicker cells,
there is a pronounced drop in the power from the cell for illumination through the n-
layer compared to illumination through the p-layer. The power falls because the holes, on
average, must drift noticeably further to reach the p-layer than when they are generated
by illumination through the p-layer. The electric charge of the slowly drifting holes builds
up and “collapses” the electric field, leading to recombination and loss of power.

12.4.4 The Open-circuit Voltage

In Figure 12.18 we present a summary of the open-circuit voltages (VOC) for a-Si:H-based
solar cells from United Solar Systems Corp. as a function of the band gap of the intrinsic
absorber layer [129].9 The measurements were done under standard solar illumination
conditions. This graph is quite important for understanding the efficiencies of a-Si:H
solar cells. For each photon absorbed, the solar cell delivers an energy E = (FF )eVOC.
The relation VOC = (EG/e) − 0.80 shows that most cells deliver a voltage that is 0.80 V
below the band gap. We can now roughly estimate the power delivered by a cell. For a 500-
nm-thick cell and a 1.75-eV band gap, Figure 12.2 shows that a typical photon absorbed
by the cell under solar illumination actually carries nearly hν ≈ 2.5 eV of energy. Since
fill factors are necessarily less than 1, the energy actually delivered by the cell can be no

9 We have assumed familiarity with the standard solar cell terminology of short-circuit current density JSC,
open-circuit voltage VOC, and fill factor FF. See Chapter 3 for definitions of these terms.
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larger than 0.95 eV per photon – so over 60% of the absorbed energy must, alas, be lost
in such a cell.

The simplicity of the dependence of VOC upon band gap in Figure 12.18 is only
possible because open-circuit voltages depend only weakly on (1) the thickness of a-
Si:H solar cells and (2) the intensity of illumination. As a result, most details about the
cells and measurement conditions are unimportant. For example, in the calculations of
Figure 12.17, the open-circuit voltage changed about 10% (from 0.9–1.0 V), while the
output power varied from 1 to over 20 mW/cm2.

Still another simplification applies to many cells. Most workers think that the very
best open-circuit voltages in a-Si:H-based cells have reached their “intrinsic limit.” This
means that these best values are not limited by the details of the p- and n-type electrode
layers [130], but are a fundamental property of the intrinsic layer.

We now give a short argument to explain how VOC is related to the energy profile
of Figure 12.14 and why VOC depends only weakly on thickness. The lower panel of
Figure 12.14 presents calculated open-circuit profiles of the bandedge levels EC and EV

of a cell with uniformly absorbed illumination. No Fermi energy is shown in this lower
panel because the cell is not in thermal equilibrium – it is exposed to light. Instead,
electron and hole quasi-Fermi energies EFe and EFh are illustrated, which we will define
shortly. Notice that these quasi-Fermi energies merge together at the left edge of the p-
layer and again at the right edge of the n-layer; this merging means that an ordinary Fermi
energy can be defined at these edges despite the presence of light. The product eVOC is
the difference between these two Fermi levels, as illustrated in the figure. The illuminated
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solar cell acts somewhat like an ordinary electrical battery, which also maintains different
Fermi levels at its two terminals.

We now define the electron and hole quasi-Fermi energies EFe and EFh [131, 132].
For the electron quasi-Fermi energy EFe, we write

n ≡ NC exp (−(EC − EFe)/kBT ) (12.3)

where n is the density of mobile electrons in the conduction band (i.e. in the shaded
region of the conduction band in Figure 12.9). NC is the effective density (1/cm3) of
these conduction band states. A similar expression accounts for the density of holes p in
terms of a distinct quasi-Fermi energy for holes EFh and for the effective density NV of
valence band states.

Interestingly, in Figure 12.14 the hole quasi-Fermi level is nearly constant across
the cell, showing sizable variation only where it catches up to EFe in the n-layer. Similarly,
the electron quasi-Fermi level is constant except near the p-layer. This constancy means
that the quasi-Fermi levels in the middle of the cell largely determine VOC. The panel
also shows that, in the middle of the cell, the bandedge potentials are essentially constant
and the electric field is very weak. As mentioned earlier, in such field-free regions the
electron and hole photocarrier densities are equal and are determined by the condition
that the recombination and photogeneration rates are matched. For cells that have attained
the intrinsic limit, it is these fundamental processes that determine VOC.

We now turn to the measured dependence of VOC upon the illumination intensity.
Some recent measurements are presented in Figure 12.18(b) [130]. The intensity was
varied by using “neutral density” filters that attenuate all photon energies to the same
extent. The short-circuit current density JSC has been used as a “surrogate” for intensity
based on their proportionality. Consider first the uppermost set of measurements (“as-
deposited, best p/i interface”). The logarithmic dependence of VOC upon incident photon
flux F is typical of photodiodes [124, 133]. For this sample, the slope of this dependence
is determined by the defects; a second line in Figure 12.18 (“light-soaked, best p/i”)
indicates how the dependence changed following an extended period of light soaking.
Interestingly, the difference in the two VOC versus ln(JSC) lines is fairly small (about
0.02 V) under full solar illumination (about 10 mA/cm2), where the effect of defects
upon electron and hole motions is relatively unimportant. This fact partly explains why
the dependence of VOC upon band gap can be simple despite the wide variations in defect
density for varying materials.

Our previous discussion concerns open-circuit voltages in the intrinsic limit. As
might be expected, it is easy to fabricate a-Si:H solar cells with inferior open-circuit
voltages. In Figure 12.18, we have also shown the VOC versus ln(JSC) relation [130] for
a cell with a (intentionally) defective p/i interface (open squares). This cell was based
on the same intrinsic material as the as-deposited cell with the best p/i interface (solid
circles); the slope of the VOC versus ln(JSC) relation is now noticeably reduced by the
interface effect.

What aspect of nonideal p/i interfaces leads to a reduction in VOC? The physical
mechanism through which a poor p/i interface diminishes VOC is the flow of photogener-
ated holes from the intrinsic layer (where they are generated) to the p/i interface (where
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they recombine with electrons) [124]. The flow means that the hole quasi-Fermi level has
a gradient [132] near the p/i interface that reduces VOC below its intrinsic limit. You can
just barely notice this gradient effect in Figure 12.14.

The reason this hole current flows is to balance an exactly equal current of electrons.
The electrons are being thermionically emitted from the intrinsic layer and over the
electrostatic barrier at the p/i interface. You can envision this thermionic process using
the bottom panel of Figure 12.14, which shows a barrier of W = 0.6 eV for electron
emission from the quasi-Fermi level EFe in the intrinsic material into the p-layer.

The best open-circuit voltages in substrate solar cells are achieved using a boron-
doped silicon film [134]. This material is generally referred to as microcrystalline, although
extensive characterization of the type presented in Figure 12.13 suggests this p-layer
may also be dominated by an amorphous phase. The best open-circuit voltages in super-
strate solar cells have been achieved using boron-doped amorphous silicon–carbon alloys
(a-SiC:H:B). An indication of the subtlety required to achieve high open-circuit volt-
ages is that cells using a-SiC:H:B p-layers also include a thin (<10 nm) “buffer layer”
of undoped a-SiC:H between the p-layer and the intrinsic layer of the cell [135–137].
The precise mechanism by which these buffer layers improve VOC is not conclusively
established. We would speculate that the buffer layer impedes electron emission into the
p-layer, in accordance with the “thermionic emission” model for the p/i interface effects
just described.

12.4.5 Optical Design of a-Si:H Solar Cells

In this section we briefly review the use of back reflectors and substrate texturing, which
are optical design principles that are used to improve the power output of amorphous
silicon–based solar cells. The interested reader will find a more comprehensive treatment
in the recent monograph of Schropp and Zeman [123] and Chapter 8.

Incorporating a back reflector increases the power output of solar cells. In
Figure 12.19, an ideal back reflector doubles the power output for weakly absorbed light
(5000/cm in the figure); we are neglecting optical interference and “rereflection” of light
by the top of the cell, so the light passes through the cell twice, once on its way down to
the reflector, and again on its way back out the top. The back reflector has no effect on
power output for strongly absorbed light (50 000/cm in the figure), since that light never
“sees” the back reflector. The effects of the back reflector are fairly complex when the
thickness, absorption length of the illumination, and collection length for the holes are
all comparable, which is what occurs for thicknesses in the range of 100 to 300 nm with
50 000/cm illumination.

For weakly absorbed light, a back reflector for the simple planar structures just
described increases power collection about twofold. Much larger improvements may be
envisaged. The fundamental idea is “light trapping.” An optical beam propagating inside
a dielectric structure may be trapped by total internal reflection at the interface with air,
which has a lower index of refraction than the dielectric. The principle is the same as
that underlying the operation of optical fibers: an optical beam that enters the fiber at one
end can travel kilometers without leaving the fiber. For solar cells, the light-trapping idea
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Figure 12.19 (a) Computer calculation of the power output from a pin solar cell as a function
of intrinsic layer thickness. The two sets of curves indicate results for monochromatic illumination
(photon flux 2 × 1017/cm2s) with absorption coefficients of 5000/cm (black symbols) and 50 000/cm
(gray symbols). Results are shown for varying back reflectance; interference effects are neglected.
(b) Quantum efficiency (QE ) spectra for nip solar cells deposited under identical conditions, but
with two differing substrate textures and differing back reflectors [138]. The sequence of layers in
the structure was (TCO/p/i/n/TCO/glass/Ag). The Ag is the back-reflector material (when present);
the TCO on top of the glass was either smooth or textured (14% haze).10 Measured at −1 V bias

implies that a cell might fully absorb light even when its thickness is much less than the
absorption length 1/α for the light’s wavelength.

Light trapping is realized in amorphous silicon (and other) solar cells by using
substrates that are “textured” or rough on the same scales as the principal wavelengths
in solar illumination. The idea is that the random reflection/diffraction of light by the
irregular, textured topography leads to internal reflection. Yablonovitch [139] showed
that the maximum gain for such “statistical light trapping” in a textured film on an ideal
reflector is 4n2, where n is the index of refraction of the film; Yablonovitch’s argument
is fundamental and not based on any particular form for texturing. For silicon films,
with n ∼ 3.5, the maximum predicted gain is nearly a factor of 50 (for light that is very
weakly absorbed).

Experimentally, optical gains up to a factor of ten have been reported from the
use of textured substrates and weakly absorbed light [138, 140]. In Figure 12.19 we have
presented measurements by Hegedus and Deng [138] of the “quantum efficiency” (QE )

10 Haze is defined as the percentage of the light incident upon a film that is scattered incoherently. For transparent
films, most of the remaining light is transmitted undeviated. Haze depends strongly upon the photon energy.
The same value of haze can be obtained from films with quite different morphologies.
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for a-Si:H solar cells made with several different textures and back reflectors. The quantum
efficiency is defined as the ratio, at a specific photon energy, of the photocurrent density
j (A/cm2) to the incident photon flux f :

QE = j/ef (12.4)

Consider first the lowest of the curves (smooth substrate, no back reflector shown
with black diamonds). In this sample, photons incident on the p-layer are either absorbed
in the cell or pass through the cell and leave it through the glass substrate. The rise of QE
as the photon energy increases up to about 2.5 eV is due to the increase in absorption. A
−1 V bias was applied, and the resulting electric field prevented the loss of photocarriers
to recombination. Near 2.5 eV the QE is nearly one: essentially all incident photons are
absorbed and nearly all the photocarriers generated are subsequently collected. The result
is sensible. Inspection of Figure 12.2 shows that the absorption coefficient is about 105/cm
at this energy, so that photons are absorbed within about 100 nm of the top surface of
the a-Si:H. Since this length is much smaller than the sample thickness, essentially all
photons are absorbed. Some photons are lost because of reflection from the glass and
TCO interfaces, which accounts for most of the remaining losses.

For photon energies greater than 2.5 eV, the absorption coefficient continues to
increase, so photons are absorbed within a few tens of nanometer at the top of the p-
layer. A significant fraction of these photons is absorbed in the p-layer or the TCO;
these photons do not contribute to the photocurrent, and so the QE declines for higher
photon energies.

Now consider the data for the cell with an untextured substrate (0% haze) and a
smooth Ag back reflector (open triangles). For photon energies that are weakly absorbed
(below 2.5 eV), the QE increases about twofold because of the back reflector; for strongly
absorbed photons, there is little effect of the back reflector. These effects were just
explained for the computer modeling of Figure 12.19(a). Interestingly, the use of a tex-
tured back reflector further improves the QE. The textured reflector increases the typical
angle between the paths of reflected photons and the axis normal to the substrate; this
effect increases the typical path length of the reflected photon in the a-Si:H as well as the
chance of reflection when a reflected photon arrives back at the top of the cell. The upper-
most two curves, with the highest QE s, correspond to cells with textured substrates. For
lower photon energies, the textured substrates further improve the QE, although certainly
not to the maximum extent 4n2 calculated by Yablonovitch. Note also that substrate tex-
turing also leads to a modest improvement of the QE in the blue spectral region (beyond
2.5 eV) due to a reduction in the front-surface reflectance of the cell.

Roughly, the effect of back reflectors and texturing for lower photon energies shown
in Figure 12.19 is to reduce the energy threshold for collection of an incident photon by
about 0.2 eV. Using Figure 12.2 one can estimate that this reduction in threshold increases
the incident solar power absorbed by a 0.5-µm cell from 420 to 520 W/m2. This estimate
is broadly consistent with measurements showing an increase in short-circuit photocurrent
under solar illumination of about 25% when textured substrates are used [140–142].

The implementations of texturing and back reflectors, as well as of a front “anti-
reflection” coating to reduce the reflection, vary dramatically between superstrate and
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substrate cell designs. Superstrate cells usually incorporate a textured, TCO coating on
the transparent substrate (usually glass). There are many technologies for producing TCO
layers from varying materials (typically SnO2 or ZnO for a-Si-based cells) and with vary-
ing texture and electrical properties. The semiconductor layers are then deposited onto the
textured TCO. Plasma deposition of the p-layer onto a textured TCO can lead to difficul-
ties: the oxide layer may be chemically “reduced,” and achieving ideal properties for a thin
p-layer could be difficult. Finally, the back reflector deposited on top of the semiconductor
layers is often a two-layer structure: a thin TCO layer, followed by the reflective metal
(typically Ag – for best reflectivity – or Al – for improved yield in production).

In substrate cells, the semiconductor layers are actually deposited onto the back-
reflector, which is again a two-layer structure starting with a textured silver or aluminum
metallization and then a textured TCO [143]. Following deposition of the semiconductor
layers, a top TCO layer is applied.

12.4.6 Cells under Solar Illumination

In the previous few sections, we have discussed the components of a-Si:H pin solar
cell design. For monochromatic light and for a given intrinsic layer thickness, we have
described the effects of the absorption length and the intensity, the effects of the slow (and
dispersive) hole transport and the relatively rapid electron transport, and the use of back
reflectors and texturing to enhance the photocurrents realized from weakly absorbed light.
In this section we use essentially the same model for these effects as we have in previous
sections, but extend it to a cell’s operation under polychromatic, solar illumination. In
addition, when we changed the band gap, we left all other model parameters unchanged.
This discussion continues in the following sections on multijunction (and multi–band
gap) cells.

In Figure 12.20 we present calculations of the PV parameters JSC, FF, VOC, and
solar conversion efficiency for pin solar cells of varying thickness and electrical band
gap. First note the increase in short-circuit current JSC as the band gap is reduced (at
constant thickness); this effect is due to the increase in optical absorption coefficients in
the infrared as the band gap is reduced (cf. Figure 12.10). Also note that the short-circuit
current depends only weakly upon thickness beyond the first 100 nm of thickness, which
accounts for a substantial fraction of the total absorption. The decline of VOC with band gap
of course duplicates the experimental trend of Figure 12.19. Interestingly, VOC remains
essentially independent of thickness under solar illumination, despite the “front loading”
of the photon absorption. On the other hand, the fill factors under solar illumination are
substantially larger than that for uniform illumination. Finally, the differing trends of VOC

and of JSC with band gap conspire to determine a maximum efficiency of about 11.3%
for a cell with a band gap of 1.45 eV and a thickness greater than about 300 nm. While
the neglect of deep levels is too idealized for these calculations to precisely describe
the efficiencies, the calculations nonetheless indicate the principal trends of changing the
band gap. They also suggest the strategy that has been used to achieve higher efficiencies.
In particular, the effects of a decline in VOC with band gap in single-junction cell can be
avoided by building multijunction solar cells, as we describe in the next section.
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Figure 12.20 Model calculations of the short-circuit current JSC (mA/cm2), open-circuit Voltage
VOC, (V), fill factor FF, and power P under AM1.5 illumination for a-Si:H-based pin solar cells with
varying intrinsic layer band gaps and thicknesses. No back reflector or texturing effects are included

12.4.7 Light-soaking Effects

In Figure 12.21 we illustrate the power output (standard solar illumination) of a series
of cells of varying thickness prepared at United Solar Systems Corp. [14]. The cells are
“substrate” type cells prepared on stainless steel. Results are shown both for the initial
state of the cells and after 30 000 h (degraded state). For the initial state of the cells, the
power rises with thickness and saturates for thicknesses greater than about 400 nm, which
is more or less consistent with the modeling presented in Figure 12.17. In their degraded
state, the cells reach their maximum power for a thickness of around 200 to 300 nm;
substantially thicker cells actually lose some power. As we have noted previously, the
degradation effect is correlated with the increase in the defect density in a-Si:H as light-
soaking proceeds. Although we did not include defects in the modeling presented in this
section, one can understand the degradation effect qualitatively as a result of hole trapping
by light-induced defects instead of by valence bandtail states. We do not know whether
the fact that the power “peaks” in the degraded state for thicknesses greater than about
300 nm is due to back reflection (cf. Figure 12.19) or due to subtleties in the profile of
light-induced defects.
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Figure 12.21 Power output (standard solar illumination) for a series of nip solar cells with varying
intrinsic layer thickness [14]. The degraded state was obtained by 25 000 h of light soaking. The
curves are guides only

12.5 MULTIPLE-JUNCTION SOLAR CELLS

12.5.1 Advantages of Multiple-junction Solar Cells

Amorphous silicon solar cells can be fabricated in a stacked structure to form multijunction
solar cells. This strategy is particularly successful for amorphous materials, both because
there is no need for lattice matching, as is required for crystalline heterojunctions, and also
because the band gap is readily adjusted by alloying. Figure 12.4 illustrated the structure
of a tandem cell with two junctions (i.e. two pin photodiodes) in series. Multijunction,
a-Si-based solar cells can be fabricated with higher solar conversion efficiency than single-
junction cells and are presently used in most commercial cells.

The fundamental concept underlying multijunction solar cells is “spectrum split-
ting.” Consider what happens if we deposit a second pin junction structure on top of a first
one. The second structure “filters” the sunlight: photons absorbed in the top junction are
of course removed from the light that reaches the bottom cell. We illustrated this filtering
effect in Figure 12.2, which shows that 500 nm of a-Si:H absorbs essentially all incident
photons with energies greater than 2 eV, and passes photons with smaller energies. In
practice, the thickness of the top pin junction is adjusted so that it filters out about half
of the photons that would otherwise have been absorbed in the bottom pin junction.11

Since the photons that are absorbed in the top junction have relatively large energies, we
can use a material with a relatively large band gap as the absorber for this junction, and

11 We discuss only “two-terminal” multijunction cells in this chapter in which a single electrical current flows
through the series-connected cells. See Chapter 9 for further discussion of 2, 3 and 4 terminal multijunction
cell operation.
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we shall obtain a larger open-circuit voltage across the top junction than that across the
bottom junction. This is the “spectrum-splitting” effect.

For specificity, consider a tandem cell that bases the bottom junction on material
with a 1.55 eV electrical band gap and bases the top junction on material with 1.80 eV
electrical band gap material. In the absence of the top, 1.80-eV junction, the 1.55-eV
junction might deliver about JSC = 20 mA/cm2 at an open-circuit voltage of 0.65 V.
Assuming a fill factor (FF ) of 0.7, the power output will be 9.1 W/m2. When assembled
in tandem, the current through each junction is about half this value, but the open-circuit
voltage will more than double (VOC = 0.65 + 0.90 = 1.55 V). The power output rises to
11.2 W/m2 – for a 19% spectrum-splitting improvement over the single-junction device.

For ideal semiconductors arranged with optimal band gaps, the maximum efficien-
cies for single, tandem, and triple-junction solar cells under concentrated sunlight are
31%, 50%, and 56%, respectively [144]. Figure 12.22 shows the conversion efficiency
contour plot calculated using an a-Si:H-based computer model for two-junction tandem
cells; the two axes are the band gaps for the top and bottom component cells [145, 146].
The best efficiency of over 20% occurs with a combination of a 1.8-eV intrinsic layer
in the top pin junction and a 1.2-eV layer in the bottom. Of course, these model results
have not yet been achieved in practice!

We can distinguish three reasons for improved efficiency in a-Si-based multijunc-
tion cells over single-junction cells. The first is the spectrum-splitting effect we have just
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Figure 12.22 Contour plot of constant solar conversion efficiency for a-Si-based tandem solar
cells for varying band gaps EG of the top cell and the bottom cell [145]
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described. Second, the i-layers in an optimized, multijunction cell are thinner than in
single-junction cells [147, 148]; as can be seen in Figure 12.20, this “junction thinning”
means that each individual junction will have a somewhat better fill factor than in the
optimized single-junction device, and there will be less change from the initial to the
stabilized efficiency of the cell. Third, a multijunction cell delivers its power at a higher
operating voltage and lower operating current than a single-junction cell; the lower current
reduces resistive losses as the current flows away from the junctions and into its load.

On the other hand, it is more challenging to fabricate multiple-junction solar cells
than single-junction cells. The performance of a multijunction cell is more sensitive to the
spectrum of the incident light due to the spectrum-splitting feature. This makes it even
more critical to control the band gaps and thicknesses of the individual layers. In addition,
most multijunction cells incorporate a-SiGe alloys. These alloys are made using germane
gas as the germanium source. Germane is several times more expensive than silane and
is highly toxic. Manufacturers need to implement strict safety procedures to handle these
types of gases. Overall, the advantages and benefits of higher stabilized output power for
multiple-junction cells do outweigh the difficulties in the fabrication.

12.5.2 Using Alloys for Cells with Different Band Gaps

As was mentioned in Section 12.2.7, when a-Si is alloyed with other elements such as Ge,
C, O, and N, amorphous alloy materials with different band gaps can be obtained. This
allows the selection of appropriate band gap combinations for high-efficiency solar cell
fabrication. Since the band gap of the a-SiGe alloy can be continuously adjusted between
1.7 and 1.1 eV when different amounts of Ge are incorporated in the alloy, it can be
used as the low band gap bottom cell absorber layer for a multijunction solar cell. It is
desirable to select a band gap near 1.2 eV to achieve the maximum efficiency according
to the contour plot in Figure 12.22. Unfortunately, the optoelectronic quality of a-SiGe
degrades rapidly when the a-SiGe band gap is reduced below 1.4 eV, and these materials
have not proven useful for PV application.

Figure 12.23 shows the J–V characteristics of a series of a-SiGe solar cells with
different Ge concentrations in the i-layer (of constant thickness, and without a backre-
flector) [149]; the band gaps are indicated in the legend. As the band gap is reduced by
incorporating more Ge in an i-layer, VOC goes down and JSC goes up (for a constant
thickness), in agreement with trends for the calculations in Figure 12.20. In Figure 12.24,
we plot the QE curves of these same a-SiGe cells (along with one curve for a cell with a
back reflector, and one curve for a cell with a microcrystalline Si i-layer). Consistent with
the increase in JSC, the QE is increased for longer wavelengths (smaller photon energies)
as the band gap decreases.

The fill factors of the cells also decrease as the band gap decreases. This effect is
due to the increased defect density in the alloyed materials. We have not included this
important effect in the discussion previously. As the defect density in the i-layer increases,
a given cell’s performance will ultimately be dominated by the trapping of photocarriers
on defects instead of by bandtail trapping. Roughly speaking, one can think of defect
trapping as reducing the “collection length” that determines the useful thickness of the
intrinsic layer (cf. Figure 12.17). Naturally, one is principally interested in these effects
for the “light-soaked” state achieved by operating cells.
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546 AMORPHOUS SILICON–BASED SOLAR CELLS

When the Ge content is increased such that the band gap of a-SiGe is reduced
below 1.4 eV (see the J–V curve for the 1.37-eV cell in Figure 12.23), the FF deterio-
rates rapidly. In this case, the short-circuit current density does not increase compared to
the 1.50-eV cell even though more photons are absorbed. This lack of increase in JSC with
further decrease in the band gap occurs because the fraction of photocarriers that recom-
bine has become more significant than the increase in the rate of photocarrier generation.

Similar to the deposition of a-Si, a-SiGe films and devices made with high hydrogen
dilution show improved quality and light stability [151]. Optoelectronic properties of
narrow band gap a-SiGe material are nonetheless inferior to those of a-Si.

12.5.2.1 Band gap grading

To enhance the fill factor of cells made using a-SiGe, band gap grading is used to enhance
the collection of holes [152, 153]. In such a design, an asymmetric “V”-shaped band gap
profile is created by adjusting the Ge content across the i-layer. Wider band gap material
lies closest to the n- and p-layers. The plane of narrowest band gap lies closer to the
p-layer (through which the photons enter into the device). Such a grading scheme allows
more light to be absorbed near the p-layer so that “slower” holes do not have to travel
far to get collected (see Figure 12.10). Also, the tilting of the valence band assists holes
generated in the middle or near the n-side of the i-layer to move toward the p-layer.
With appropriate hydrogen dilution during growth and band gap grading, a-SiGe cells
can be made to generate up to 24.4 mA/cm2 (27 mA/cm2 as the bottom cell in a triple
cell) when a light enhancing back reflector is used [154].

12.5.2.2 a-SiC alloys

The band gap of a-SiC can be adjusted between 1.7 and 2.2 eV, depending mainly on
the C concentration [155]. After extensive research, most workers decided that a-SiC is
not suitable for use as the i-layer of the uppermost cell in a multijunction structure. After
light soaking, a-SiC material that has an appreciable band gap increase over a-Si is fairly
defective and must be used in very thin layers; these layers do not absorb enough sunlight
to be optimal. The wide band gap material presently used in triple-junction cells is a-Si
with a relatively higher concentration of H (achieved by using lower substrate temperature
and H dilution) [8].

12.5.3 a-Si/a-SiGe Tandem and a-Si/a-SiGe/a-SiGe Triple-junction
Solar Cells

Several types of multijunction solar cells have been used in a-Si photovoltaics. Dual-
junction a-Si/a-Si (same band gap tandem) solar cells have lower material cost than tandem
cells using a-SiGe, but have lower efficiencies than more advanced structures [156].
Dual-junction a-Si/a-SiGe cell and triple-junction a-Si/a-SiGe/a-SiGe cells, which use a
spectrum-splitting approach to collect the sunlight, achieve higher conversion efficiencies.
Some additional details and references may be found later in Table 12.4. Among these,
a-Si(1.8 eV)/a-SiGe(1.6 eV)/a-SiGe(1.4 eV) triple-junction solar cells have been used to
obtain the most efficient a-Si-based cells today [8]. Figure 12.25 shows the structure of
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Figure 12.25 Structure of triple-junction nip substrate-type solar cells

a triple-junction substrate cell12 grown on SS foil; a superstrate-type tandem cell (glass
substrate) was illustrated previously in Figure 12.4. In both cases, light enters from the
p-layer so that holes need to travel less distance to get collected than electrons. In the
following, we will briefly describe the two designs and typical deposition processes that
are most broadly used today.

In nip cells deposited on an SS substrate, a reflective metal layer is deposited first
on the substrate by sputtering or evaporation, followed by the sputter deposition of a ZnO
buffer layer. Usually, silver is used as the reflective layer for research cells because of
its high reflectivity, whereas aluminum is used in production because of difficulties with
production yield for silver. The metal layer is deposited at high temperature (300–400◦C);
self-segregation in the metal film forms the texture needed for light trapping. The sample
is then moved into a RF PECVD deposition system for the deposition of semiconductor
layers. The bottom nip with an a-SiGe i-layer (1.4–1.5 eV band gap) is deposited first. A
second a-SiGe-based middle cell (1.6–1.65 eV i-layer band gap) is then added. Finally,
the top a-Si-based cell (1.8–1.85 eV i-layer band gap) is added; the intrinsic layer is
made using high H dilution at relatively low temperature. An indium-tin-oxide (ITO)
layer is deposited on top via evaporation or sputtering. This layer is approximately 70-nm
thick and serves as both the top electrode and an antireflection coating. Metal grids are
evaporated or sputter-deposited on top of ITO to further reduce contact resistance.

In pin superstrate cells deposited on glass, the glass substrate is first coated with
a textured transparent conducting oxide, usually SnO2 or ZnO, using one of the several
methods such as atmospheric pressure chemical vapor deposition (APCVD) [167, 168].
A pin top cell having an a-Si i-layer is then deposited, followed by the a-SiGe middle
cell, and finally the narrow band gap a-SiGe bottom cell. The vertical structure is finished
with the deposition of a ZnO buffer layer and metal reflector in the back.

12 Substrate and superstrate cells were illustrated in Figure 12.3. The substrate-type cells are also called nip-type
cells, and superstrate-type cells are also called pin-type cells, corresponding to the sequence in which the layers
are deposited.
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12.5.3.1 Current matching

In a triple-junction cell, the three component cells are stacked monolithically. Since these
component cells are connected in series to form a two-terminal device, the cell with
minimum current density during operation will limit the total current of the triple-junction
stack. Therefore, the current densities of each of the component cells need to be matched
(made the same) at the maximum power point for each cell in sunlight. The short-circuit
currents JSC of the component cells are only a rough guide to this matching. For an
a-Si/a-SiGe/a-SiGe triple-junction cell, the bottom a-SiGe cell usually has the lowest FF
and the top a-Si cell usually has the highest FF. Therefore, the JSC of the bottom cell
needs to be slightly greater than the JSC of the middle cell, which in turn needs to be
slightly greater than the JSC of the top cell. For an optimized triple-junction cell, the
differences in JSC between the bottom and the middle and between the middle and the
top cells are each about 0.5–1 mA/cm2. This is referred to as an intentional “mismatch”
in the JSC values designed to match the cells at the operating point. To obtain the highest
stabilized solar cell efficiency, the triple cell needs to be designed, by adjusting the band
gaps and thicknesses of the component cell i-layers, such that the component cell currents
are matched at the maximum power point in the light-soaked state.

While adjusting for current matching, one needs to consider that the bottom
cell benefits from the light enhancement from the back reflector, as can be seen from
Figure 12.24, while the middle and top cells receive little benefit from the back reflector.

12.5.3.2 Tunnel junctions

Another area that needs attention in fabricating a multijunction solar cell are the tun-
nel junctions at the interfaces between adjacent pin cells. These interfaces lie between
n-type and p-type layers, and one might think that they would have electrical proper-
ties like classic pn junction diodes. However, researchers take advantage of one of the
special properties of a-Si material that was discussed in Section 12.2.6: dangling bonds
are generated when doping is increased. Carriers that are trapped on defects on one side
of the interface can move to traps on the other side simply by quantum mechanical
tunneling. This process is sufficiently efficient that it “short-circuits” electrical trans-
port involving the conduction band and valence band states [169]. For this reason, the
doped layers at the tunnel junction, particularly the sublayers near the interface, are
made with very high doping. The large density of dangling bonds permits the efficient
recombination13 (by tunneling) of holes from the cell below and electrons from the cell
above, as illustrated in Figure 12.25. This tunnel junction is reverse-biased under nor-
mal operation; it must generate negligible VOC and have negligible resistance and optical
absorption [169].

12.5.3.3 I-V measurement

In measuring the I –V performance of a multiple-junction, spectrum-splitting solar cell,
researchers need to pay particular attention to the spectrum of the illuminating light

13 One can consider this as a neutralization process.
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(see Chapter 16 for more detailed discussion). A triple-junction cell for which the pin
component cells are current-matched under the standard AM1.5 global spectrum may
show poor performance under a different light source, for example, a tungsten lamp. The
triple-cell JSC is usually close to the JSC of the limiting component cell except when there
is a large mismatch and the limiting cell has a very low fill factor. The VOC of the triple
cell is the sum of the VOC of the component cells (and reduced by any photovoltages at
the tunnel junctions). It should be noted here that the bottom component cell in a triple-
stack generates only about one-third of the photocurrent that it would under full sunlight;
therefore, its VOC is slightly smaller (usually by ∼20 mV) than when it is exposed to
the full sunlight. The middle cell will have about half the current that it would under the
full sunlight. The fill factor of the triple cell depends sensitively on the fill factor of the
limiting component cell and on the current mismatch among the component cells. A large
mismatch leads to a higher triple-cell FF, while on the other hand it also leads to a lower
triple-cell current.

12.5.3.4 Quantum efficiency measurements in multijunction cells

In measuring the QE of a triple-junction solar cell, appropriate light bias and electrical
bias need to be applied during the QE measurements ([170, 171] or Chapter 16). A direct
QE measurement without these optical and electrical biases, just as one measures a single-
junction cell, would yield a “	”-shaped curve, because a current can flow through the
cell only if all of the component cells are illuminated simultaneously. When the QE of
a specific component cell needs to be measured, say the middle cell, a DC bias light
is illuminated on the cell through a filter that transmits only blue light and red light
so that the top and bottom cells are illuminated. Under this condition, the middle cell
current is limiting when the light through the monochromator is absorbed by the cell.
Therefore, the current through the sample is that of the middle cell, that is, the AC
photo current at the monochromatic light that is absorbed in the middle cell. This AC
photocurrent is modulated by an optical chopper, and therefore can be easily detected
using a lock-in amplifier.

The other two component cells can be measured in the same way except that
different optical filters for the bias light need to be used. When the cells are measured
without externally applied electrical voltage bias, the component cell being measured is
actually under reverse bias, equal to the sum of the VOC of the other two component cells.
In this case, the QE curve would indicate the QE of the cell under reverse bias condition,
which mostly is close to the QE under short-circuit condition when the component cell FF
is high. To measure the QE under short-circuit current condition, electrical voltage needs
to be externally applied to cancel out the voltage generated by the other component cells
under the optical bias light. Figure 12.26 shows the QE curves of a triple-junction solar
cell measured using this method [158]. The short-circuit current of component cells can be
calculated by integrating the QE values with the AM1.5 light spectrum. The outer profile
in Figure 12.26 is obtained by adding the three component cell QE curves. Comparing
the QE curves in Figure 12.26 and Figure 12.24, the middle cell QE is roughly the same
as the difference between curves (b) and (a), while the bottom cell QE is roughly the
same as the difference between curves (e) and (b). The outer profile is roughly the same
as curve (e) in Figure 12.24.
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Figure 12.26 Quantum efficiency curves of component cells of a typical triple-junction solar cell.
The table indicates the short-circuit current densities JSC for the component cells measured for
AM1.5 illumination and with a xenon illuminator [158]

12.5.3.5 Matching component cells in multijunction designs

In matching component cell currents in the triple cell design, researchers usually take the
following steps. Take the triple cell in Figure 12.26 as an example. The design is largely
dictated by the bottom a-SiGe component cell. If this component cell were fabricated on
the back reflector as a stand-alone single-junction cell, it would have a short-circuit current
around 23 mA/cm2 and a QE curve similar to the one labeled “Total” in Figure 12.26. In
order to achieve current matching in the triple cell, a stand-alone, single-junction version
of the middle a-SiGe component cell (without a back reflector) needs to generate about
two-third of the bottom cell’s current. The band gap and/or the thickness of the a-SiGe
middle component cell’s i-layer are then adjusted to accomplish this. Finally, the top
component cell’s thickness is adjusted to obtain one-third of the bottom cell’s current
(again, without a back reflector). In this way, all three cells would have the same current
when they are stacked in series.

In Figure 12.26, the long-wavelength behavior of the QE curves for each of the
component cells is determined by the component cell’s i-layer thickness and band gap,
and (for the bottom component cell) by the back reflector performance. However, the
short-wavelength behaviors for the middle and bottom component cell’s QE curves are
largely determined by the thicknesses and band gaps of the top and middle cells, respec-
tively, since these component cells act as filters for the shorter wavelength (higher energy)
photons. The short-wavelength behavior of QE for the top cell is sensitive to the absorp-
tion of ITO and top cell p-layer as well as the loss of electrons that are diffused back to
the p-layer and get trapped.
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Table 12.4 Efficiency of small-area solar cells fabricated in different
laboratories

Structure Initial η

[%]
Stable η

[%]
Organization References

a-Si/a-SiGe/a-SiGe 15.2 13.0 United Solar [8]
a-Si/a-SiGe/a-SiGe 11.7 11.0 Fuji [157]
a-Si/a-SiGe/a-SiGe 12.5 10.7 U. Toledo [158]
a-Si/a-SiGe/a-SiGe 10.2 Sharp [159]
a-Si/a-SiGe 11.6 10.6 BP Solar [160]
a-Si/a-SiGe 10.6 Sanyo [161]
a-Si/µc-Si 12.0 U. Neuchatel [162]
a-Si/µc-Si 13.0 11.5 Canon [163]
a-Si/poly-Si/poly-Si 12.3 11.5 Kaneka [164]
a-Si/a-SiGe/µc-Si 11.4 10.7 ECD [165]
a-Si/a-SiGe 12.4 United Solar [166]

12.5.3.6 High-efficiency multiple-junction solar cells

Table 12.4 above lists some properties of multiple-junction solar cells fabricated in selected
laboratories around the world. The degradation of multiple-junction solar cells is usually
in the range of 10 to 20%, while the degradation of single-junction solar cells is usually
in the range of 20 to 40%. These percentages apply to the cell’s properties after 1000 h of
light soaking under 1 sun light intensity at 50◦C, which is the standard protocol used for
gauging light degradation today. The degradation of triple cells is smaller because (1) the
i-layers are thinner and (2) each i-layer absorbs only one-third of the total current, therefore
having less photogenerated recombination in the i-layer. As one can see from the table,
the highest stabilized cell efficiency is 13.0% for a triple-junction device structure made at
United Solar Systems Corp. Table 12.4 also includes the best solar cells made using µc-Si
as a component cell. The highest stable efficiency so far using a-Si/µc-Si tandem structure
is 12% for a cell made at Univ. of Neuchatel using VHF plasma deposition.

12.5.4 Microcrystalline Silicon Solar Cells

Microcrystalline silicon (µc-Si) has been studied extensively for three decades [172] and
has been used for doped layers in a-Si solar cells for over 15 years [134, 173]. Because
of the difficulties in passivating the defects located at the grain boundaries, µc-Si was
not actively considered as an intrinsic layer in the pin or nip type solar cells until 1992,
when Faraji et al. [174] and Meier et al. [150] reported the fabrication of µc-Si–based
pin solar cells using VHF PECVD. Since then, µc-Si and poly-Si solar cells have been
fabricated by a number of research groups [163, 175–177].

A QE curve for such a µc-Si-based cell was presented in Figure 12.24. One
can see that the µc-Si has a larger QE than the a-Si and a-SiGe cells at longer
wavelengths (>850 nm). The total photocurrent generated from a µc-Si cell has reached
26 mA/cm2 [150, 176]. Therefore, such cells are suitable for use as the bottom cell of a
multijunction cell with a-Si-based cells as the top cell. The advantages of using µc-Si as
the narrow band gap cell instead of a-SiGe are (1) the higher QE in the long-wavelength
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region, (2) negligible light induced degradation, (3) reduced materials cost, since µc-Si
can be made using SiH4, which is a relatively low-cost gas compared to GeH4, and
(4) µc-Si cells can be made with high FF. On the other hand, the concerns associated
with using µc-Si compared to a-SiGe bottom cell are (1) µc-Si cells require much thicker
i-layers (several micrometers thick) to absorb the sunlight; this is an effect of the lower
interband absorption coefficients in (indirect band gap) crystals compared to amorphous
semiconductors, (2) the deposition rate for µc-Si material is generally low, so that a
much longer time is needed to complete the deposition of a thick µc-Si layer than what
is needed for an a-SiGe layer, and (3) µc-Si solar cells have lower VOC (around 0.53 V)
than do a-SiGe cells yielding the same JSC.

Beside VHF technique, µc-Si has also been deposited using other high deposition
rate methods such as HW CVD [178], GasJet/MW deposition [179], and high-power/high-
pressure RF deposition [180]. A typical deposition rate for an a-SiGe i-layer is 3 Å/s;
to complete a µc-Si cell with comparable deposition time, one would need to deposit
µc-Si with at least ∼20 to 30 Å/s deposition rate so that it would not be rate-limiting
during production.

12.5.5 Micromorph and Other µc-Si-based Multijunction Cells

Meier et al. [181] used an a-Si pin junction as the top component cell and a µc-Si
pin as the bottom component cell for a-Si/µc-Si tandem cells; they named these cells
Micromorph devices. The 1.7 eV/1.1 eV band gaps for the top/bottom cell provide a
nearly ideal band gap pair for tandem cells (see contour diagram in Figure 12.22 above).

In order for an a-Si/µc-Si tandem cell to have comparable performance as an
a-Si/a-SiGe cell, the bottom cell µc-Si must have at least 26 mA/cm2 current density.
Since µc-Si has an indirect band gap, generating such a high current requires the µc-Si
layer to be several micrometers thick. In addition, advanced light enhancement schemes
need to be used. In order to maintain current matching in a micromorph cell, the top a-Si
component cell must generate 13 mA/cm2 (i.e. half the current for a stand-alone µc-Si).
In addition, this a-Si cell needs to be stable under light so that the tandem cell could
be stable.

Two approaches were taken to accomplish this [182, 183]. First, the a-Si i-layer is
made at a relatively higher temperature, so that there is a lower H concentration (and a
reduced band gap, ∼1.65 eV). Secondly, a semireflective layer was inserted at the tunnel
junction between the top and the bottom cell. This semireflective layer permitted current
matching (enhancing the top component cell current at the expense of the bottom cell).
With these two approaches, 13 mA/cm2 JSC was obtained from the top cell with a 3000 Å
thick a-Si layer. Innovative approaches need to be taken to further increase the current
beyond the present level. With the micromorph tandem design, solar cells with 11 to 12%
stable efficiency have been fabricated [163, 183].

One can also combine a-Si and µc-Si cells to fabricate a-Si/µc-Si/µc-Si triple
cells. Such a design would relax the stringent requirement on the a-Si top cell due to
current matching since it now only needs to generate one-third of the bottom cell current.
However, the presently low VOC of a µc-Si cell militates against the triple-junction design.
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Still another approach to a triple-junction cell design is to combine a 1.8 eV a-Si
top cell, a 1.6 eV a-SiGe middle cell, and a 1.1 eV µc-Si bottom cell [165]. Such a
cell design would have the advantages of a thinner and more stable top cell than for a
micromorph tandem cell, would have better long-wavelength collection, and would reduce
consumption of (expensive) GeH4 gas compared with an all-amorphous, a-Si/a-SiGe/a-
SiGe triple-junction cell.

12.6 MODULE MANUFACTURING

Although the stabilized conversion efficiency of a-Si-based solar cells is presently lower
than those of several other types of solar cells, a-Si-based PV products are highly attrac-
tive for terrestrial applications since they can be produced using low-cost manufacturing
methods. The a-Si PV products are environmentally friendly. They are made mostly
using silicon, which is abundant on earth. In addition, the a-Si PV products can be
made lightweight, flexible, and radiation-resistant. These make them highly desirable for
portable power applications as well as for space power applications. Furthermore, the fact
that a-Si products have higher stabilized power output at higher temperature makes these
products more desirable in warm weather environment.

During the past 10 years, there has been a rapid increase in the worldwide a-
Si production. Presently in 2002, the total worldwide a-Si production capacity exceeds
85 MW/year, including about 30 MW at United Solar Systems Corp. (USA), 20 MW at
Kaneka Corp. (Japan), 10 MW at BP Solar, Inc. (USA), 10 MW at Canon (Japan), 6 MW
at Sanyo (Japan), 3 MW at EPV (USA), 2 MW at Sovlux (Russia), and several 1-MW
plants in various companies in different parts of the world.

These production facilities can be roughly divided into two major categories: those
with substrate-type a-Si PV products and those with superstrate-type a-Si PV products.
To transform small-area R&D developments into any type of large-scale manufacturing,
key issues including uniform deposition over large areas, process gas utilization, depo-
sition rate, production throughput, process reproducibility, machine maintainability and
serviceability, process automation, and production yield must be addressed.

For a large-scale production line, in-line processes have been used by all major
manufacturers. In the following, we use the production process at United Solar as the
example for the substrate-type process and that at BP Solar as the example for the
superstrate-type process.

12.6.1 Continuous Roll-to-roll Manufacturing on Stainless Steel
Substrates

The continuous, “roll-to-roll” a-Si PV manufacturing process was developed by Energy
Conversion Devices, Inc. (ECD) and has been used by ECD’s PV joint ventures and
partners (United Solar, Sovlux, and Canon) [184–186]. Roll-to-roll refers to the process
whereby a “roll” of flexible SS is unrolled and fed into the manufacturing process, and
then the SS is again “rolled up” after a manufacturing step has been completed. The
production process can be separated into two distinct parts: the front-end coating process
and the back-end module assembly process.
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The front-end process consists of four continuous, roll-to-roll steps in separate
machines: (1) substrate washing, (2) sputter deposition of the back reflector, (3) a-Si
semiconductor deposition, and (4) ITO top electrode deposition. Rolls of magnetic SS
web, typically 125 µm thick, 0.35 m wide, and 700 m long, are guided through these
roll-to-roll machines by magnetic rollers. The roll is unwound from a modular “payoff”
chamber on one side and wound up in a modular “take-up” chamber on the other side.
Figure 12.27 is a photo of front-end facilities at an ECD designed 2-MW plant, operated
by Sovlux, and showing all four roll-to-roll machines.

In the roll-to-roll washing machine, the SS web is guided through ultrasonic deter-
gent cleaning stations with spinning brushes rubbing the surface, multiple deionized water
rinse baths, and an infrared drying chamber. An oil-free, particle-free, clean SS roll is
then wound up with protective interleaf.

The roll is then unloaded from the take-up chamber of the wash machine and
loaded into the payoff chamber of the back-reflector sputter machine. In this machine,
the SS web is pulled through several DC magnetron sputter deposition zones with metal
targets (Al, Ag, or other alloys) for the reflective layer and ZnO targets for the deposition
of ZnO buffer layer. The substrate is maintained at elevated temperature during sputtering
so that the metal films develop a texture useful for optical enhancement [185, 187].

The roll is then loaded into the RF PECVD machine for the continuous roll-to-
roll deposition of nine layers of semiconductors (nip/nip/nip) as well as all of the buffer
layers on both sides of a-SiGe absorber layers. The deposition of the different layers occurs
sequentially but in a single pass. Innovative “gas-gate” design allows the manufacturer
to isolate the feedstock gases in different chambers and to prevent cross-contamination,
while at the same time the web passes through the sequence of chambers continuously.
The gas gate utilizes laminar gas flow to effectively isolate the gases in adjacent chambers.

Figure 12.27 A photograph of the Energy Conversion Devices, Inc. 2-MW plant showing all four
front-end roll-to-roll machines for washing, back reflector sputter deposition, PECVD deposition
(right-hand side) and TCO deposition [185]
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After the semiconductor deposition, the roll is then loaded into the TCO deposition
machine, which uses either reactive evaporation of indium in oxygen ambient or sputtering
from an ITO target in an argon atmosphere. The thickness of the ITO is carefully monitored
to achieve antireflection properties.

The four roll-to-roll steps are currently not integrated into one machine. This design
reflects the different pressure ranges for the four machines: atmospheric pressure for the
washing, a few mTorr for back-reflector sputtering, around 1 Torr for PECVD, and a few
mTorr for TCO sputtering.

At this point, the SS roll is a giant solar cell, 700 m long, which needs to be
converted into many smaller series connected cells to get higher voltage for the modules.
The semiautomatic back-end process for cell interconnect and module assembly includes
the following steps. The roll of TCO coated a-Si solar cells is first cut into slabs of
selected sizes with a slab cutter. Etching paste is then applied to the edge of the slab and
activated through a belt furnace to remove ITO around the perimeter of the slab and to
define effective solar cell area. Selected small samples (coupons) are collected throughout
the run for quality-assurance and quality-control (QA/QC) evaluation. The standard slabs
then go through a shunt passivation process in an electrolyte bath to remove and isolate
small shunts by converting the TCO at the shunting point into an insulator [188]. The
grids, either carbon paste or copper wire coated with carbon paste, are then applied to
the slab to complete a strip cell, which is a big cell that generates ∼2.3 V voltage and
∼2 A current. Different numbers of strip cells, depending on the module specification,
are connected together in series with the grids/bus bar of one strip cell connected to SS
substrate (the opposite electrode) of the neighboring strip cell. By-pass diodes are also
installed at this step for the strip cell protection. The connected cells are then covered with
ethylene vinyl acetate (EVA) and Tefzel, which are transparent encapsulating layers, and
cured in an oven for appropriate time for lamination. This is then followed by selected
module framing.

Despite the need for relatively labor-intensive module assembly process at the
moment, the continuous roll-to-roll production of a-Si solar panels on SS substrate has a
number of advantages. The product is lightweight and flexible. The front-end production
process requires low maintenance and can be easily scaled up. The coated SS roll may
be cut into slabs of various sizes to make different products. For example, small sizes are
suitable as battery charger, and large sizes as metal roof shingles (more than 5 m long). A
high production yield can be maintained. The disadvantage is the need for labor-intensive
cutting, gridding, and interconnecting individual cells to create a module.

In the process at Iowa Thin Films, Inc., a flexible Kapton14 substrate is used. The
cell interconnect is achieved by laser scribing, similar to the process at BP Solar for
superstrate-type solar cells, as to be described below.

12.6.2 a-Si Module Production on Glass Superstrate

The manufacturing of a-Si solar panels on glass superstrates is being developed by sev-
eral companies including BP Solar, Inc. (USA), Energy Photovoltaics, Inc. (USA), and

14 Registered trademark of the Dupont Corporation.



556 AMORPHOUS SILICON–BASED SOLAR CELLS

Phototronics Solartechnik GmbH (Germany) [189]. A typical process is that of BP Solar’s
10-MW plant (TF1) in Toano, Virginia, (USA) [190].

The process begins with large sheets of “float” glass, 3 mm thick, with a typical size
of 1 m by 0.5 m. A textured tin oxide TCO layer is deposited using an APCVD process
either at the glass supplier’s plant or at the PV plant. The substrate is edge-polished and
cleaned before silver frits are applied as bus bars and cured in a belt furnace. This TCO
layer is “scribed” by a laser into strips about 9 mm wide. The substrates are then loaded in
the PECVD machine for the deposition of the six semiconductor layers for an a-Si/a-SiGe
pin/pin tandem structure. The semiconductor deposition is followed by the deposition of
a ZnO buffer layer. Another laser scribing is done at this point adjacent to the first scribe
lines. This second scribing is done at a lower laser power so that, while the ZnO and
a-Si layers are scribed, the underlying tin oxide layer remains intact. An aluminum layer
is sputter-deposited as the back reflector and back contact. A third scribing of the Al
adjacent to the second completes the interconnection of neighboring cells in series, as
shown in Figure 12.28. A fourth, high-power laser scribing around the perimeter of the
solar panel isolates the active area from the edges. The panel is then finished by bonding
a second glass plate onto the cells with EVA. This second piece of glass is needed for
encapsulation, which unfortunately adds weight and cost to the module.

12.6.3 Manufacturing Cost, Safety, and Other Issues

An important aspect of any manufacturing process is cost, which generally consists mostly
of raw materials, labor, capital depreciation of the machines, and administration. The
overall production cost per unit of product is reduced as the production volume goes up.
At a high production volume, perhaps 100 peak megawatts/year, 100 MWp/year, (under
illumination yielding peak power production), the cost is expected to be lower than $1/Wp.
Currently, for a-Si modules intended for outdoor use for extended time, the major costs
are the module framing, encapsulation, and the substrates (glass or SS). As an example,
for the materials cost, the current breakdown at BP Solar’s 10-MW plant is 33% for
framing and packaging, 38% for TCO/glass, 17% for germane, 7% for encapsulation, and
5% for silane and other feedstocks [63].

Another important aspect with regard to a-Si PV manufacturing is the plant safety.
Although there is no toxic material in the final product, the manufacturing processes do
involve toxic and pyrophoric gasses such as germane, phosphine, trimethylboron, silane,
hydrogen, and so on. Amorphous Si PV manufacturers, who have learned and borrowed
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a-Si/a-SiGe
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Light
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Figure 12.28 Cell interconnection of superstrate-type solar cells, used at BP Solar
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heavily from the safety procedures developed by the integrated circuit industry, use a
variety of methods to improve the safety of workers. Toxic gases are diluted in hydrogen
or silane to 1 to 20%. Gas cylinders are installed outside the building or in fireproof gas
cabinets. Toxic gas monitors are installed throughout the plants. Automatic gas isolation
and operation shutdowns are implemented. These, among other safety procedures, ensure
safe operations in these plants.

The solar conversion efficiency of production modules is generally lower than the
efficiency of the research and development (R&D) scale, small-area solar cells since pro-
duction processes are more restrained by cost reductions. The differences in efficiency
are mostly from the TCO performance, semiconductor material quality, deposition uni-
formity, encapsulation loss, bus bar shadow loss and electrical loss, and small shunts.
Rech et al. provided a detailed analysis in the efficiency differences between R&D and
manufacturing at Phototronics, Germany [191].

12.6.4 Module Performance

Two aspects of PV modules are generally evaluated: maximum solar conversion efficiency
and environmental stability. Table 12.5 lists PV modules produced by selected organiza-
tions around the world; the table separately lists modules made in R&D type machines
(area about 0.1 m2) and large-area modules (area 0.4 m2 or greater), mostly produced
from production lines. Presently in 2002, large-area modules, with approximately 8%
stable efficiency, are manufactured at United Solar and BP Solar and are commercially
available in large quantities.

Photovoltaic modules are also evaluated through various environmental tests, as
listed in UL, IEC, and IEEE standard testing procedures (see Chapter 16 for more on
module testing). These tests generally include thermal cycles between −40 to 90◦C;
humidity freeze cycles between −40 to 85◦C at 85% humidity; hail impact; wet hi-pot

Table 12.5 Stabilized efficiency of a-Si PV modules manufactured by
various companies

Structure Stable η

[%]
Size
[m2]

Company Reference

R&D modules

a-Si/a-SiGe/a-SiGe 10.5 0.09 United Solar [186]
a-Si/a-SiGe 9.1 0.08 BP Solar [160]
a-Si/a-SiGe 9.5 0.12 Sanyo [192]

Large-area modules

a-Si/a-SiGe 9.3 0.52 Sanyo [193]
a-Si/a-SiGe/a-SiGe 9.0 0.32 Fuji [160]
a-Si/a-SiGe 8.1 0.36 BP Solar
a-Si/a-SiGe/a-SiGe 7.9 0.45 United Solar
a-Si/a-Si/a-SiGe 7.8 0.39 ECD [185]
a-Si/poly-Si 10.0 0.37 Kaneka [194]
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test and light soaking. PV modules that are sold for commercial use have generally been
qualified by these testing programs.

12.7 CONCLUSIONS AND FUTURE PROJECTIONS

12.7.1 Status and Competitiveness of a-Si Photovoltaics

Over the last quarter of a century, significant progress has been made in the understanding
of properties and of deposition processes for a-Si-based materials and solar cells. There
have been impressive achievements both in increasing the conversion efficiency of solar
cells and in reducing the cost of fabrication. In 1997, a-Si-based solar cells with 15.2%
initial efficiency and 13% stable efficiency were demonstrated [8]. The manufacturing
volume of a-Si solar modules has increased more than tenfold over the past 10 years, and
capacity is presently more than 85 MWp/year. There are now seven a-Si PV manufacturers
with production capacity of 2 MWp/year or more.

In the pipeline for the future, significant progress has been made in the devel-
opment of rapid deposition processes (>5 Å/s) that achieve essentially the same quality
as the present slow processes, as discussed in Section 12.3. As rapid deposition and
high gas utilization processes are incorporated into production, further cost reduction will
be achieved.

Additionally, the use of microcrystalline silicon as the narrow band gap absorber
layer in an a-Si-based tandem solar cell has been demonstrated, and cells exceeding
12% conversion efficiency (stabilized) have been produced in different labs. The cells
incorporating µc-Si show superior light stability over extended light soaking.

Amorphous Si-based PV technology is unique compared with other PV technolo-
gies. Amorphous Si absorbs sunlight more strongly than c-Si and poly-Si because it is
amorphous; the selection rules that weaken absorption in c-Si (an “indirect band gap”
semiconductor) do not apply to a-Si. A rather thin layer of a-Si is sufficient to absorb
sunlight. Amorphous Si can be made at a low temperature on inexpensive substrates.
The product is made through a low-cost process. The energy payback time (the time
required for an a-Si module to generate the energy used in its production) was estimated
as one to two years in 1989, and has probably shrunk substantially since then [194].
One expects that the cost will continue to decline as the production volume is increased.
When deposited on selected substrates, the product can be made lightweight and flexible,
which is important for many applications. The output power of a-Si PV products also has
a positive temperature coefficient: at higher ambient temperature, for example, in areas
with more sunshine, the efficiency is higher.

Compared with other types of thin-film PV technologies, such as CdTe and copper-
indium-diselenide (CIS)-based PV technologies that have demonstrated higher efficiency
in small-area R&D type cells, a-Si photovoltaics looks attractive because (1) it has been
developed for approximately 20 years and the production process is more mature and
proven and (2) the product does not contain any hazardous materials such as Cadmium
as in CdTe photovoltaics or a large amount of expensive metal such as indium as in CIS-
based photovoltaics. The materials in amorphous silicon–based cells originate in raw
materials that are abundant on earth.
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12.7.2 Critical Issues for Further Enhancement and Future Potential

To increase application of a-Si-based PV significantly beyond today’s level, the following
issues are critical and must be addressed.

1. Light-induced degradation must be better understood. Approaches for reducing or con-
trolling the degradation need to be further developed. At this moment, there are many
engineering compromises in the device design, such as the use of thin i-layers to
limit the degradation. If the materials can be made more stable under light, these
compromises can be relaxed and the device can be made with much higher efficiency.

2. As the gross defects associated with light soaking are minimized, we shall need to
explore improvements in the drift mobility of holes.

3. We need to improve a-SiGe so that narrower band gap materials can be incorporated
into cells and more of the infrared region of the solar spectrum can be exploited.

4. Faster deposition processes need to be developed that (at least) preserve the conversion
efficiencies achieved by present processes. This is critical for low-cost and high-
throughput manufacturing. In addition, these high-rate processes must also achieve
high gas utilization.

5. Microcrystalline Si-based solar cells need to be fully explored as alternative, narrow
band gap component cells in tandem or triple-junction cells. We expect that rather
fast, >20 Å/s, deposition processes will be required. The device physics of µc-Si-
based solar cells, especially the possibilities for improving the open-circuit voltage,
need to be better understood.

6. Module design needs to be further improved and the costs associated with framing and
encapsulation need to be further reduced. At the same time the durability of modules
in standard environmental tests must be preserved or improved.

7. We need to find new applications for a-Si PV products in all of its present markets,
including building-integrated PV, space power, and consumer electronics as well as
grid-connected, large-scale power generation.

As these critical issues are successfully addressed, we expect that a-Si-based solar cells
will become more inexpensive, that there will be explosive increases in the volume of
production and widespread expansion in the market. Amorphous silicon–based cells will
become an environmentally friendly, inexpensive, and a ubiquitous source of electrical
power for our life on Earth!
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13.1 INTRODUCTION

Cu(InGa)Se2-based solar cells have often been touted as being among the most promising
of solar cell technologies for cost-effective power generation. This is partly due to the
advantages of thin films for low-cost, high-rate semiconductor deposition over large areas
using layers only a few microns thick and for fabrication of monolithically interconnected
modules. Perhaps more importantly, very high efficiencies have been demonstrated with
Cu(InGa)Se2 at both the cell and the module levels. Currently, the highest solar cell effi-
ciency is 18.8% with 0.5 cm2 total area fabricated by the National Renewable Energy
Laboratory (NREL) [1]. Furthermore, several companies have demonstrated large area
modules with efficiencies >12% including a confirmed 13.4% efficiency on a 3459 cm2

module by Showa Shell [2]. Finally, Cu(InGa)Se2 solar cells and modules have shown
excellent long-term stability [3] in outdoor testing. In addition to its potential advantages
for large-area terrestrial applications, Cu(InGa)Se2 solar cells have shown high radia-
tion resistance, compared to crystalline silicon solar cells [4, 5] and can be made very
lightweight with flexible substrates, so they are also promising for space applications.

The history of CuInSe2 solar cells starts with the work done at Bell Laboratories
in the early 1970s, even though its synthesis and characterization were first reported by
Hahn in 1953 [6] and, along with other ternary chalcopyrite materials, it had been char-
acterized by several groups [7]. The Bell Labs group grew crystals of a wide selection of
these materials and characterized their structural, electronic, and optical properties [7–9].
The first CuInSe2 solar cells were made by evaporating n-type CdS onto p-type single
crystals of CuInSe2 [10]. These devices were initially recognized for their potential as
near-infrared photodetectors since their spectral response was broader and more uniform
than Si photodetectors. Optimization for solar cells increased the efficiency to 12% as
measured under outdoor illumination “on a clear day in New Jersey” [11].

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
 2003 John Wiley & Sons, Ltd ISBN: 0-471-49196-9
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There has been relatively little effort devoted to devices on single-crystal CuInSe2

since this early work, in part because of the difficulty in growing high-quality crystals [12].
Instead, nearly all the focus has gone to thin-film solar cells because of their inherent
advantages. The first thin-film CuInSe2/CdS devices were fabricated by Kazmerski et al.
using films deposited by evaporation of CuInSe2 powder along with excess Se [13].
However, thin-film CuInSe2 solar cells began to receive a lot of attention when the first
high-efficiency, 9.4%, cells were demonstrated by Boeing [14]. At the same time, interest
in Cu2S/CdS thin-film solar cells waned owing to problems related to electrochemical
instabilities and many of these researchers turned their focus to CuInSe2.

The Boeing devices were fabricated using CuInSe2 deposited by coevaporation,
that is, evaporation from separate elemental sources [15], onto ceramic substrates coated
with a Mo back electrode. Devices were completed with evaporated CdS or (CdZn)S
deposited in two layers with undoped CdS followed by an In-doped CdS layer that served
as the main current-carrying material [15]. Throughout the 1980s, Boeing and ARCO
Solar began to address the difficult manufacturing issues related to scale-up, yield, and
throughput leading to many advancements in CuInSe2 solar cell technology. The two
groups pursued different approaches to CuInSe2 deposition, which today remain the most
common deposition methods and produce the highest device and module efficiencies.
Boeing focused on depositing Cu(InGa)Se2 by coevaporation, while ARCO Solar focused
on a two-stage process of Cu and In deposition at a low temperature followed by a reactive
anneal in H2Se.

The basic solar cell configuration implemented by Boeing provided the basis for a
series of improvements that have lead to the high-efficiency device technology of today.
The most important of these improvements to the technology include the following:

• The absorber-layer band gap was increased from 1.02 eV for CuInSe2 to 1.1–1.2 eV by
the partial substitution of In with Ga, leading to a substantial increase in efficiency [16].

• The 1- to 2-µm-thick doped (CdZn)S layer was replaced with a thin, ≤50 nm, undoped
CdS and a conductive ZnO current-carrying layer [17]. This increased the cell current
by increasing the short wavelength (blue) response.

• Soda lime glass replaced ceramic or borosilicate glass substrates. Initially, this change
was made for the lower costs of the soda lime glass and its good thermal expansion
match to CuInSe2. However, it soon became clear that an increase in device performance
and processing tolerance resulted primarily from the beneficial indiffusion of sodium
from the glass [18].

• Advanced absorber fabrication processes were developed that incorporate band gap
gradients that improve the operating voltage and current collection [19, 20].

From its earliest development, CuInSe2 was considered promising for solar cells
because of its favorable electronic and optical properties including its direct band gap with
high absorption coefficient and inherent p-type conductivity. As science and technology
developed, it also became apparent that it is a very forgiving material since (1) high-
efficiency devices can be made with a wide tolerance to variations in Cu(InGa)Se2

composition [21, 22], (2) grain boundaries are inherently passive so even films with grain
sizes less than 1 µm can be used, and (3) device behavior is insensitive to defects at
the junction caused by a lattice mismatch or impurities between the Cu(InGa)Se2 and
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CdS. The latter enables high-efficiency devices to be processed despite exposure of the
Cu(InGa)Se2 to air prior to junction formation.

High-efficiency CuInSe2-based solar cells have been fabricated by at least
10 groups around the world. While these groups employ a variety of processing
technologies, all the solar cells have the same basic cell structure built around
a Cu(InGa)Se2/CdS junction in a substrate configuration with a Mo back contact.
Figure 13.1 shows a cross-sectional schematic of a standard device. This structure utilizes
a soda lime glass substrate, coated with a sputtered Mo layer as a back contact. After
Cu(InGa)Se2 deposition, the junction is formed by chemical bath–deposited CdS with
thickness ≤50 nm. Then a high-resistance (HR) ZnO layer and a doped high-conductivity
ZnO layer are deposited, usually by sputtering or chemical vapor deposition. Either
a current-collecting grid or monolithic series interconnection completes the device or
module, respectively. A TEM micrograph of the same structure, shown in Figure 13.2,
clearly demonstrates the polycrystalline nature of these materials and the conformal
coverage of the CdS layer.

Current
collection grid  

Soda lime glass  

HR-Zno/n+-ZnO (0.5 µm) 

CdS (0.05 µm) 

Mo (0.5 µm) 

Cu(InGa)Se2 (2 µm) 

Figure 13.1 Schematic cross section of a typical Cu(InGa)Se2 solar cell

ZnO:Al

i-ZnO
CdS

Cu(InGa)Se2

Mo
Substrate

Figure 13.2 TEM cross section of a Cu(InGa)Se2 solar cell
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Several companies worldwide are pursuing the commercial development of
Cu(InGa)Se2-based modules. The most advanced, having demonstrated excellent
reproducibility in its module manufacturing using the two-stage selenization process for
Cu(InGa)(SeS)2 deposition [3], is Shell Solar Industries (SSI) in California, which was
formerly ARCO Solar and then Siemens Solar. They are now in production with 5-, 10-,
20-, and 40-W modules that are commercially available. In Germany, Würth Solar is
in pilot production using an in-line coevaporation process for Cu(InGa)Se2 deposition
and has also reported large area modules with >12% efficiency. In the USA, several
companies are in preproduction or pilot production: Energy Photovoltaics, Inc. (EPV) is
using its own in-line evaporation process, International Solar Electric Technology (ISET)
is developing a particle-based precursor for selenization, and Global Solar Energy (GSE)
is pursuing a process for roll-to-roll coevaporation onto a flexible substrate. In Japan,
Showa Shell, using a two-stage selenization process, and Matsushita, using coevaporation
for Cu(InGa)Se2 deposition, are also in production development stages.

Despite the level of effort on developing manufacturing processes, there remains
a large discrepancy in efficiency between the laboratory-scale solar cells and minimod-
ules, and the best full-scale modules. In part, this is due to the necessity for developing
completely new processes and equipment for the large-area, high-throughput deposition
needed for manufacturing thin-film photovoltaics. This is compounded by the lack of a
comprehensive scientific base for Cu(InGa)Se2 materials and devices, due partly to the
fact that it has not attracted a broader interest for other applications. This lack of a sci-
ence base has been perhaps the biggest hindrance to the maturation of Cu(InGa)Se2 solar
cell technology as most of the progress has been empirical. Still, in many areas a deeper
understanding has emerged in the recent years.

In this chapter we will review the current status and the understanding of thin-film
Cu(InGa)Se2 solar cells from a technology perspective. For deeper scientific discussion of
some aspects, we refer to suitable references. In order of presentation, this review covers
(Section 13.2) structural, optical, and electrical properties of Cu(InGa)Se2 including a
discussion of the influence of Na and O impurities; (Section 13.3) methods used to deposit
Cu(InGa)Se2 thin films, the most common of which can be divided into two general types,
multisource coevaporation and two-stage processes of precursor deposition followed by
Se annealing; (Section 13.4) junction and device formation, which typically is done with
chemical bath CdS deposition and a ZnO conduction layer; (Section 13.5) device operation
with emphasis on the optical, current-collection, and recombination-loss mechanisms;
(Section 13.6) module-manufacturing issues, including process and performance issues
and a discussion of environmental concerns; and finally, (Section 13.7) a discussion of
the outlook for CuInSe2-based solar cells and critical issues for the future. In places where
aspects of Cu(InGa)Se2 solar cells cannot be covered in full, reference will be made to
other review works that serve to complement this chapter.

13.2 MATERIAL PROPERTIES

The understanding of Cu(InGa)Se2 thin films, as used in photovoltaic (PV) devices, is
primarily based on studies of its base material, pure CuInSe2. Thorough reviews on
CuInSe2 can be found in References [23–25]. However, the material used for making solar
cells is Cu(InGa)Se2 containing significant amounts (of the order of 0.1%) of Na [26].
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Even though the behavior of CuInSe2 provides a good basis for the understanding of
device-quality material, there are pronounced differences when Ga and Na are present
in the films. More recently, Cu(InGa)Se2 has been reviewed in the context of solar cells
with an emphasis on electronic properties [27].

In this section the structural, optical, and electrical properties of CuInSe2 are
reviewed along with information about the surface and grain boundaries and the effect of
the substrate. In each case, as appropriate, the effect of the alloying with CuGaSe2 to form
Cu(InGa)Se2 and the impact of Na and O on the material properties will be discussed.

13.2.1 Structure and Composition

CuInSe2 and CuGaSe2 have the chalcopyrite lattice structure. This is a diamond-like
structure similar to the sphalerite structure but with an ordered substitution of the group I
(Cu) and group III (In or Ga) elements on the group II (Zn) sites of sphalerite. This
gives a tetragonal unit cell depicted in Figure 13.3 with a ratio of the tetragonal lattice
parameters c/a close to 2 (see Table 13.1). The deviation from c/a = 2 is called the
tetragonal distortion and stems from different strengths of the Cu–Se and the In–Se or
Ga–Se bonds.

The possible phases in the Cu–In–Se system are indicated in the ternary phase
diagram in Figure 13.4. Thin films of Cu–In–Se prepared under an excess supply of Se,
that is, normal conditions for thin-film growth of Cu(InGa)Se2, have compositions that fall
on, or close to, the tie-line between Cu2Se and In2Se3. Chalcopyrite CuInSe2 is located on
this line as well as a number of phases called ordered defect compounds (ODC), because
they have a lattice structure described by the chalcopyrite structure with an ordered inser-
tion of intrinsic defects. A comprehensive study of the Cu–In–Se phase diagram has been
completed by Gödecke et al. [32]. A detail of the Cu2Se–In2Se3 tie-line near CuInSe2 is
described by the pseudobinary phase diagram reproduced in Figure 13.5 [32] Here α is
the chalcopyrite CuInSe2, δ is a high-temperature (HT) phase with the sphalerite structure,
and β is an ODC phase. It is interesting to note that the single phase field for CuInSe2 at
low temperatures is relatively narrow as compared to earlier beliefs, and does not contain

Cu

In

Se

Figure 13.3 The unit cell of the chalcopyrite lattice structure
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Table 13.1 Selected properties of CuInSe2

Property Value Units Reference

Lattice constant a 5.78 Å [28]
c 11.62 Å

Density 5.75 g/cm3 [28]
Melting temperature 986 C [29]
Thermal expansion (a axis) 8.32 × 10−6 1/K [30]

coefficients at 273 K (c axis) 7.89 × 10−6 1/K
Thermal conductivity 0.086 [30]

at 273 K
Dielectric constant Low frequency 13.6 ± 2.4 [31]

High frequency 8.1 ± 1.4
Electrons 0.09 [30]

Effective mass [me] Holes (heavy) 0.71 [30]
Holes (light) 0.092 [30]

Energy gap 1.02 eV [30]
Energy gap temperature −2 × 10−4 eV/K [30]

coefficient

ODC
phases

CuInSe2 

Cu In

Se

In2Se3  

InSe

In2SeCu2Se

CuSe

CuSe2

Figure 13.4 Ternary phase diagram of the Cu–In–Se system. Thin-film composition is usually
near the pseudobinary Cu2Se–In2Se3 tie-line

the composition 25% Cu. At higher temperatures, around 500◦C, where thin films are
grown, the phase field widens toward the In-rich side. Typical average compositions of
device-quality films have 22 to 24 at.% Cu, which fall within the single-phase region at
growth temperature.

CuInSe2 can be alloyed in any proportion with CuGaSe2, thus forming
Cu(InGa)Se2. Similarly, the binary phase In2Se3 at the end point of the pseudobinary
tie-line can be alloyed to form (InGa)2Se3, although it undergoes a structural change at
Ga/(In + Ga) = 0.6 [33]. In high-performance devices, Ga/(In + Ga) ratios are typically
0.2 to 0.3.

One of the central characteristics of Cu(InGa)Se2 is its ability to accommodate large
variations in composition without appreciable differences in optoelectronic properties.
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Figure 13.5 Pseudobinary In2Se3 –Cu2Se equilibrium phase diagram for compositions around the
CuInSe2 chalcopyrite phase, denoted α. The δ phase is the high-temperature sphalerite phase,
and the β phase is an ordered defect phase (ODC). Cu2Se exists as a room-temperature (RT) or
high-temperature (HT) phase. (After Gödecke T, Haalboom T, Ernst F, Z. Metallkd. 91, 622–634
(2000) [32])

This tolerance is one of the cornerstones of the potential of Cu(InGa)Se2 as a material
for efficient low-cost PV modules. Solar cells with high performance can be fabricated
with Cu/(In + Ga) ratios from 0.7 to nearly 1.0. This property can be understood from
theoretical calculations that show that the defect complex 2VCu + InCu, that is, two Cu
vacancies with an In on Cu antisite defect, has very low formation energy, and also that it
is expected to be electrically inactive [34]. Thus, the creation of such defect complexes can
compensate for Cu-poor/In-rich compositions of CuInSe2 without adverse effects on the
photovoltaic performance. Furthermore, crystallographic ordering of this defect complex is
predicted [34], which explains the observed ODC phases Cu2In4Se7, CuIn3Se5, CuIn5Se8,
and so on.

The chalcopyrite phase field is increased by the addition of Ga or Na [35]. This can
be explained by a reduced tendency to form the ordered defect compounds owing to higher
formation energy for GaCu (in CuGaSe2) than for InCu (in CuInSe2). This leads to desta-
bilization of the 2VCu + InCu defect cluster related to the ODC phases [36, 37]. The effect
of Na in the CuInSe2 structure has been calculated by Wei et al. [38], with the result that
Na replaces InCu antisite defects, reducing the density of compensating donors. This the-
oretical result is supported by measurements of epitaxial Cu(InGa)Se2 films in which Na
is found to strongly reduce the concentration of compensating donors [37]. Together with
a tendency for Na to occupy Cu vacancies, the reduced tendency to form antisite defects
also suppresses the formation of the ordered defect compounds. The calculated effect of
Na is therefore consistent with the experimental observations of increased compositional
range in which single-phase chalcopyrite exists and increased conductivity [38, 39].
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13.2.2 Optical Properties

The absorption coefficient α for CuInSe2 is very high, larger than 105/cm for 1.4 eV and
higher photon energies [40]. In many studies it was found that the fundamental absorption
edge is well described by [30]

α = A(E − Eg)
2/E (13.1)

as for a typical direct band gap semiconductor. The proportionality constant A depends
on the density of states associated with the photon absorption. From this relation, a band
gap value of Eg = 1.02 ± 0.02 eV is obtained. The temperature dependence follows

Eg(T ) = Eg(0) − a T 2/(b + T ) (13.2)

where a and b are constants that vary between different measurements. In general, dEg/dT

is about −2 × 10−4 eV/K [41].

A rather complete picture of the optical properties of CuInSe2 and other Cu-ternary
chalcopyrites is given in Reference [42]. Ellipsometric measurements of carefully pre-
pared single-crystal samples were carried out and the dielectric functions were obtained
together with the complex refractive index for different polarizations. From these mea-
surements a band gap value for CuInSe2 of 1.04 eV was determined.

A similar study was also made on bulk polycrystalline ingots of Cu(InGa)Se2

having different compositions from x ≡ Ga/(Ga + In) = 0 to 1 [43]. Curves describing
the complex refractive index, n + ik, for samples with x = 0 and 0.2 are reproduced in
Figure 13.6. The complex refractive index can be used to calculate other optical param-
eters like the absorption coefficient

α = 4πk/λ (13.3)

In the same work the fundamental transitions for the different compositions were fit to
an equation describing the band gap for CuIn1−xGaxSe2 as

Eg = 1.010 + 0.626x − 0.167x(1 − x) (13.4)

In this equation the so-called bowing coefficient is 0.167. A value of 0.21 was obtained
by theoretical calculations as compared to values in the range of 0.11 to 0.26 determined
in various experiments [44].

13.2.3 Electrical Properties

CuInSe2 with an excess of Cu is always p-type but In-rich films can be made p-type or
n-type [45]. By annealing in a selenium overpressure, n-type material can be converted to
p-type, and conversely, by annealing in a low selenium pressure, p-type material becomes
n-type [46]. It is believed that this affects the concentration of Se vacancies, VSe, which
act as compensating donors in p-type films. Device-quality Cu(InGa)Se2 films, grown
with the excess Se available, are p-type with a carrier concentration of about 1016/cm3.
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Figure 13.6 Complex refractive index for CuInSe2 and CuIn1−xGaxSe2 with x = 0.2 (After
Alonso M et al., Appl. Phys. A 74, 659–664 (2002) [43])

There is a large spread in mobility values reported for CuInSe2. The highest values of hole
mobilities have been obtained for epitaxial films, where 200 cm2/Vs has been measured for
Cu(InGa)Se2 with about 1017/cm3 in hole concentration [37]. Single crystals have yielded
values in the range of 15 to 150 cm2/Vs. Electron mobilities determined from single
crystals range from 90 to 900 cm2/Vs [46]. Conductivity and Hall effect measurements
of thin-film samples are made cross-grain, but for device operation through-the-grain
values are more relevant, since individual grains may extend from the back contact to
the interface of the junction. The sheet conductivities of polycrystalline p-type films
correspond to mobility values of 5 to 50 cm2/Vs, but it is quite possible that they are
limited by transport across grain boundaries.

A large number of intrinsic defects are possible in the chalcopyrite structure.
Accordingly, a number of electronic transitions have been observed by methods such
as photoluminescence, photoconductivity, photovoltage, optical absorption, and electrical
measurements (see, for example, Reference [31]). However, it is difficult to assign transi-
tions to specific defects on an experimental basis. Instead, theoretical calculations of the
transition energies and formation energies provide a basis for identification of the different
intrinsic defects that are active in Cu(InGa)Se2. Calculations of intrinsic defects in CuInSe2

and comparison with experimental data can be found in the comprehensive paper by Zhang
et al. [47]. A summary of their results is schematically shown in Figure 13.7. The defects
that are considered most important in device-quality material are presented in Table 13.2.
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Figure 13.7 Electronic levels of intrinsic defects in CuInSe2. On the left side the theoretical values
are presented and on the right side experimentally reported values are presented. The height of the
histogram columns on the right side represents the spread in experimental data. (From Zhang S,
Wei S, Zunger A, Katayama-Yoshida H, Phys. Rev. B 57, 9642–9656 (1998) [47])

Table 13.2 The most important intrinsic defects
for device-quality CuInSe2

Defect Energy position Type

VCu EV + 0.03 eV Shallow acceptor
InCu EC − 0.25 eV Compensating donor
VSe Compensating donor
CuIn EV + 0.29 eV Recombination center

The effect of Ga on the electronic and defect properties is discussed in Refer-
ence [36]. In those calculations, acceptor levels did not differ very much between CuInSe2

and CuGaSe2, but the donor levels are deeper in the Ga-containing compound. This is con-
sistent with observations of increased p-type conductivity at high Ga-concentrations [48].
At typical device compositions, Ga/(Ga + In) < 0.3, any effect of increased Ga content
on conductivity has not been verified.

13.2.4 The Surface and Grain Boundaries

The surface morphology and grain structure are most commonly characterized by scan-
ning electron microscopy (SEM), but transmission electron microscopy (TEM) and atomic
force microscopy have also proved valuable. A typical SEM image is shown in Figure 13.8
and a TEM cross-sectional image in Figure 13.2. In general, the films used in devices
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1µm

Figure 13.8 Scanning electron microscopy image of a typical Cu(InGa)Se2 film deposited on a
Mo-coated glass substrate by coevaporation

have grain diameters on the order of 1 µm but the grain size and morphology can vary
greatly depending on fabrication method and conditions. A variety of defects including
twins, dislocations, and stacking faults have been observed [49–51].

It has been shown by X-ray photoelectron spectroscopy (XPS) that the free sur-
faces of CuInSe2 films with slightly Cu-poor composition have a composition close to
CuIn3Se5 [52], corresponding to one of the ordered defect phases. Many attempts have
been made to identify such a layer on top of the films without success. It merely seems
as if the composition gradually changes from the bulk to the surface of the films. It was
proposed by Herberholz et al. [35] that band bending induced by surface charges drives
electromigrating Cu into the bulk leaving the surface depleted of Cu. This depletion is
stopped when the composition is that of CuIn3Se5, since further depletion requires a struc-
tural change of the material. Electromigration of Cu in CuInSe2 has been demonstrated
and also correlated with type conversion of the chalcopyrite material [53].

The band bending as well as the CuIn3Se5 composition of CuInSe2 surfaces dis-
appears when the material is exposed to atmosphere for some time as oxides form on the
surface. The surface oxidation is enhanced by the presence of Na [39]. The surface com-
pounds after oxidation have been identified as In2O3, Ga2O3, SeOx , and Na2CO3 [54]. A
review of the surface and the interface properties can be found in Reference [55].

It has been common practice to posttreat Cu(InGa)Se2 devices in air at typically
200◦C. When devices were fabricated using vacuum-evaporated CdS or (CdZn)S to form
the junction, these anneals were often done for several hours to optimize the device
performance [14, 56]. The main effect associated with oxygen is explained as passivation
of selenium “surface” vacancies on the grains [57]. The VSe at the grain boundaries
can act as a recombination center. The positive charge associated with these donor-type
defects reduces the effective hole concentration at the same time that the intergrain carrier
transport is impeded. When oxygen substitutes for the missing selenium, these negative
effects are canceled.

The overall noted beneficial effect of the presence of Na on the PV performance
of Cu(InGa)Se2 thin films lacks a complete explanation. In Reference [58] it is proposed
that the catalytic effect of Na on oxidation, by enhanced dissociation of molecular oxygen
into atomic oxygen, makes the passivation of VSe on grain surfaces more effective. This
model is consistent with the observation that Na and O are predominantly found at the
grain boundaries rather than in the bulk of the grains in CuInSe2 thin films [59].
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13.2.5 Substrate Effects

The effects of the substrate on the properties of thin-film polycrystalline Cu(InGa)Se2

can be classified into three categories: (1) thermal expansion, (2) chemical effects, and
(3) surface influence on nucleation.

It can be assumed that after growth, when the substrate and film are still at the
growth temperature, the stress in the Cu(InGa)Se2 film is low. The cooling down from
growth temperature imposes a temperature change of about 500◦C, and if the thermal
expansion of the substrate and Cu(InGa)Se2 is different stress will be built up in the film.
The thermal expansion coefficient for CuInSe2 is around 9 × 10−6/K in the temperature
interval of interest, which is similar to that of soda lime glass. A CuInSe2 film deposited
on a substrate with a lower thermal expansion coefficient, such as borosilicate glass, will
be under increasing tensile stress during cooldown. Typically, such films exhibit voids
and microcracks [50]. When the thermal expansion coefficient of the substrate is higher
than that of the film material, like for polyimide, it will result in compressive stress in
the thin-film material, which may lead to adhesion failures.

The most important effect of the soda lime glass substrate on Cu(InGa)Se2 film
growth is that it supplies sodium to the growing chalcopyrite material. It has been clearly
shown that this effect is distinct from the thermal expansion match of soda lime glass [60].
The sodium diffuses through the Mo back contact, which also means that it is important
to control the properties of the Mo [61]. The resulting microstructure of Cu(InGa)Se2

is clearly influenced by the presence of Na with larger grains and a higher degree of
preferred orientation, with the (112) axis perpendicular to the substrate. An explanation
for this effect when high concentrations of Na are present has been proposed by Wei
et al. [38].

There is a wide range of preferred orientation between different growth processes,
in spite of similar device performance. One reason for this variation is most likely the
different properties of the surfaces on which the chalcopyrite material nucleates. A com-
parison between Cu(InGa)Se2 grown on normal Mo-coated substrates and directly on
soda lime glass shows that a much more pronounced (112) orientation occurs on glass, in
spite of no difference in the Na concentration, as measured in the films afterwards [18].
Further, the preferred orientation of the Cu(InGa)Se2 film has been shown to be correlated
to the orientation of the Mo film [62] or an (InGa)2Se3 precursor layer [63].

13.3 DEPOSITION METHODS

A wide variety of thin-film deposition methods has been used to deposit Cu(InGa)Se2

thin films. To determine the most promising technique for the commercial manufac-
ture of modules, the overriding criteria are that the deposition can be completed at low
cost while maintaining high deposition or processing rate with high yield and repro-
ducibility. Compositional uniformity over large areas is critical for high yield. Device
considerations dictate that the Cu(InGa)Se2 layer should be at least 1 µm thick and
that the relative compositions of the constituents are kept within the bounds determined
by the phase diagram, as discussed in Section 13.2.1. For solar cell or module fabrication,
the Cu(InGa)Se2 is most commonly deposited on a molybdenum-coated glass substrate,
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though other substrate materials including metal or plastic foils have also been used and
may have processing advantages.

The most promising deposition methods for the commercial manufacture of mod-
ules can be divided into two general approaches that have both been used to demonstrate
high device efficiencies and in pilot scale manufacturing. The first approach is vacuum
coevaporation in which all the constituents, Cu, In, Ga, and Se, can be simultaneously
delivered to a substrate heated to 400 to 600◦C and the Cu(InGa)Se2 film is formed in
a single growth process. This is usually achieved by thermal evaporation from elemental
sources at temperatures greater than 1000◦C for Cu, In, and Ga. The second approach
is a two-step process that separates the delivery of the metals from the reaction to form
device-quality films. Typically the Cu, Ga, and In are deposited using low-cost and low-
temperature methods that facilitate uniform composition. Then the films are annealed in
a Se atmosphere, also at 400 to 600◦C. The reaction and anneal step often takes longer
time than formation of films by coevaporation due to diffusion kinetics, but is amenable
to batch processing. High process rate can be achieved by moving continuously through
sequential process steps or with a batch process whereby longer deposition or reaction
steps can be implemented by handling many substrates in parallel.

13.3.1 Substrates

Soda lime glass, which is used in conventional windows, is the most common sub-
strate material used for Cu(InGa)Se2 since it is available in large quantities at low
cost and has been used to make the highest efficiency devices. Cu(InGa)Se2 depo-
sition requires a substrate temperature (TSS) of at least 350◦C and the highest effi-
ciency cells have been fabricated using films deposited at the maximum temperature,
TSS ≈ 550◦C, which the glass substrate can withstand without softening too much [64].
The glass is electrically insulating and smooth, which enables monolithic integration
into modules.

The soda lime glass has a thermal expansion coefficient of 9 × 10−6/K [64], which
provides a good match to the Cu(InGa)Se2 films. The glass composition typically includes
various oxides such as Na2O, K2O, and CaO. These provide sources of alkali impurities
that diffuse into the Mo and Cu(InGa)Se2 films during processing [18], producing the
beneficial effects discussed in Section 13.2. However, a process that provides a more
controllable supply of Na than diffusion from the glass substrate is preferred. This can
be achieved by blocking sodium from the substrate with a diffusion barrier such as SiOx

or Al2O3. Then sodium can be directly provided to the Cu(InGa)Se2 growth process by
depositing a sodium-containing precursor layer onto the Mo film [65, 66]. Commercially
available soda lime glass may also contain significant structural defects that can adversely
impact module production [67]. Borosilicate glass does not contain the alkali impurities
and may have fewer structural imperfections but has a lower thermal expansion coefficient,
4.6 × 106/K [64], and is more expensive.

Substrates such as metal or plastic foils have advantages over glass substrates owing
to their light weight and flexibility, which will be discussed in Section 13.6. Cu(InGa)Se2

devices have been demonstrated with different metal and high-temperature polyimide
substrates [68, 69].
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13.3.2 Back Contact

The Mo back contact, used for all high-efficiency devices, is typically deposited by direct
current (dc) sputtering. The thickness is determined by the resistance requirements that
depend on the specific cell or module configuration. A film with thickness 1 µm will
typically have a sheet resistance of 0.1 to 0.2 �/�, a factor of 2 to 4 higher resistivity
than bulk Mo. Sputter deposition of the Mo layer requires careful control of the pressure
to control stress in the film [70] and to prevent problems such as poor adhesion that it
might cause. During Cu(InGa)Se2 deposition, a MoSe2 layer forms at the interface [71].
Its properties are influenced by the Mo film with less MoSe2 forming on dense Mo,
sputter-deposited under low pressures [51]. This interfacial layer does not necessarily
degrade device performance. Metals other than Mo have been investigated with limited
success [72].

13.3.3 Coevaporation of Cu(InGa)Se2

The highest efficiency devices have been deposited by thermal coevaporation from ele-
mental sources [73]. An illustration of a laboratory system for Cu(InGa)Se2 coevaporation
is shown in Figure 13.9. The process uses line-of-sight delivery of the Cu, In, Ga, and
Se from Knudsen-type effusion cells or open-boat sources to the heated substrate. While
the evaporation temperatures for each metal will depend on the specific source design,
typical ranges are 1300 to 1400◦C for Cu, 1000 to 1100◦C for In, 1150 to 1250◦C for
Ga, and 300 to 350◦C for Se evaporation.

The sticking coefficients of Cu, In, and Ga are very high, so the film composition
and growth rate are determined simply by the flux distribution and effusion rate from
each source. The composition of the final film tends to follow the pseudobinary tie-line
between (InGa)2Se3 and Cu2Se (see Figure 13.4) according to the relative concentration
of Cu compared to In and Ga. The relative concentrations of In and Ga determine the band
gap of the film, according to equation (13.4), and the effusion rates can be varied over
the course of a deposition to change the film composition through its thickness. Se has a

To pump 

Evaporation
sources 

Growth
monitor  

Heater and 
substrate 

Figure 13.9 Configuration for multisource elemental coevaporation
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much higher vapor pressure and lower sticking coefficient, so it is always evaporated in
excess of that needed in the final film. Insufficient Se can result in a loss of In and Ga in
the form of In2Se or Ga2Se [74].

Different deposition variations, using elemental fluxes deliberately varied over time,
have been explored using coevaporation. Four different sequences that have been used to
fabricate devices with efficiencies greater than 16% are shown in Figure 13.10. In each
case, the targeted final composition is Cu-deficient with Cu/(In + Ga) = 0.8 − 0.9. The
total deposition time may vary from 10 to 90 min, depending on the effusion rates from
the sources. So, for a film thickness of 2 µm, typical deposition rates vary from 20 to
200 nm/min.

The first process is the simplest stationary process in which all fluxes are constant
throughout the deposition process [75]. In most cases, however, the fluxes are varied using
what is referred to as the Boeing process in which the bulk of the film is grown with Cu-
rich overall composition so that it contains a CuxSe phase in addition to Cu(InGa)Se2 [15].
The fluxes are then adjusted to finish the deposition with In- and Ga-rich flux so that the
final film composition has the desired Cu-deficient composition. One modification of this
is the second process shown in Figure 13.10. This process was first implemented with
CuInSe2 films deposited on non-Na containing substrates at TSS = 450◦C, producing films
with increased grain size and improved device performance. The effect of CuxSe as a flux
for enhanced grain growth at higher TSS was proposed by Klenk et al. [76]. However,
in devices containing Na and Ga and with TSS > 500◦C, no difference was found in the
device performance using films with Cu-rich or uniform growth processes [75].

The third process shown in Figure 13.10 is a sequential process in which the In and
Ga are deposited separately from the Cu. This was first proposed by Kessler et al. [77]
with the deposition of an (InGa)xSey compound, followed by the deposition of Cu and
Se until the growing film reaches the desired composition. The layers interdiffuse to
form the Cu(InGa)Se2 film. A modification by Gabor et al. [78] allows the Cu delivery
to continue until the film has an overall Cu-rich composition. Then a third step is added
to the process in which In and Ga, again in the presence of excess Se, are evaporated to
bring the composition back to Cu-deficient. The metals interdiffuse, forming the ternary
chalcopyrite film. This process has been used to produce the highest efficiency devices [1].
The improved device performance has been attributed to a band gap gradient, which
results from the Ga concentration decreasing from the Mo back contact to the film’s free
surface [19], and to improved crystallinity of the films [79].

The last process shown in Figure 13.10 is an in-line process in which the flux
distribution results from the substrate moving sequentially over the Cu, Ga, and In sources.
This was first simulated in a stationary evaporation system [80] and has subsequently been
implemented by several groups in pilot manufacturing systems (see Section 13.6).

A reproducible coevaporation process requires good control of the elemental fluxes
from each evaporation source. While the evaporation rates from each source can be con-
trolled simply by the source temperature, this may not give good reproducibility, especially
for the Cu source that is at the highest temperature. Open-boat sources in particular will
not give reproducible evaporation rates. Consequently, direct in situ measurement of the
fluxes is often used to control the evaporation sources. Electron impact spectroscopy [15],
quadrupole mass spectroscopy [81], and atomic absorption spectroscopy [82] have all
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Figure 13.10 Relative metal fluxes and substrate temperature for different coevaporation pro-
cesses. In all cases, a constant Se flux is also supplied

been successfully implemented. Direct flux measurement may be critical in a manufactur-
ing scale process, particularly if source depletion over long run times causes the relation
between source temperature and effusion rate to vary over time. In addition, the process
can be monitored by in situ film thickness measurement using a quartz crystal monitor, or
optical spectroscopy or X-ray fluorescence of the growing film [83]. The latter has also
been used to measure composition. When the process includes a transition from Cu-rich
to Cu-poor composition near the end of the deposition, it can be monitored by a change
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in the temperature resulting from a change in the emissivity of the film [84] or by the
infrared transmission [85].

The primary advantage of elemental coevaporation for depositing Cu(InGa)Se2

films is its considerable flexibility to choose the process specifics and to control film
composition and band gap. As proof of this flexibility, high-efficiency devices have been
demonstrated using many process variations. The primary disadvantage results from the
difficulty in control, particularly of the Cu-evaporation source, and the resulting need for
improved deposition, diagnostic, and control technology. A second disadvantage is the
lack of commercially available equipment for large-area thermal evaporation.

13.3.4 Two-step Processes

The second common approach to Cu(InGa)Se2 film formation, usually referred to as two-
step processing or selenization, has many variations in both the precursor deposition and
the Se reaction steps. This general approach was first demonstrated by Grindle et al. [86]
who sputtered Cu/In layers and reacted them in hydrogen sulfide to form CuInS2. This
was first adapted to CuInSe2 by Chu et al. [87]. The highest-efficiency Cu(InGa)Se2 cell
reported using the reaction in H2Se is 16.2%, on the basis of the active area [88], but there
has been less effort at optimizing laboratory-scale cell efficiencies than with coevaporated
Cu(InGa)Se2. Showa Shell and Shell Solar have successfully scaled up this process to
pilot commercial production and have demonstrated large-area module efficiencies as high
as 13.4% [2].

The metal precursor is used to determine the final composition of the film and
to ensure spatial uniformity. Sputtering is an attractive process because it is easily scal-
able using commercially available deposition equipment and can provide good uniformity
over large areas with high deposition rates. However, other processes may have lower
cost. CuInSe2 has been formed using metal precursor layers deposited by electrodeposi-
tion [89], thermal or electron beam evaporation [90], screen printing [91], and application
of nanoparticles [92]. Precursors that include Se, such as stacked layers of Cu/In/Se [93]
or binary selenides, have also been used as precursor materials in various sequences
and combinations [94]. Electrodeposition [95, 96] of Cu, In, Ga, and Se is effectively
just another option for precursor deposition since the films similarly require a selenium
reaction step.

The precursor films are typically reacted in either H2Se or Se vapor at 400 to
500◦C for 30 to 60 min to form the best device quality material. Poor adhesion [89]
and formation of a MoSe2 layer [97] at the Mo/CuInSe2 interface may limit the reaction
time and temperature. Reaction in H2Se has the advantage that it can be done at atmo-
spheric pressure and can be precisely controlled, but the gas is highly toxic and requires
special precautions for its use. The precursor films can also be reacted in a Se vapor,
which might be obtained by thermal evaporation, to form the CuInSe2 film [98]. A third
reaction approach is rapid thermal processing (RTP) of either elemental layers, including
Se, [99, 100] or amorphous evaporated Cu–In–Se layers [101].

The reaction chemistry and kinetics for the conversion of Cu–In precursors to
CuInSe2 has been characterized by X-ray diffraction of time-progressive reactions [102]
and by in situ differential scanning calorimetry [103]. The results of these experiments
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describe CuInSe2 formation as a sequence of reactions starting with the formation of
Cu11In9 and In liquid, which will contain a small concentration of dissolved Cu. These
react with Se to form a series of binary compounds. The formation of CuInSe2 then
follows from

2 InSe + Cu2Se + Se → 2 CuInSe2

with complete reaction in ∼15 min at 400◦C. The reaction path was shown to be the
same for the reaction of Cu/In layers in either H2Se or elemental Se [104].

The addition of Ga, regardless of the precursor deposition sequence, does not
readily give a film with uniformly increased band gap. Instead, all Ga in the reacted
film accumulates near the Mo forming a CuInSe2/CuGaSe2 structure, so the resulting
device behaves like CuInSe2 [105] and lacks the increased operating voltage and other
benefits of a wider band gap discussed in Section 13.5.4. Nevertheless, Ga inclusion
provides improved adhesion of the CuInSe2 film to the Mo back contact and greater
device performance, possibly owing to an improved structure with fewer defects [105].
The Ga and In can be effectively interdiffused, converting the films to uniform band
gap, by annealing in an inert atmosphere for 1 h at 600◦C [106]. This anneal, however,
may be impractical for commercial processing, so films in the best devices have the
band gap increased by the incorporation of S near the front surface, forming a graded
Cu(InGa)(SeS)2 layer [20, 107] that can give enhanced operating voltage in devices.

The primary advantages of two-step processes for Cu(InGa)Se2 deposition are the
ability to utilize more standard and well-established techniques for the metal deposition
and reaction and anneal steps and to compensate for long reaction times with a batch
processing mode or RTP of Se-containing precursors. Composition and uniformity are
controlled by the precursor deposition and can be measured between the two steps. The
biggest drawback to these processes is the limited ability to control composition and
increase band gap, which may limit device and module performance. Other difficulties
that must be overcome include poor adhesion and the use of hydrogen selenide, which is
hazardous and costly to handle.

13.3.5 Other Deposition Approaches

CuInSe2-based films have been deposited using a wide range of thin-film deposition
methods, in addition to those discussed above, which have been proposed as potential
low-cost alternatives for manufacturing. These include reactive sputtering [108], hybrid
sputtering in which Cu, In, and Ga are sputtered while Se is evaporated [109], closed-
space sublimation [110], chemical bath deposition (CBD) [111], laser evaporation [112],
and spray pyrolosis [113]. Great effort was made to explore different thin-film deposition
techniques before coevaporation and the two-step processes above became dominant.
These methods are reviewed in Reference [25].

13.4 JUNCTION AND DEVICE FORMATION

The first experimental device that indicated the potential for CuInSe2 in high-performance
solar cells was a heterojunction between a p-type single crystal of CuInSe2 and a thin
film of n-type CdS [10, 11]. Consequently, in the early thin-film work the junction was
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formed by depositing CdS on the CuInSe2 films [114]. The device was further developed
to contain an undoped layer of CdS, followed by CdS doped with In, both deposited
by vacuum evaporation [14]. This defined the device structure (see Figure 13.1), which
is basically the same as is commonly used today since the doped CdS is functionally a
transparent conductor. A performance gain was achieved by alloying the CdS with ZnS
to widen the band gap [15]. Further improvement of the performance was achieved when
the doped CdS layer was replaced with doped ZnO [115, 116]. The undoped CdS layer
adjacent to the Cu(InGa)Se2 film was reduced in thickness in order to maximize the
optical transmission. Since ZnO has a wider band gap than CdS, more light is transmitted
into the active part of the device, resulting in a current gain. A conformal and pinhole-free
coating of this thin CdS layer is obtained by using chemical bath deposition to make the
CdS buffer layer.

13.4.1 Chemical Bath Deposition

Chemical bath deposition (CBD) of thin-film materials can be viewed as a chemical vapor
deposition (CVD) in the liquid phase instead of the gas phase. It is also referred to as
solution growth. The method has been used in particular for chalcogenide materials such
as PbS [117], CdS [118], and CdSe [119]. A variety of precursor compounds or ions can
be used to deposit a specific compound.

Deposition of CdS buffer layers on Cu(InGa)Se2 is generally made in an alkaline
aqueous solution (pH > 9) of the following three constituents:

1. a cadmium salt; for example, CdSO4, CdCl2, CdI2, Cd(CH3COO)2

2. a complexing agent; commonly NH3 (ammonia)

3. a sulfur precursor; commonly SC(NH2)2 (thiourea).

The concentrations of the various components of the solution can be varied over a range
and each laboratory tends to use its own specific recipe. One example of a recipe that is
being used to fabricate state-of-the-art Cu(InGa)Se2 solar cells is

1. 1.4 × 1/103 M CdI2 or CdSO4

2. 1 M NH3

3. 0.14 M SC(NH2)2

The Cu(InGa)Se2 film is immersed in a bath containing the solution and the deposition
takes place in a few minutes at a temperature of 60 to 80◦C. This can be done either
by immersion in a room-temperature bath that subsequently is heated to the desired
temperature or by preheating the solution. The reaction proceeds according to the formula

Cd(NH3)4
2+ + SC(NH2)2 + 2 OH− → CdS + H2NCN + 4 NH3 + 2 H2O

In practice, the chemical bath deposition is typically done in the laboratory with a very
simple apparatus consisting of a hot plate with magnetic stirring, a beaker holding the
solutions into which the substrate is immersed, and a thermocouple to measure bath
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Figure 13.11 Typical laboratory apparatus for chemical bath deposition of CdS

temperature. A typical arrangement, incorporating a water bath for more uniform temper-
ature, is shown in Figure 13.11. Scale-up of the CBD process for manufacturing will be
discussed in Section 13.6.1.

The growth of CdS thin films by CBD occurs from ion by ion reaction or by
clustering of colloidal particles. Depending on the bath condition, the resulting CdS lattice
structure may be cubic, hexagonal, or a mixture [120]. Under typical conditions used for
Cu(InGa)Se2 solar cells, the relatively thin CdS layers grow ion by ion, resulting in dense
homogeneous films [121] with mixed cubic/hexagonal or predominantly hexagonal lattice
structure [51, 122, 123]. The films consist of crystallites with a grain size of the order of
tens of nanometers [122].

Compositional deviation from stoichiometry is commonly observed. In particular,
films tend to be sulfur-deficient and contain substantial amounts of oxygen [124, 125].
In addition to oxygen, significant concentrations of hydrogen, carbon, and nitrogen have
also been detected in device quality films [126]. The concentration of these impurities
has been correlated to a reduction of the optical band gap and the amount of cubic CdS
in relation to hexagonal CdS [127].

13.4.2 Interface Effects

The interface between the Cu(InGa)Se2 and the CdS is characterized by pseudoepitaxial
growth of the CdS and intermixing of the chemical species. Electronic band alignment
will be discussed in Section 13.5.3. Transmission electron microscopy has shown that
chemical bath–deposited CdS layers on Cu(InGa)Se2 films exhibit an epitaxial relation-
ship at the interface with (112) chalcopyrite Cu(InGa)Se2 planes parallel to the (111)
cubic or (002) hexagonal CdS planes [51, 123]. The lattice mismatch is very small for
pure CuInSe2 with a (112) spacing of 0.334 nm as compared to a spacing of 0.336 nm
for (111) cubic and (002) hexagonal CdS. In Cu(InGa)Se2 the lattice mismatch increases
with the Ga content. CuIn0.7Ga0.3Se2 and CuIn0.5Ga0.5Se2 have (112) spacing of 0.331 nm
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and 0.328 nm, respectively. Figure 13.12 displays the (112) spacing for Cu(InGa)Se2 as a
function of Ga/(In + Ga) ratio together with the (111)/(002) spacing of CdS–ZnS alloys.

When Cu(InGa)Se2 films are immersed in the chemical bath for deposition of CdS,
they are also subjected to chemical etching of the surface. In particular, native oxides are
removed by the ammonia [130]. Thus, the CBD process cleans the Cu(InGa)Se2 surface
and enables the epitaxial growth of the CdS buffer layer.

In early single-crystal work, p–n homojunction diodes were fabricated by indif-
fusion of Cd or Zn into p-type CuInSe2 [131, 132] at 200 to 450◦C. Investigations of
CuInSe2/CdS interfaces did show interdiffusion of S and Se above 150◦C and rapid Cd
diffusion into CuInSe2 above 350◦C [133]. More recently, intermixing of the constituents
of the Cu(InGa)Se2/CdS heterojunction has been observed even when the relatively low-
temperature CBD process is used for growth of the CdS layer [134]. Investigations of
the effect of a chemical bath without the thiourea showed an accumulation of Cd on the
Cu(InGa)Se2 surface, possibly as CdSe [130]. Accumulation of Cd on the Cu(InGa)Se2

surface was also observed in the initial stage of CdS growth in the complete chemi-
cal bath [135]. The results were not conclusive on whether any interfacial compound is
formed, but TEM investigations showed the presence of Cd up to 10 nm into the Cu-
deficient surface region of the Cu(InGa)Se2 layer [123]. At the same time, a reduction
of the Cu concentration was noted. An interpretation in which Cu+ is replaced with
Cd2+ is proposed, on the basis of the very close ion radii of these ions, 0.96 and 0.97,
respectively. XPS and secondary ion mass spectrometry (SIMS) profiles of Cu(InGa)Se2

films and CuInSe2 single crystals exposed to chemical baths without thiourea also show
evidence of indiffusion or electromigration of Cd [136].

13.4.3 Other Deposition Methods

In the early days of Cu(InGa)Se2 research, vacuum evaporation of 2 to 3-µm-thick CdS
was the standard method to fabricate the junction and 9.4% efficiency was obtained with
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pure CuInSe2 absorbers [14]. With evaporation it is difficult to nucleate and grow very thin
continuous CdS layers such as those normally used in current state-of-the-art Cu(InGa)Se2

devices, and the optical transmission of the window will be limited to energies less than
the CdS band gap, 2.4 eV. Substrate temperatures of 150 to 200◦C are used to obtain
good optical and electrical properties of the evaporated CdS films. This is substantially
higher than the substrate temperature used for chemical bath deposition. Improved device
performance was achieved by alloying the evaporated CdS with ZnS [15]. Mixed (CdZn)S
has a wider band gap, allowing increased optical transmission, and better lattice match to
Cu(InGa)Se2 than CdS.

The main drawback with vacuum evaporation is poor conformal coating resulting
in nonuniform and incomplete coverage of the sometimes relatively rough Cu(InGa)Se2

films. Sputter deposition leads to more conformal coverage. The general success of sput-
tering for industrial large-area deposition motivated the exploration of sputter-deposited
CdS buffer layers. Using optical emission spectroscopy to control the sputtering pro-
cess, Cu(InGa)Se2 devices with efficiencies up to 12.1% were fabricated, as compared
to 12.9% for reference cells with chemical bath–deposited CdS [137]. Both evapora-
tion and sputtering are vacuum processes, which can be incorporated in-line with other
vacuum processing steps and do not create any liquid wastes. Still, CBD remains the
preferred process for the CdS layer owing to its advantages in forming thin conformal
coatings.

Atomic layer chemical vapor deposition (ALCVD) is a method that also allows
accurate control of the growth of thin conformal layers [138]. The method is being indus-
trially used for deposition of another II-VI compound, ZnS. Inorganic precursors for
deposition of CdS require the substrate temperature to be excessively high (>300◦C) and
work with organic precursors has been limited. The strong driving force for replacement
of the environmentally nondesirable cadmium has focused the development of ALCVD on
materials other than CdS. This is also valid for regular CVD, although some metal organic
CVD (MOCVD) work has been reported. The full potential for chemical vapor–deposited
CdS has therefore not been explored.

Electrodeposition can be used to deposit CdS films but its use has not been reported
in Cu(InGa)Se2 devices.

13.4.4 Alternative Buffer Layers

The cadmium content in Cu(InGa)Se2 PV modules with CBD CdS buffer layers is low.
Investigations show that the cadmium in Cu(InGa)Se2 modules can be handled safely,
both with respect to environmental concerns and hazards during manufacturing (see
Section 13.6.5). In spite of this, it would be preferable to eliminate cadmium in new
products. There are in principle two approaches to Cd-free devices: (1) finding a buffer
material that replaces CdS and (2) omitting the CdS layer and depositing ZnO directly
onto the Cu(InGa)Se2 film. In practice, the two approaches tend to merge when the chem-
ical bath deposition of CdS is replaced with a surface treatment of the Cu(InGa)Se2 with
no or negligible film deposition before the subsequent deposition of the ZnO.

A number of approaches and materials have been tried. A selection of promising
results are presented in Table 13.3.
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Table 13.3 Performance of Cu(InGa)Se2 thin-film solar cells with various buffer layers and junc-
tion-formation methods alternative to chemical bath deposition of CdS

Buffer
material

Deposition method Efficiency
[%]

VOC

[mV]
JSC

[mA/cm2]
FF
[%]

Reference

None 10.5a 398 39.0 68 [139]
None 15.0b 604 36.2 69 [1]
ZnO MOCVD 13.9a 581 34.5 69 [140]
ZnO ALCVD 11.7 512 32.6 70 [141]
Zn treatment ZnCl2 solution 14.2b 558 36.3 70 [142]
Zn(O,S,OH)x Chemical bath 14.2c,d 567e 36.6e 68 [143]
ZnS Chemical bath 16.9a,b 647 35.2 74 [144]
Zn treatment + ZnS Chemical bath + ILGARf 14.2 559 35.9 71 [145]
Zn(Se,OH) Chemical bath 13.7b,d 535 36.1 71 [146]
ZnSe ALCVD 11.6a 502 35.2 65 [147]
ZnSe MOCVD 11.6 469 35.8 69 [148]
InxSey Coevaporation 13.0a 595 30.4 72 [149]
ZnInxSey Coevaporation 15.1 652 30.4 76 [150]
Inx(OH,S)y Chemical bath 15.7a,b 594 35.5 75 [151]
In2S3 ALCVD 13.5 604 30.6 73 [152]
aActive area
bWith antireflection layer
cMinimodule
dConfirmed
eRecalculated to single-cell values
f Ion Layer Gas Reaction

When the numbers in Table 13.3 are analyzed, one must keep in mind that the qual-
ity of the Cu(InGa)Se2 layer varies significantly between the experiments. For example, in
the early results with direct ZnO [139], the reference cells with chemical bath–deposited
CdS showed 12.4% efficiency, whereas the 15% efficiency results [1] are obtained from
Cu(InGa)Se2, which at best yielded an efficiency of 18.8%. On the other hand, an inferior
junction-formation method may cause a larger degradation of cell efficiency at higher effi-
ciency levels, since its defects may be relatively more important to the cell performance.
In order to evaluate the various Cd-free junction-formation methods from that respect, the
efficiency from each experiment is displayed in Figure 13.13 together with its reference,
or estimation thereof. In most cases, the Cd-free device is comparable to the CBD–CdS
device within typical variations.

Altogether, it appears as if there are several possibilities for obtaining high effi-
ciency without Cd. All the listed methods include one or more of the elements Zn, In, and
S. Zn is directly included in most of the buffer materials or indirectly as ZnO transparent
contact with InxSey , In(OH,S)x , and In2Se3. Indications that n-type doping with Zn occurs
similarly to that with Cd have been found by the treatment of Cu(InGa)Se2 in Cd and Zn
solutions [136], and are consistent with junction formation by solid-state diffusion into
single crystals [132].

In Figure 13.13 a slight tendency can be noted toward larger difference between
Cd-free and CdS reference cells for the direct ZnO approaches. It appears as if a buffer
layer between the Cu(InGa)Se2 and the ZnO is beneficial. Such a layer could passivate the
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Figure 13.13 The efficiency of Cu(InGa)Se2 solar cells with a selection of Cd-free junction-
formation methods together with corresponding values of Cu(InGa)Se2 cells with chemical
bath–deposited CdS

Cu(InGa)Se2 surface, which would reduce the recombination in a shallow n-type emitter,
and possibly also serve to protect the junction and near-surface region during subsequent
deposition of the transparent contact materials.

13.4.5 Transparent Contacts

The early Cu(InGa)Se2 devices used CdS doped with In or Ga as front-contact layers in
addition to the CdS buffer layer. Short wavelength light (<520 nm) was absorbed near
the surface in the thick CdS layer and did not generate any photocurrent. When chemical
bath deposition allowed CdS buffer layers to be thin enough such that it no longer limited
the short wavelength collection in the Cu(InGa)Se2, photocurrent could be gained by
increasing the band gap of the contact layer. Since the contact layer must also have high
conductivity for lateral current collection, the obvious choice is a transparent conducting
oxide (TCO), a class of materials used in such devices as displays and low-emission
coatings on window glass panes. There are three main materials in this class: SnO2,
In2O3:Sn (ITO), and ZnO. SnO2 requires relatively high deposition temperatures that
restrict the potential in Cu(InGa)Se2 devices that cannot withstand temperatures greater
than 200 to 250◦C after CdS is deposited. ITO and ZnO can both be used, but the most
common material is ZnO, favored by potentially lower material costs. A good overview
of TCO thin-film materials can be found in Reference [153].

The most commonly used low-temperature deposition method for TCO films is
sputtering. ITO layers are routinely fabricated on an industrial scale using dc sputtering.
Industrial practice is to use ceramic ITO targets and to sputter in an Ar:O2 mixture.
Typical sputter rates range between 0.1 to 10 nm/s, depending on the application [154].

Sputtering of doped ZnO films is not as developed as is sputtering of ITO. Neverthe-
less, it is the preferred method for depositing the transparent front contact on Cu(InGa)Se2
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devices, with and without CBD–CdS, in the majority of the R&D groups. Typically,
ZnO:Al films are deposited by radio frequency (rf) magnetron sputtering from ceramic
ZnO:Al2O3 targets with 1 or 2 weight% Al2O3. In large-scale manufacturing, dc sputter-
ing from ceramic targets is favored since it requires simpler equipment and offers higher
deposition rates [155].

Reactive dc sputtering from Al/Zn alloy targets has also been used in the fab-
rication of Cu(InGa)Se2/CdS devices with the same performance as with rf sputtered
ZnO:Al [156]. The use of Zn/Al alloy targets allows lower costs than ceramic ZnO:Al2O3

targets, but reactive sputtering requires very precise process control owing to the so-called
hysteresis effect [157] so that optimal optoelectronic properties are achieved only within
a very narrow process window. Deposition rates in 4 to 5 nm/s range have been achieved.

Chemical vapor deposition (CVD) provides another deposition option and is used
by one commercial manufacturer of Cu(InGa)Se2 modules to deposit ZnO [158]. The
reaction occurs at atmospheric pressure between water vapor and diethylzinc and the
films are doped with fluorine or boron.

ALCVD deposition of ZnO has also been tested [159]. The atomic layer by atomic
layer growth gives very low deposition rates, but the surface-controlled growth process
gives uniform layers within a wide process window concerning reactant flow. This allows
large batches to be processed, resulting in a reasonable throughput in spite of the limited
growth rate.

As with the Mo back contact, the requirements for sheet resistance of the trans-
parent contact layer will depend on the specific cell or module design. Typically, small
area cells use layers with 20–30 �/�, while modules may require 5–10 �/�. In either
case, the sheet resistance is usually controlled by the layer thickness.

13.4.6 Buffer Layers

It is common practice to use a buffer layer of undoped high-resistivity (HR) ZnO before
sputter deposition of the TCO layer. Depending on the deposition method and conditions,
this layer may have a resistivity of 1–100 � cm compared to the transparent contact with
10−4 –10−3 � cm. Typically, 50 nm of HR ZnO is deposited by rf magnetron sputtering
from an oxide target.

The gain in performance by using an HR ZnO buffer layer in ordinary devices
with CBD–CdS is related to the CdS thickness [156, 160, 161]. One explanation of
the role of a ZnO buffer layer is given by [160] as resulting from locally nonuniform
electronic quality of the Cu(InGa)Se2 layer that can be modeled by a parallel diode with
high recombination current. The influence of these regions on the overall performance is
reduced by the series resistance of the HR ZnO layer. This series resistance has a negligible
effect on the performance of the dominant parts of the device area. A related explanation
would attribute the local areas with poor diode characteristics caused by pinholes in the
CdS layer, which create parallel diodes with a Cu(InGa)Se2/ZnO junction. In this case
improved diode quality due to the ZnO buffer would improve overall performance. Either
case is consistent with the observation that a beneficial effect from the ZnO buffer is not
observed when the CBD–CdS layer is thick enough [161].
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Another potential reason for using an HR ZnO buffer layer is to add protection
of the interface region from sputter damage induced during deposition of the TCO layer
which typically requires more harsh conditions. This seems to be particularly important for
some alternative Cd-free buffer layers or with dc magnetron–sputtered TCO layers [162].

13.4.7 Device Completion

In order to contact laboratory test cells, a metal contact is deposited onto the TCO layer. It
is shaped as a grid with minimum shadow area in order to allow as much light as possible
into the device. Solar cell measurement standards recommend a minimum cell area of
1 cm2, but many labs routinely use cells in the order of 0.5 cm2. The metal grid contact
can be made by first depositing some tens of nanometers of Ni to prevent the formation
of a high resistance oxide layer, and subsequently depositing a few micrometers of Al.
Evaporation through an aperture mask is a suitable deposition method.

After deposition of the metal grid, the total cell area is defined by removing the
layers on top of the Mo outside the cell area by mechanical scribing or laser patterning.
Alternatively, just the layers on top of the Cu(InGa)Se2 can be removed, by photolitho-
graphy and etching, since the lateral resistance of the Cu(InGa)Se2 prevents collection
outside the cell area.

The only significant difference in the device layers between lab cells and modules
is the thickness of the TCO. Modules normally do not have any grid that assists in
current collection over the cell area, so a substantially thicker TCO layer, that is, higher
sheet conductivity, is needed in order to keep resistive losses low. A TCO layer with
higher sheet conductivity may also have lower optical transmission in the infrared due to
increased free-carrier absorption resulting in a decreased photocurrent.

13.5 DEVICE OPERATION

Cu(InGa)Se2 solar cells have achieved efficiencies approaching 20%, the highest of any
thin-film solar cells, largely by empirical processing improvements and in spite of rela-
tively poor understanding of the underlying mechanisms and electronic defects that control
the device behavior. However, a more complete picture of the device operation is emerg-
ing to enable both a better understanding of the devices and identification of pathways to
further improvements.

The operation of Cu(InGa)Se2/CdS solar cells is characterized by high quantum
efficiency (QE ) and short-circuit current. The open-circuit voltage increases with the
band gap of the absorber layer and is insensitive to grain boundaries and defects at
the Cu(InGa)Se2/CdS interface. A basic device model can be constructed in which the
voltage is limited by recombination through bulk trap states in the space charge region of
the Cu(InGa)Se2 absorber layer. Recombination at the Cu(InGa)Se2/CdS interface is min-
imized by proper doping and band alignment or surface treatment to create an effective
n-type inversion layer in the near-junction region of the absorber layer.

The device operation can be described by identifying loss mechanisms. These
can be divided into three categories. The first are optical losses that limit generation of
carriers and therefore the device current. The second are recombination losses that limit
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the voltage. Finally, there are parasitic losses, such as series resistance, shunt conductance,
and voltage-dependent current collection, which are most evident by their effect on the
fill factor but can also reduce JSC and VOC.

13.5.1 Light-generated Current

The highest efficiency Cu(InGa)Se2 device has JSC = 35.2 mA/cm2 [1] out of a possible
42.8 mA/cm2 available for a band gap of 1.12 eV under AM1.5 global illumination. Quan-
tum efficiency is a valuable tool to characterize the losses responsible for this difference in
current. The light-generated current is the integral of the product of the external quantum
efficiency (QE ext) and the illumination spectrum. QE ext is controlled by the band gap of
the Cu(InGa)Se2 absorber layer, the CdS and ZnO window layers, and a series of loss
mechanisms. These losses are illustrated in Figure 13.14 where typical QE curves at two
different voltage biases, 0 V and −1 V, are shown. The QE curve at −1 V is slightly
higher at longer wavelengths. The current loss under 100 mW/cm2 illumination is listed
in Table 13.4 for each of these mechanisms. Losses 1 to 5 are optical and 6 is electronic.
In practice, the magnitude of each of these losses will depend on the details of the device
design and optical properties of the specific layers. The losses include the following:

1. Shading from a collection grid used for most devices. In an interconnected module this
will be replaced by the area used for the interconnect, as discussed in Section 13.6.2.

2. Front surface reflection. On the highest-efficiency devices this is minimized with an
antireflection layer for which an evaporated MgF2 layer with thickness ∼100 nm is
commonly used. However, this is not practical in a module in which a cover glass is
typically required.
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Figure 13.14 Quantum efficiency (solid lines) at 0 V and −1 V and optical losses for a
Cu(InGa)Se2/CdS solar cell in which the Cu(InGa)Se2 has Eg = 1.12 eV
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Table 13.4 Current loss, �J , for E > 1.12 eV due to the optical and
collection losses illustrated in Figure 13.14 for a typical Cu(InGa)Se2/CdS
solar cell

Region in
Figure 13.14

Optical loss mechanism �J

[mA/cm2]

(1) Shading from grid with 4% area coverage 1.7
(2) Reflection from Cu(InGa)Se2/CdS/ZnO 3.8
(3) Absorption in ZnO 1.8
(4) Absorption in CdS 0.8
(5) Incomplete generation in Cu(InGa)Se2 1.9
(6) Incomplete collection in Cu(InGa)Se2 0.4

3. Absorption in the TCO layer. Typically, there is 1 to 3% absorption through the visible
wavelengths, which increases in the near IR region, λ > 900 nm, where free-carrier
absorption becomes significant, and for λ < 400 nm near the ZnO band gap.

4. Absorption in the CdS layer. This becomes appreciable at wavelengths below ∼520 nm
corresponding to the CdS band gap 2.42 eV. The loss in QE for λ < 500 nm is
proportional to the CdS thickness since it is commonly assumed that electron–hole
pairs generated in the CdS are not collected. Figure 13.14 shows a device with a
∼30 nm-thick CdS layer. In practice, the CdS layer is often thicker and the absorption
loss greater.

5. Incomplete absorption in the Cu(InGa)Se2 layer near the Cu(InGa)Se2 band gap. Band
gap gradients, resulting from composition gradients in many Cu(InGa)Se2 films, also
affect the steepness of the long-wavelength part of the QE curve. If the Cu(InGa)Se2 is
made thinner than ∼1.0 µm, this loss becomes significant [163] because of insufficient
absorption at long wavelengths.

6. Incomplete collection of photogenerated carriers in the Cu(InGa)Se2, discussed below.

QE ext is then given by

QE ext(λ, V ) = [1 − R(λ)][1 − AZnO(λ)][1 − ACdS(λ)] QE int(λ, V ) (13.5)

where R is the total reflection, including the grid shading, AZnO is the absorption in
the ZnO layer and ACdS is the absorption in the CdS layer. QE int, the internal quantum
efficiency, is the ratio of photogenerated carriers collected to the photon flux that arrives
at the absorber layer and can be approximated by [164]

QE int(λ, V ) ∼= 1 − exp[−α(λ)W(V )]

αL + 1
(13.6)

where α is the Cu(InGa)Se2 absorption coefficient, W is the space charge width in the
Cu(InGa)Se2, and L is the minority carrier diffusion length. This approximation assumes
that all carriers generated in the space charge region are collected without recombination
loss. Since W is a function of the applied voltage bias, QE int and total light-generated
current are, in general, voltage-dependent, so the latter can be written as JL(V ). Values
of W in the range 0.1–0.5 µm have been reported for typical cells at 0 V.
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Figure 13.15 Absorption of light with different wavelengths in Cu(InGa)Se2 with x = 0.2

The absorption of light with different wavelengths in Cu(InGa)Se2 with x = 0.2
is shown in Figure 13.15. At thickness d , this is given by exp(−αd) with α calculated
at each wavelength using equation (13.3) and the data in Figure 13.6. If the effective
collection length L + W is smaller than 0.5 to 1 µm, a significant fraction of electrons
are generated deeper into the Cu(InGa)Se2 layer, and their incomplete collection can be a
significant loss mechanism for Cu(InGa)Se2 devices [116, 165]. The effect of JL(V ) on
current–voltage behavior increases with forward voltage bias and therefore has its largest
effect on the fill factor and VOC [166, 167]. The effect of a voltage-dependent collection
on JSC is illustrated in Figure 13.14 by the increase in QE measured at −1 V applied
voltage bias compared to that measured at 0 V.

13.5.2 Recombination

The current–voltage (J –V ) behavior of Cu(InGa)Se2/CdS devices can be described by a
general diode equation:

J = JD − JL = JO exp
[ q

AkT
(V − RSJ )

]
+ GV − JL (13.7)

with the diode current JO given by:

JO = JOO exp
(
− �b

AkT

)
(13.8)

The ideality factor A, barrier height �b, and prefactor JOO depend on the specific recombi-
nation mechanism that dominates JO, while the series resistance RS and shunt conductance
G are losses that occur in series or parallel with the primary diode. General expres-
sions for A, �b, and JOO in the cases of recombination through the interface, space
charge region, or bulk of the absorber layer can be found in various textbooks (see, for
example [168]).
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Figure 13.17 Quantum efficiency curves for the devices shown in Figure 13.16

To understand the specific diode behavior of Cu(InGa)Se2/CdS solar cells, it is
instructive to look at the effect of the Cu(InGa)Se2 band gap, varied by changing x ≡
Ga/(In + Ga), and temperature. Figures 13.16 and 13.17 show J –V and QE curves for
3 devices with x = 0, 0.24, and 0.61, corresponding to Eg = 1.02, 1.16, and 1.40 eV,
respectively. VOC increases and the position of the long-wavelength QE edge shifts to
greater energy as Eg increases. Figure 13.18 shows the temperature dependence of VOC for
these devices. In each case, as T → 0, VOC → Eg/q. Thus, combining equations (13.7)
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Figure 13.18 Temperature dependence of VOC for the devices shown in Figure 13.16

and (13.8) and assuming G � JL/VOC, the open-circuit voltage becomes

VOC = Eg

q
− AkT

q
ln

(
JOO

JL

)
(13.9)

with the barrier height �b = Eg.

The different recombination paths are effectively connected in parallel so that
VOC will be controlled by the single dominant mechanism with the highest current.
The values of �b and A can be used to distinguish between recombination in the bulk
absorber, in the space charge region of the Cu(InGa)Se2, or at the Cu(InGa)Se2/CdS
interface [27, 169]. Each of the curves in Figure 13.16 can be fit to equation (13.7) with
A = 1.5 ± 0.3. For a wide range of thin-film solar cells, it has been demonstrated that
VOC(T → 0) = QE g and 1 < A < 2 similar to the data above. Specifically, this has been
shown for CuInSe2 [116, 170] and Cu(InGa)(SeS)2 [171] devices, independent of the
(CdZn)S buffer-layer band gap [170], and for a variety of different absorber-layer depo-
sition processes [172]. These results for �b and A indicate that Cu(InGa)Se2/CdS solar
cells operate with the diode current controlled by Shockley–Read–Hall type recombi-
nation in the Cu(InGa)Se2 layer [168]. This recombination is greatest through deep trap
states in the space charge region of the Cu(InGa)Se2 where there are comparable sup-
plies of electrons and holes available, that is, p ≈ n. The variation in A between 1 and
2 depends on the energies of the deep defects that act as dominant trap states [173]. As
these states move toward the band edges, A → 1 and the recombination becomes closer
to band-to-band bulk recombination.

These observations exclude recombination in the neutral bulk region of the
absorber layer, which should give A = 1. Interface recombination would give �b <

Eg[Cu(InGa)Se2] with a dependence on the (CdZn)S band gap, although A might vary
from 1 to >2 [174]. Back surface recombination at the Mo/Cu(InGa)Se2 interface will
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be negligible so long as the minority-carrier diffusion length is small compared to the
total Cu(InGa)Se2 thickness. If L + W ≈ d , a back surface field may be implemented,
for example, by increasing the Ga content near the Mo to give a band gap gradient.

In real Cu(InGa)Se2 materials with imperfect structures, trap defects will not exist at
discrete energies but form defect bands or tails at the valence and conduction bands. Then
the total recombination current can be determined by integrating over the defect spec-
trum. Recombination through an exponential bandtail was used to explain the temperature
dependence in A observed in some devices [175]. Analysis of the temperature dependence
of A was further explained by a tunneling enhancement of the recombination current,
particularly at reduced temperatures [176]. The same defects in the Cu(InGa)Se2 space
charge region that control recombination were also used to explain observed metastabilities
including persistent photoconductivity and open-circuit voltage decay [177]. Admittance
spectroscopy has proved to be a useful tool to characterize the distribution of electronic
defects in Cu(InGa)Se2/CdS solar cells [178] and the density of an acceptor state ∼0.3 eV
from the valence band has been correlated to VOC [179]. The minority-carrier lifetime is
another valuable parameter to characterize Cu(InGa)Se2/CdS devices. Transient photocur-
rent [180] and time-resolved photoluminescence [167] measurements each were used to
calculate lifetimes in the range of 10 to 100 ns for high-efficiency devices. Still, a critical
problem that remains is to identify which of the calculated or measured defects discussed
in Section 13.2 provides for the recombination traps that limit voltage in the devices. A
good review of the characterization of electronic defects and their effect on Cu(InGa)Se2

devices is provided by Rau and Schock [27].

In practice, analysis of J –V data is commonly used to determine the diode param-
eters JO, A, and �b. This requires that RS and G are negligible, or suitable corrections are
made to the data, and that JL is independent of V . Failure to account for JL(V ) can lead to
errors in analysis of current–voltage data [166] and in many cases the fundamental diode
parameters cannot be reliably determined except from J –V data measured in the dark.
In addition, it must be verified that there are no nonohmic effects at any contacts or junc-
tions, which cause the appearance of a second diode for which equation (13.7) does not
account. Such nonohmic behavior is often observed at reduced temperatures [170, 172].
Once it has been demonstrated that all these parasitic effects are negligible, or corrections
have been made, then JO can be determined by a linear fit to a semilogarithmic plot of
J + JL versus V –RSJ and A can be determined from the slope of the derivative dV/dJ

versus 1/J in forward bias [181], or both JO and A can be obtained by a least squares
fit to equation (13.7). Finally, �b can be determined from the temperature dependence of
VOC as in Figure 13.18.

It must be noted that most descriptions of transport and recombination ignore the
effect of grain boundaries, implicitly assuming that grains are columnar and all transport
can proceed without crossing grain boundaries. However, this is rarely, if ever, strictly
true, so a comprehensive description of Cu(InGa)Se2 solar cells must account for the
possibility of recombination at grain boundaries reducing current collection or voltage.
The effect of grain boundaries can be expressed as an effective diffusion length, leading to
the conclusion that grain-boundary recombination is small [27]. This can occur if the grain
boundaries are doped more p-type than the bulk grains so that electrons are prevented
from reaching and recombining at defects in the grain boundaries [169].
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13.5.3 The Cu(InGa)Se2/CdS Interface

It may seem surprising that recombination at the Cu(InGa)Se2/CdS interface does not
limit VOC since, in processing Cu(InGa)Se2 solar cells, no special efforts are made to
match lattices or reduce interface defects and the devices are typically exposed to air
between the Cu(InGa)Se2 and CdS depositions. This can be explained by type inversion
of the near-junction region of the Cu(InGa)Se2 induced by the band alignment and dop-
ing [169, 182–184]. In this case, the Fermi level at the interface is close to the conduction
band so that electrons in the near surface region of the Cu(InGa)Se2 are effectively major-
ity carriers and there is an insufficient supply of holes available for recombination through
the interface states. It has alternatively been proposed that doping due to Cd diffusion
during the chemical bath deposition of CdS results in the formation of an n-type emitter
and a p–n homojunction in the Cu(InGa)Se2 [136]. This would require the junction to
remain very close to the Cu(InGa)Se2/CdS interface to minimize recombination of carriers
generated near the interface, and would therefore be very process-specific.

The Cu(InGa)Se2/CdS band diagram shown in Figure 13.19 demonstrates that the
conduction-band offset �EC between the CdS and the Cu(InGa)Se2 is critical for creat-
ing the type inversion in the Cu(InGa)Se2. In this diagram, the bulk Cu(InGa)Se2 layer is
p-type with Eg depending on the relative Ga concentration, the CdS layer is n-type with
Eg = 2.4 eV and is totally depleted, and the bulk ZnO n+-layer has Eg = 3.2 eV. A thin
HR ZnO layer between the n+-ZnO layer and the CdS is also assumed to be depleted. Pos-
itive �EC indicates a spike in the conduction band, that is, the conduction-band minimum
in the CdS is at higher energy than the conduction-band minimum of the Cu(InGa)Se2.
Figure 13.19 shows the case with �EC = 0.3 eV and a −0.3 eV conduction-band offset
between the ZnO and the CdS [52]. Models of current transport and recombination have
considered the effect of �EC [184–187]. These models show that if �EC is greater than
about 0.5 eV, collection of photogenerated electrons in the Cu(InGa)Se2 is impeded and

ZnO
Eg = 3.2 eV

CdS 
Eg = 2.4 eV

Cu(InGa)Se2
Eg = 1.2 eV

EC

∆EC

EF

EV

JREC
(p = n)

Figure 13.19 Band diagram of a ZnO/CdS/Cu(InGa)Se2 device at 0 V in the dark. Note that the
recombination current JREC is greatest where p = n in the space charge region of the Cu(InGa)Se2

and not at the interface
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JSC or FF is reduced sharply. With a smaller spike, electrons can be transported across
the interface assisted by thermionic emission [185]. On the other hand, for sufficiently
negative �EC the induced type inversion of the Cu(InGa)Se2 near the interface is elimi-
nated and interface state recombination will limit VOC. An ODC layer at the surface of the
absorber layer increases the band gap and primarily affects the valence band [188], so it
may enhance type inversion near the junction. However, there is no convincing evidence
that this layer exists in devices, so it is not shown in Figure 13.19.

Owing to its importance in the electronic behavior of Cu(InGa)Se2/CdS devices,
several efforts have been made to calculate or measure �EC with varying results.
Band-structure calculations gave �EC = 0.3 eV [189]. XPS and ultraviolet photoelectron
spectroscopy (UPS) measurements of the valence band alignment indicate a positive �EC

between 0.2 and 0.7 eV [52, 190, 191]. These electron spectroscopy methods require
ultrahigh vacuum conditions that necessitates that the CdS is deposited by vacuum
evaporation. It is possible that the interface formation is different when CdS is grown
by chemical bath deposition, for example, due to chemical interdiffusion, resulting in
a different alignment of the conduction bands. Indirect measurements of the junction
formed with chemical bath deposited CdS using a surface photovoltage technique
gave �EC = −0.1 eV [192]. Finally, inverse photoemission spectroscopy showed that
substantial chemical intermixing occurs across the interface resulting in �EC = 0 [193].

13.5.4 Wide and Graded Band Gap Devices

While the highest efficiency devices generally have Ga/(In + Ga) ≈ 0.1–0.3 giving Eg ≈
1.1–1.2 eV, significant effort has been made to develop high-efficiency solar cells based
on wider band gap alloys. This is driven primarily by the expectation that wider band gap
alloys will yield higher module efficiencies due to reduced losses related to the trade-off
between higher voltage and lower current at maximum power. The resulting reduction in
power loss, proportional to I 2R, can be used to either (1) increase the module’s active
area by reducing the spacing between interconnects or (2) decrease the optical absorption
in the TCO layers since they can tolerate greater resistance. Wider band gap should give
a lower coefficient of temperature for the device or module output power, which will
improve performance at the elevated temperatures experienced in most real terrestrial
applications. Wide band gap devices could also be used as the top cell in a tandem or
multijunction cell structure.

The wider band gap materials that have attracted the most attention for devices are
Cu(InGa)Se2 and CuInS2. CuGaSe2 has Eg = 1.68 eV, which is well suited for the wide
band gap cell in tandem structures. CuInS2 has Eg = 1.53 eV, which could be nearly
optimum for a single-junction device. The highest-efficiency devices based on CuInS2 are
deposited with Cu-rich overall composition and then the excess Cu, in the form of a CuxS
second phase, is etched away before CdS deposition [194]. Cu(InAl)Se2 solar cells have
also been considered [195]. Since CuAlSe2 has Eg = 2.7 eV, the alloy requires smaller
changes in relative alloy concentration and lattice parameter from CuInSe2 than the Ga
alloys to achieve comparable band gap. The highest efficiency devices of different alloys
are listed in Table 13.5.

The effects of Ga incorporation on device behavior are not fully understood. The
addition of a small amount of Ga to CuInSe2 increased the open-circuit voltage even when
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Table 13.5 Highest-efficiency devices for different alloy absorber layers

Material Eg

[eV]
Efficiency

[%]
VOC

[%]
JSC

[mA/cm2]
FF
[%]

Reference

CuInSe2 1.02 15.4 515 41.2 72.6 [80]
Cu(InGa)Se2 1.12 18.8 678 35.2 78.6 [1]
CuGaSe2 1.68 8.3 861 14.2 67.9 [196]
CuInS2 1.53 11.4 729 21.8 71.7 [197]
Cu(InAl)Se2 1.16 16.9 621 36.0 75.5 [198]
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Figure 13.20 Efficiency (�) and VOC (ž) as a function of Cu(InGa)Se2 band gap, varied by
increasing the relative Ga content, (From Shafarman W, Klenk R, McCandless B, Proc. 25th IEEE
Photovoltaic Specialist Conf., 763–768 (1996) [199]. The dashed line has slope �VOC/�Eg = 1

the Ga was confined to the back of the absorber and did not increase the band gap in the
space charge region [105]. The effect of increasing band gap in Cu(InGa)Se2/CdS solar
cells on VOC and efficiency is shown in Figure 13.20. Efficiency is roughly independent of
band gap for Eg < 1.3 eV or Ga/(In + Ga) < 0.5 [165, 199]. With even wider band gap,
VOC increases to greater than 0.8 V, but the efficiency decreases. This indicates poorer
electronic properties of the Cu(InGa)Se2 absorber layer, which has two effects: voltage-
dependent current collection [165], which causes the fill factor to decrease, and increased
recombination [200], which reduces VOC below that expected from equation (13.9) [27].
The dashed line in Figure 13.20 shows a line with slope �VOC/�Eg = 1. Ideally, the
increase in VOC would have only a slightly smaller slope due to the dependence on
JL in the second term of equation (13.9). Admittance spectroscopy showed a correlation
between the recombination and the density of a defect with an activation energy ∼0.3 eV,
which increases with Eg [200]. Transient photocapacitance measurements showed a defect
band centered at 0.8 eV from the valence band, which moves closer to midgap for increas-
ing band gap and therefore becomes more efficient as a recombination trap [201]. As the
band gap becomes wider, type inversion of the absorber layer near the interface may no
longer occur and interface recombination can become more significant. Analysis of both
CuGaSe2 [202] and CuInS2 [203] solar cells showed that the low open-circuit voltages
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could be caused by either space charge or interface recombination, depending on the
device preparation.

Band gap gradients formed by controlled incorporation of Ga or S have been
proposed as a means to increase device efficiency by separately reducing recombination
and collection losses [19, 204–206]. A gradient in the conduction band from wide at
the Cu(InGa)Se2/Mo interface to narrow near the space charge region has been used to
enhance minority-carrier collection [199, 206] and to reduce back surface recombination
when the diffusion length is comparable to the film thickness [207]. Alternatively, a
gradient from wide at the Cu(InGa)Se2/CdS interface to narrow at the edge of the space
charge region could reduce recombination and increase VOC. In this case, the smaller
band gap in the bulk portion of the device can still enable high optical absorption and
JSC [19, 206]. The most effective implementation of a surface band gap gradient may be
the incorporation of S near the front surface [20] since the main effect is in lowering the
valence band, instead of raising the conduction band as with Ga, and there should be less
impact on collection of light-generated electrons.

13.6 MANUFACTURING ISSUES

The competitiveness of a PV technology will primarily be governed by its performance,
stability, and costs. The best Cu(InGa)Se2 cells and modules have demonstrated efficiency
on a par with commercial crystalline silicon products. Long-term stability appears not to
be a significant problem, as shown in field tests of prototype modules, but low-cost
production remains to be demonstrated in practice.

It is evident that thin films have the potential to be produced at very low costs.
Moisture barriers of aluminum films that are deposited on plastic foils to be used, for
example, in potato chip bags cost less than 0.01 $/m2 to produce. This particular example
is at the low end of production costs and more advanced functional coatings are in general
substantially more expensive to manufacture. Thin film coatings on architectural glass cost
on the order of 1 $/m2. Thus PV modules constructed from thin-film materials have the
possibility for very low manufacturing costs. Whether Cu(InGa)Se2 module production
will be able to achieve this low-cost potential will depend on how well the process
technology fulfills the requirements for material costs, throughput, and yield.

13.6.1 Processes and Equipment

Deposition processes can be either batch-type, in which a number of substrate plates are
processed in parallel, or in-line, in which one substrate plate immediately follows the
preceding one. In batch processing, a process step is completely finished before the next
batch is started, whereas a substrate plate may enter an in-line process step before the
previous substrate is finished in order to keep the line continuously running.

One common view on volume production is that in-line continuous processing is a
prerequisite for low costs. Fabrication of large-area thin-film products with physical vapor
deposition is often made in a continuous or quasi-continuous in-line system. However, the
cost of a batch process can be equally low, provided the throughput is large enough. For
manufacturing of Cu(InGa)Se2 modules, this means that the CdS chemical bath deposition
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can well fulfill low-cost production criteria even though it is normally a batch process.
Similarly, growth of the Cu(InGa)Se2 layer by batch selenization does not necessarily need
to be associated with higher costs than Cu(InGa)Se2 fabricated by in-line coevaporation,
provided the cycle time is short enough or batch size large enough.

The commercial availability of large-area deposition systems depends on the spe-
cific process. Sputtering deposition is widely used for fabrication of large-area thin-film
coatings of various kinds, for example, in the glass industry. Similar processes are used
in the fabrication of most Cu(InGa)Se2 modules for the Mo back contact and the TCO
front contact, so the same type of equipment, available from a number of suppliers, can
be used.

Sputtering is also typically used for deposition of the metal precursor films for fab-
rication of the Cu(InGa)Se2 layer by a two-step process. The selenization step, however,
requires specific custom-made process equipment. This could be selenization furnaces in
which batches of plates with the precursor layers are exposed to a selenium-containing
atmosphere or an in-line selenization chamber in which the plates are continuously
transported through an environment with elemental selenium and substrate temperature
control [208].

Elemental coevaporation of the Cu(InGa)Se2 layer requires custom-made equip-
ment including specially designed evaporation sources for uniform deposition of large-area
substrates with accurate control. In-line evaporation using linear sources is a straightfor-
ward approach that is being developed at several laboratories and companies. An example
of such a piece of equipment is illustrated in Figure 13.21.

The chemical bath deposition of CdS or Cd-free buffer layers is suitable for low-
cost batch processing, in that it is a surface-controlled process that requires a limited
solution volume. The equipment for dipping batches of Cu(InGa)Se2-coated substrate
plates is relatively simple and can be custom-made. The dry buffer deposition methods
under investigation have not been developed to a stage in which manufacturing is under
consideration.

Chemical vapor–deposited doped ZnO as an alternative to sputtering is typically
done as a batch process with a relatively small number of substrate plates deposited per

Atmosphere Vacuum Vacuum Atmosphere

Raw
plates 

Evaporation sources Coated
plates 

Figure 13.21 In-line coevaporation system for Cu(InGa)Se2 with linear evaporation sources above
the substrate plates and heaters below them [Courtesy of Zentrum für Sonnenenergie- und Wasser-
stoff-Forschung (ZSW)]. Reproduced by permission of Michael Powalla, ZSW Stuttgart, 2001
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run. Throughput will eventually become an issue. However, in-line CVD processes have
been developed, for example, in the manufacture of amorphous silicon solar modules.

13.6.2 Module Fabrication

Soda lime float glass is the substrate material that so far has given the best results in
terms of both performance and reproducibility. It fulfills criteria on cost (3 $/m2 for
4-mm-thick glass in large volumes), smoothness, and stability, so it is well suited for
commercial production. One limitation that needs to be addressed in the development of
production processes is that soda lime glass starts to soften above 500◦C. At the same
time, the best PV properties of Cu(InGa)Se2 are achieved at growth temperatures above
500◦C. Plastic deformation due to glass softening is not acceptable in a module-production
process and careful optimization of the time–temperature profile is needed to minimize
the deformation.

Flexible substrate materials are attractive both for the possibility to make a
lightweight flexible product with advantages for certain applications and for the possibility
to deposit the thin-film materials in roll-to-roll processes, which are potentially cost-
advantageous. Such roll-to-roll processing of semiconductor thin films was originally
demonstrated with evaporation of CdS for solar cells [209]. The substrate materials
that have shown promising results are polyimide, titanium, and steel [68, 69]. The
drawbacks of polyimide are low-temperature tolerance, since the best polyimide films
readily available can only withstand 400 to 450◦C, and high thermal expansion. The main
drawback of titanium and steel is their conductivity, which means that an electrically
isolating layer is needed in order to allow monolithic series-interconnection of the cells.
Such an isolation layer is not easy to make without local defects that will cause shunting
of the cells. For these flexible substrate materials, sodium has to be supplied separately.

An essential cost advantage with thin-film PV modules as compared to silicon
wafer–based PV modules is the possibility of monolithic interconnection. This allows
modules to be fabricated directly, instead of first making cells followed by tabbing and
stringing to make the series interconnection as required for silicon-wafer solar cells. A
typical monolithic interconnection is illustrated schematically in Figure 13.22. The most
common way to make the patterning is by using laser ablation for the Mo patterning (P1)
and mechanical scribing for the two subsequent patterning steps (P2 and P3).

The final fabrication steps include attachment of electrical wires and buss bars.
These are metal stripes that can be soldered, welded, or glued to contact areas near the
edges of the substrate plates. Before lamination with a front cover glass, the thin-film
layers are removed from the outer rim of the substrate plate in order to improve the
adhesion to the lamination material, which is usually ethylene vinyl acetate (EVA). Edge
sealing and framing finishes the product, but can be omitted for some applications.

13.6.3 Module Performance

The evolution of record efficiencies as reported from the certified measurement labs
is displayed in Figure 13.23. The module efficiencies lag behind the cell efficiencies
but follow the same basic trend. There are additional losses associated with making
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Figure 13.22 Schematic description of the manufacturing steps to make monolithic interconnec-
tions for thin-film Cu(InGa)Se2 PV modules
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Figure 13.23 Evolution of Cu(InGa)Se2 device record efficiencies in the past decade. All data
are taken from the Solar Cell Efficiency Tables periodically published in Progress in Photovoltaics
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series-interconnected modules instead of cells, both from series resistance and from
inactive device area. In an optimized, conventional thin-film module design, these kinds
of losses correspond to about 1% unit of efficiency. With a more advanced design using
metal grids for interconnection, interconnect losses can be made nearly negligible [210].
Another kind of difference between modules and record cells is associated with the free-
dom to use higher process temperatures for cells that are not sensitive to deformed glass.
These results are not necessarily relevant to module fabrication but indicate the potential
of the materials.

In a product the initial efficiency is of little interest if it deteriorates after some
time in operation. Cu(InGa)Se2 modules fabricated by ARCO Solar and later Siemens
Solar have shown stable performance in field tests over more than 12 years [3], as shown
in Figure 13.24. On the other hand, severe degradation has been observed after exposure
of cells to 85% relative humidity at 85◦C for 1000 h [211], the so-called damp heat test,
which is one of the certification tests in the IEC 61 646 protocol. While this test is rather
severe and may not be relevant to thin-film modules, it shows the need for encapsulation
techniques that minimize the exposure of the thin-film materials to moisture.

The outdoor module performance demonstrated in Figure 13.24 shows that
Cu(InGa)Se2 PV modules have the stability and performance to compete in any power
application, be it stand-alone or grid-connected. Thin-film modules have a great advantage
over silicon-wafer PV for consumer applications in which the power needed often is
relatively small. The large substrate plates, which have a power of 40 WP or more, can
easily be cut into smaller pieces, to essentially any power specification. This is much
less costly than making small crystalline-silicon modules in which each cell has to be cut
into pieces before assembling the modules. Additionally, the patterning structure of the
interconnects can be designed to fit a large variety of shape and voltage requirements.
Aesthetically, the solid black appearance of Cu(InGa)Se2 modules may be preferred to the
nonuniform bluish appearance of the silicon-wafer modules in some building-integrated
applications.
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Figure 13.24 Examples of outdoor testing results at NREL of Cu(InGa)Se2 modules showing
stability over 12 years. Fluctuations in years 1992–1996 are due to changes in testing conditions.
(Data courtesy of Shell Solar Industries)
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Finally, for space applications, Cu(InGa)Se2 thin-film solar cells offer potential
advantages since the radiation tolerance is high as compared to crystalline-silicon solar
cells [4, 5]. The potential to use a lightweight plastic substrate could lead to solar cells
with very high specific power, that is, power divided by mass, which is critical for
some space applications (see Chapter 10 for a more complete discussion). However,
Cu(InGa)Se2 space solar cell technology has not yet reached a commercial stage.

13.6.4 Production Costs

Material costs have direct and indirect components, and depend on the material yield
of the deposition processes. The direct material costs, that is, the cost of the feedstock,
will not be reduced by an increased volume of the production, depending only on the
feedstock market price and how much material is needed in the film. The indirect costs,
including preparation of sputtering targets or other source materials, will be reduced when
production volumes are sufficiently large. The material yield, or fraction of the source
material that ends up in the film, may be less than 50% for various thin-film processes.
For sputtering, typically 30% of the target material ends up in the films.

In addition to materials, the other main production cost for thin-film modules is
the capital cost of the equipment. To first order, any large-scale automated deposition
equipment will have comparable price. Therefore, the throughput or production capacity
will be very important for determining the capital cost.

Costs around 20 $/m2 for each thin-film deposition or process step may be accept-
able in pilot production, but clear pathways toward costs in the range 1 to 5 $/m2 for
large-volume production need to be identified. Throughput has a direct effect on cost.
In an in-line process, this will depend on the substrate width and linear speed, which
fundamentally depends on the deposition rate and desired thickness of the layer. If the
deposition rate is relatively low, it can be compensated by having a long deposition zone
in the system, for example, by having multiple targets in a sputtering system with only a
relatively small increase in capital cost.

All cost advantages for thin films are lost if the production is not completed with
high yield. The overall manufacturing yield can be broken down into electrical yield
and mechanical yield. The electrical yield reflects the module reproducibility since it is
the fraction of the modules produced which fulfill minimum performance criteria. The
mechanical yield is the fraction of the substrates entering the production line that make
it to the end. Mechanical losses result from broken glass substrates or malfunctioning
equipment. In general, the overall yield should be well over 80%.

Another manufacturing cost is the energy usage. The energy payback time for
Cu(InGa)Se2 modules is expected to be fairly low; four months has been estimated
by Alsema and van Engelenburg [212], compared to three years for crystalline-silicon
modules [213].

Production-cost analyses result in a range of projected manufacturing costs. There
are predictions of 1.5 to 2 $/WP for first-generation Cu(InGa)Se2 plants with a few MWP

yearly capacity and projected costs of 0.4 to 0.6 $/Wp for large-volume manufacturing
[214, 215].
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13.6.5 Environmental Concerns

One of the environmental issues related to the materials in Cu(InGa)Se2 modules is the
availability of less common elements. The content of the critical materials in grams per
kWP has been calculated assuming 12% module efficiency and the result is compared
with the amount refined annually in Table 13.6 [216]. The fourth column expresses how
much module power could be obtained from the amount refined annually and the last
column shows a similar calculation based on the reserves of the various elements. Owing
to uncertainties in estimates of reserves, or maximum resources, Table 13.6 just gives an
indication of where, and at what level, potential problems in material supply may occur.
It is clear that In is the potential bottleneck as regards primary material supply.

CuInSe2 toxicity has been studied by administering it to rats [217]. Even at high
doses negligible effects were detected. A lowest observed adverse effect level (LOAEL)
of 8.3 µg/kg/day for humans was derived from these studies.

The other substances that constitute Cu(InGa)Se2 modules are largely nontoxic
except for Cd. Many aspects of its use in PV manufacturing have been studied by
Fthenakis and Moskowitz [218]. Chemical bath deposition of CdS is the process step
that presents the greatest health concerns due to the use of Cd, thiourea, and the genera-
tion of waste solutions. In electrodeposition of CdTe, which also is a wet process using
Cd precursors, it was found that the greatest health hazards from Cd are from dust gener-
ated during feedstock preparation and from fine particles near the baths [218]. Biological
monitoring at a process station showed that exposures can be maintained at a level that
presents no risk to workers. Thiourea is a toxic and carcinogenic substance that also
presents an exposure risk. Rinse water and dilute solutions of acids and Cd-compounds
can be treated by a two-stage precipitation/ion exchange process. The Cd can be removed,
and recycled, down to 1 to 10 ppb levels [218].

Most Cu(InGa)Se2 processes use elemental Se, but the forms that are handled are
solid shots or pellets that give off very little dust that could be inhaled. Elemental Se
is considered to have a relatively low biological activity, but many compounds are very

Table 13.6 Critical materials in Cu(InGa)Se2 modules
with respect to primary supply (After Andersson B,
Azar C, Holmberg J, Karlsson S, Energy 5, 407–411
(1998) [216])

Element Material
content
[g/kWP]

Amount
refined
[kton/y]

Amount
refined/
content

[GWP/y]

Reserves/
content
[TWP]

Mo 42 110 2600 130
Cu 17 9000 529 000 30 000
In 23 0.13 5.7 0.1
Ga 5 0.06 12 2.2
Se 43 2 46 1.9
Cd 1.6 20 12 500 330
Zn 37 7400 200 000 4100



THE Cu(InGa)Se2 OUTLOOK 609

active and highly toxic. In particular, hydrogen selenide, a gas used in some selenization
processes, is extremely toxic with an “immediately dangerous to life and health” (IDLH)
value of only 2 ppm [218].

There are also environmental concerns for the hazards during the operation of
Cu(InGa)Se2 modules with one potential risk being the leaching of critical materials
into rainwater. This only happens if a module is broken or crushed, so the normally
well-encapsulated active layers are exposed. An experimental study of the emissions
of toxic elements into rainwater from crushed CuInSe2 modules and into soil exposed
to the water concluded that no acute danger to humans or the environment is likely to
occur [219]. The main hazard during the active life of the CuInSe2 modules is related to
fire accidents. A study of the potential risks associated with fires in PV power plants shows
that they are very limited [220]. A fire in a commercial-size system could result in harmful
concentrations up to 300 m downwind of the fire if most of the CuInSe2 materials are
released. With release of 10% of the CuInSe2 materials, concentrations were not harmful
even under worst-possible meteorological conditions. The study concluded that there are
no immediate risks to the public from fires in sites with CuInSe2 modules.

Concerns for disposal of Cu(InGa)Se2 have also been tested with respect to leach-
ability. Zn, Mo, and Se are eluted in the highest amounts. On the basis of landfill criteria,
CuInSe2 modules will pass requirements in both Germany and the United States [217].
Because of the low volume and leaching rates of critical elements from CuInSe2 modules,
they will not be classified as hazardous waste according to most US regulations [221].

The evolution of environmental regulations, disposal options, and economics makes
recycling increasingly important. In large-scale use of Cu(InGa)Se2 modules, the supply
of rare elements, in particular indium, but also selenium and gallium, provides a further
motivation for recycling. The cost of recycling may be favorably offset if module materials
can be reclaimed. In particular, if the glass sheets can be salvaged and reused, there will be
a net gain associated with the recycling procedure. Thus, recycling may be an important
consideration in the choice of encapsulation method. Double glass structures are functional
and may reduce the release of CuInSe2 materials during fires, but may increase the costs
for recovering metals and reusing glass plates [221].

13.7 THE Cu(InGa)Se2 OUTLOOK

Clearly, there has been tremendous progress in Cu(InGa)Se2 solar cells as evidenced by the
high module and cell efficiencies fabricated by many groups, the range of deposition and
device options that have been developed, and the growing base of science and engineering
knowledge of these materials and processes. There is good reason to be optimistic that cell
efficiencies greater than 20% will be achieved before long and that module performance
and yield will continue to improve. Still, there is a lack of understanding of many of the
critical problems associated with semiconductor processing and a need to devote time
and research focus at both the laboratory scale, to address fundamental issues, and on the
pilot line, to address equipment and scale-up problems and to validate processes.

From their earliest development, CuInSe2-based solar cells, along with other thin-
film PV materials including Cu2S, CdTe, and amorphous Si, attracted an interest because
of their perceived potential to be manufactured at a lower cost than Si wafer-based PV.
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However, after more than 25 years of research and development of CuInSe2, manufac-
turing has only recently moved past the pilot-production stage and has not demonstrated
any cost advantages. A fundamental question must be asked: what needs to be done
to ensure that Cu(InGa)Se2 solar cell technology reaches its potential for large-scale
power generation?

Part of the answer is to address the critical need for the accelerated development of
new manufacturing technology including improved deposition equipment and processes
based on well-developed engineering models. Also, new diagnostic and process-control
tools will have to be developed. This requires fundamental materials and device knowledge
to determine what properties can be measured in a cell or module fabrication process that
can act as reliable predictors of final performance. Better processes, equipment, and control
based on a more solid knowledge base can directly translate to higher throughput, yield,
and performance.

There is also a critical need for continued improvement in the fundamental science
of the materials and devices [222, 223]. Significant improvements in efficiency will only
come from increased VOC so the chemical and electronic nature of the defects that limit
it, and their origin, must be understood. This can contribute to a comprehensive model for
the growth of Cu(InGa)Se2, relating processing parameters to defect formation, junction
formation, and device limitations. In addition, a fundamental understanding of the role of
sodium and the nature of the grain boundaries and free surface needs to be developed. A
greater understanding of the role of the CdS layer and the chemical bath process might
enable alternative materials that do not contain cadmium and have wider band gap to be
utilized with greater efficiency and reproducibility.

A second fundamental question to be asked is: what might be the breakthroughs
that could lead to the next generation of thin-film Cu(InGa)Se2-based solar cells?

Further development of wide band gap alloys to enable cells to be made with
Eg ≥ 1.5 eV without any decrease in performance will have several benefits for module
fabrication and performance as discussed in Section 13.5. In addition, development of a
cell with Eg ≈ 1.7 eV is a prerequisite for tandem cells based on the polycrystalline thin
films to be developed. A monolithic tandem cell has the potential to attain efficiencies
of 25% or more. The CuInSe2 alloy system is ideally suited for such a structure since a
CuInSe2 cell with Eg = 1.0 eV would make an ideal bottom cell with any of the alloys
that increase band gap to 1.7 eV for the top cell. Even if a high-efficiency wide band
gap cell is developed, such a structure will require the development of a transparent
interconnect between the top and bottom cells and improvements in cell structure or low-
temperature processes to allow the bottom cell to survive the subsequent processing of
the top cell.

Low-temperature processing of the Cu(InGa)Se2 layer without loss of efficiency
in the final solar cell can have significant additional benefits. With lower substrate tem-
perature, alternative substrate materials, like a flexible polymer web, can be utilized. In
addition, lower TSS can reduce thermally induced stress on the substrate, allowing faster
heat-up and cooldown, and decrease the heat load and stress on the entire deposition
system. Similarly, there may be significant cost and processing advantages to a cell
structure that enables the use of a Cu(InGa)Se2 layer much less than 1 µm.
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With all these challenges to improve the fundamental knowledge behind
Cu(InGa)Se2 materials and devices and to develop new manufacturing technology and
breakthrough advancements, research and development on Cu(InGa)Se2 and related
materials remains exciting and promising. All of the reasons for the initial excitement over
the potential for thin-film Cu(InGa)Se2 remain valid. The high efficiency, demonstrated
stability, and tolerance to material and process variations give great hope that it will be
a major contributor to our solar electric future.
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14.1 INTRODUCTION

Thin-film cadmium telluride (CdTe) solar cells are the basis of a significant technology
with major commercial impact on solar energy production. Large-area monolithic thin-
film modules demonstrate long-term stability, competitive performance, and the ability
to attract production-scale capital investments. This chapter reviews the status of CdTe
thin-film solar cells, with emphasis on the properties that make CdTe a favorable material
for terrestrial photovoltaic solar energy conversion, their historical development, methods
for device fabrication, analysis of device operation, and the fabrication strategies and
technical challenges associated with present and future development of thin-film CdTe
cells and modules.

Calculations of the dependence of ideal solar cell conversion efficiency on band
gap show that CdTe is an excellent match to our sun, a G2 spectral-class star with an
effective black-body photosphere surface temperature of 5700 K, and a total luminos-
ity of 3.9 × 1033 erg/s. CdTe is a group IIB-VIA compound semiconductor with a direct
optical band gap that is nearly optimally matched to the solar spectrum for photovoltaic
energy conversion. The direct band gap, Eg = 1.5 eV, and high absorption coefficient,
>5 × 105/cm, of CdTe means that high quantum yield can be expected over a wide wave-
length range, from the ultraviolet to the CdTe band gap, λ∼825 nm. Short-wavelength
photons, with energy greater than Eg, are absorbed near the CdTe surface, making CdTe
an attractive absorber-layer material for thin-film solar cells. The theoretical solar cell
efficiency versus band gap for CdTe and the optical absorption coefficient versus energy
for CdTe and other selected photovoltaic materials are compared in Figure 14.1 [1, 2].
The high CdTe absorption coefficient, >5 × 105/cm, for photons with E > Eg translates
into 99% absorption of the absorbable AM1.5 photons within 2 µm of film thickness.

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
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Figure 14.1 Theoretical solar cell efficiency (dotted) for AM1.5 spectral irradiance versus band
gap and absorption coefficient (solid) versus energy for different semiconducting photovoltaic
materials

CdTe emerged as a new electronic material in 1947 when Frerichs synthesized CdTe
crystals by the reaction of Cd and Te vapors in a hydrogen atmosphere and measured
their photoconductivity [3]. The early foundation for understanding the electronic nature
of CdTe emerged from subsequent studies of single crystals purified by zone refinement.
In 1954, Jenny and Bube [4] first reported that p-type and n-type conductivity could be
obtained in CdTe by doping with foreign impurities. Shortly thereafter, Krüger and de
Nobel [5] showed that the conductivity type could also be changed by varying the Cd–Te
stoichiometry. Cd excess yields n-type and Te excess yields p-type conductivity, as had
been discovered for PbS, PbSe, and PbTe. In 1959, the p–T –x diagram of the Cd–Te
system and its relationship to intrinsic conduction and extrinsic conductivity via foreign-
atom incorporation was established by de Nobel [6], who proposed the existence of two
electronic levels associated with Cd vacancies and one with interstitial Cd to account for
the measured changes in conductivity at different temperature and Cd partial pressure.
Furthermore, the electronic levels associated with In as an n-type dopant and Au as a
p-type dopant were estimated.

Loferski at RCA first proposed using CdTe for photovoltaic solar energy conversion
in 1956 [1]. Although methods for controlling n and p-type conductivity in CdTe crys-
tals were established by 1960, limited research was directed at the development of p/n

homojunctions. In 1959, Rappaport, also at RCA, demonstrated single-crystal homojunc-
tion CdTe cells with conversion efficiency ∼2% fabricated by diffusion of In into p-type
CdTe crystals, yielding VOC = 600 mV, JSC∼4.5 mA/cm2 (73 mW/cm2 irradiance), and
fill factor (FF ) = 55% [7]. In 1979, the CNRS group in France achieved >7% conversion
efficiency for a device made by close-space vapor transport deposition (VTD) of p-type
arsenic-doped CdTe films onto n-type crystals, with VOC = 723 mV, JSC∼12 mA/cm2

(AM1 irradiance) and FF = 63% [8]. Later they reported cells with efficiency >10.5%,
with VOC = 820 mV, JSC = 21 mA/cm2, and FF = 62% [9]. Little subsequent work on
p/n CdTe homojunctions has been reported.
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In contrast to p/n homojunction development, CdTe heterojunction solar cells have
been widely investigated since 1960, proceeding along two paths, according to CdTe
conductivity type. For n-type CdTe single crystals and polycrystalline films, extensive
work was carried out on heterojunctions with p-type Cu2Te. In the early 1960s, n-type
CdTe/p-type Cu2Te devices having a structure analogous to the CdS/Cu2S solar cell [10]
were fabricated, by surface reaction of n-type single crystals or polycrystalline films in
acidic aqueous solutions containing Cu salts for topotaxial conversion of CdTe to p-type
Cu2Te [11–15]. By the early 1970s, the best thin-film CdTe/Cu2Te cells achieved cell
efficiencies >7%, with VOC = 550 mV, JSC∼16 mA/cm2 (60 mW/cm2 irradiance), and
FF = 50%, as reported by Justi et al. [16]. Interestingly, these cells utilized an underlying
5-µm-thick n-type CdS layer to improve adhesion and electrical contact of the 20-µm-
thick CdTe film on molybdenum substrates. Difficulty in controlling the Cu2Te formation
process, poor device stability in CdTe/Cu2Te cells, and lack of a transparent p-type
conductor ultimately shifted research emphasis to heterojunction structures employing
p-type CdTe. Other work with n-type CdTe utilized Schottky barrier devices, formed by
heating Pt or Au grids in contact with n-type CdTe single crystals [16] or electrodeposited
CdTe thin films, with efficiencies approaching 9% [17].

For solar cells with single-crystal p-type CdTe, heterojunctions using stable oxides,
such as In2O3:Sn (ITO), ZnO, SnO2, and CdS have been more widely investigated. In
these devices, the short wavelength spectral response is influenced primarily by the trans-
mission of the heteropartner and low-resistance contact, collectively referred to as the
window layer. Solar cells based on p-type CdTe single crystals with electron-beam-
evaporated indium–tin oxide (ITO) window layers with efficiencies = 10.5% were devel-
oped by the Stanford group, 1977, with VOC = 810 mV, JSC = 20 mA/cm2, and FF =
65% [18]. In 1987, cells made by the reactive deposition of indium oxide, In2O3, on p-type
CdTe single crystals yielded total area efficiencies = 13.4%, with VOC = 892 mV, JSC =
20.1 mA/cm2, and FF = 74.5% [19]. In this device, the CdTe crystal had a carrier con-
centration of 6 × 1015/cm3 and the CdTe (111) face was etched in bromine methanol prior
to loading into vacuum for In2O3 deposition. The VOC of this cell remains the highest ever
reported for a CdTe device. Solar cells with ZnO window layers on p-type CdTe single
crystals yielded poorer junction behavior, with efficiency <9% and VOC = 540 mV [20].

Cells made by evaporating n-type CdS films onto single-crystal p-type CdTe were
first prepared by Muller et al. in the mid-1960s [21, 22], yielding conversion efficiencies
less than 5%. In 1977, Mitchell et al. reported a conversion efficiency = 7.9% with VOC =
630 mV for a cell with 1-µm-thick CdS and an ITO transparent electrode [23]. The highest
efficiency for a cell fabricated with thin-film CdS on p-type CdTe single crystal was
reported by Yamaguchi et al. in 1977. Their cell utilized 0.5-µm-thick CdS deposited by
chemical vapor deposition onto the (111) face of phosphorous-doped CdTe single crystals
and gave 11.7% efficiency with VOC = 670 mV [24].

Thin-film CdTe/CdS heterojunction solar cells have been fabricated in two differ-
ent configurations, referred to as substrate and superstrate. In both configurations, light
enters the cell through the transparent conducting oxide (TCO) and CdS films. How-
ever, in the superstrate cell, the TCO, CdS, and CdTe layers are sequentially deposited
onto a glass superstrate, which also serves as the mechanical support for the cell, and
light must pass through the supporting glass before reaching the CdS/CdTe junction.
In the substrate configuration, the CdTe film is typically deposited first onto a suitable
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substrate, followed by sequential deposition of CdS and the TCO. Novel schemes have
also been demonstrated for fabricating substrate configuration cells by transferring the
entire cell from a disposable superstrate to a substrate (see, for example, Reference [25]).
Superstrate polycrystalline CdTe/CdS heterojunction thin-film solar cells were first demon-
strated in 1969 by Adirovich et al. in a superstrate design with evaporated CdTe on a
CdS/SnO2/glass superstrate, yielding an efficiency >2% [26]. This was followed in 1972
by Bonnet and Rabenhorst, who, in their paper for the 9th European Photovoltaic Spe-
cialists Conference, described a 5 to 6% efficient substrate design CdS/CdTe/Mo made
by chemical vapor–deposited CdTe and vacuum-evaporated CdS films [27]. This paper
delineated the fundamental issues that still influence the development of highly efficient
CdTe/CdS thin-film solar cells: (1) the role of Cu in p-type doping of CdTe; (2) the
controlling role of doping efficiency in CdTe; (3) the effects of abrupt versus graded
CdTe–CdS junctions; (4) the effects of active versus passive grain boundaries; and (5) the
formation of low-resistance contacts to p-type CdTe.

Development of thin-film CdTe/CdS solar cell fabrication processes during the
1980s and 1990s was advanced by refinements in device design, postdeposition treat-
ments, and formation of low-resistance contacts rather than by refinements in specific
deposition methods. This is primarily due to the relatively high chemical stability of
CdTe compared to the elemental and compound precursors used to prepare it. Thus,
numerous film-fabrication techniques have been used to deposit CdTe for moderate- to
high-efficiency solar cells, and eight of these are reviewed in this chapter. Surprisingly,
CdTe/CdS solar cells having conversion efficiency from ∼10 to ∼16% have similar pho-
tovoltaic behavior. Electrical analysis suggests that device operation is primarily limited
by Shockley–Read–Hall recombination in the space charge region [28].

In spite of tolerance to the deposition technique, two enigmatic aspects of pro-
cessing high-efficiency thin-film CdTe/CdS solar cells persist, that is, the use of super-
strate device configuration, with CdTe deposited onto CdS, and the need for processing
step(s) that expose the CdTe and CdS films to Cl and O. During the 1980s, significant
gains in performance were obtained by empirical optimization of superstrate fabrication
processes with respect to processing variables such as the CdTe deposition temperature,
postdeposition heat treatment, growth or treatment chemical environment, and CdTe con-
tact formation. For example, the Matsushita Battery Industrial Company reported that
for screen-print/sintered CdTe cells, it was critical to control the CdCl2, O, and Cu con-
centrations in the structure by adjusting the slurries and the temperature–time sequences
of the sintering step [29]. The Monosolar electrodeposition process was optimized to
the 10% efficiency level by addition of Cl to the CdTe plating bath and the use of a
so-called “type-conversion junction formation” postdeposition treatment to electrically
activate the cell [30]. The group at Kodak achieved the 10% efficiency level with close-
space sublimation-deposited CdTe by optimizing the CdTe deposition temperature and
the oxygen content in the deposition ambient [31]. A turning point for thin-film CdTe
cell performance, with a collateral benefit for processing tolerance, was the application of
a postdeposition air-heat treatment of CdTe/CdS structures coated with CdCl2 [32, 33].
Combining the “CdCl2 treatment” with advancements in low-resistance contact formation
led to the achievement in 1993 of a >15% efficient cell with CdTe deposited by close-
space sublimation [34]. Refinements in window-layer processing [35] and employing
vapor CdCl2 treatments [36] have led to additional improvements. The record efficiency



CdTe PROPERTIES AND THIN-FILM FABRICATION METHODS 621

−0.2 0.0 0.2 0.4 0.6 0.8 1.0

Voltage
[V]

−5

0

5

10

15

20

25

30

X25 IV system
PV Performance 
Characterization Team

C
ur

re
nt

[m
A

]
Filter QE system
PV Performance 
Characterization Team

Wavelength
[nm]

200 300 400 500 600 700 800 900 1000

U
ns

ca
le

d 
qu

an
tu

m
 e

ff
ic

ie
nc

y
[%

]

0

20

40

60

80

100

Figure 14.2 Current–voltage and relative quantum efficiency curves for 16.4%-efficient
CdTe/CdS thin-film solar cell [37]

to date is 16.5% with VOC = 845 mV, JSC = 25.9 mA/cm2, and FF = 75.5% [37]. The
J –V and quantum efficiency (QE) characteristics of this cell are shown in Figure 14.2.

Superstrate polycrystalline thin-film CdTe/CdS solar cells have received significant
R&D attention and have achieved the highest performance among CdTe-based solar cell
configurations. Consideration of the cell parameters obtained by devices in all configura-
tions suggests that VOC = 900 mV, JSC = 26 mA/cm2, and FF = 80%, and efficiency
approaching 19% are reasonable expectations without major breakthroughs. Translat-
ing high-efficiency cells to high-efficiency module fabrication, however, will require the
additional understanding of processing tolerances, the effects of thermal and chemical
nonuniformities in processing large-area devices, and the effects of cell-area delineation,
interconnections, and encapsulants.

14.2 CdTe PROPERTIES AND THIN-FILM FABRICATION
METHODS

This section summarizes the fundamental properties of CdTe and describes methods for
depositing polycrystalline CdTe thin films. CdTe is unique among the IIB-VIA compounds,
such as ZnS, CdSe, and HgTe, in that it exhibits the highest average atomic number, the
least negative formation enthalpy, the lowest melt temperature, the largest lattice param-
eter, and the highest ionicity. Electronically, CdTe exhibits amphoteric semiconducting
behavior, making it possible to intrinsically and extrinsically dope CdTe n and p-type. All
these factors complement its nearly ideal optical band gap and absorption coefficient for
terrestrial photovoltaic devices, making it a forgiving material to deposit and control in the
thin-film form. Table 14.1 presents pertinent physical and optoelectronic data for CdTe.

The synthesis of IIB-VIA compounds is facilitated by the large negative formation
enthalpies (�Hf) and correspondingly low vapor pressures (psat) of the compounds com-
pared to their constituent elements: for CdTe, �Hf = −22.4 kcal/mol and psat(400◦C) =
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Table 14.1 CdTe optoelectronic and physiochemical properties

Property Value or range Reference

Optical band gap; 1.50 eV ± 0.01 eV Single crystal [38]
Eg (300 K) polycrystalline film [39]

Temperature dep: dEg/dT −1.7 meV/K [40]
Electron affinity: χe 4.28 eV [41]
Absorption coefficient

(600 nm)
6 × 104/cm [38, 39]

Index refraction: (600 nm) ∼3 [42]
Static Dielectric constant:

ε(θ)

9.4, 10.0 [41, 43]

High Freq. Dielectric
constant: ε(∞)

7.1 [43]

m∗
e 0.096 [44]

m∗
h 0.35 [44]

µe 500–1000 [44]
µh 50–80 [44]
Space group F-43 m [45]
Lattice parameter: ao

(300 K)
6.481 Å [45]

Cd–Te bond length 2.806 Å Calculated from ao

Density ∼5.3 [42]
Heat of fusion: �H o

f
(300 K)

−24 kcal/mol [46]

Entropy: So (300 K) 23 cal/deg-mol [46]
Sublimation reaction CdTe → Cd + 1/2Te2 [46]
Sublimation pressure: psat log (Ps/bar) = −10 650/T (K)− [46]

2.56 log (T ) + 15.80
Melting point 1365 K [44]

10−5 Torr and for CdS, �Hf = −30 kcal/mol and psat(400◦C) = 10−7 Torr [46]. The
equilibrium reaction for CdTe solid and Cd and Te vapors is

Cd + 1/2Te2 ⇔ CdTe

The CdTe temperature versus composition, T–x, atmospheric pressure phase diagram is
shown in Figure 14.3(a). The individual vapor–solid equilibria for CdTe, CdS, Cd, Te, and
CdCl2 are shown in Figure 14.3(b) over the temperature range employed for fabricating
solar cells, from 100 to 600◦C. Congruent evaporation of CdTe facilitates vapor-deposition
techniques, and the comparatively high sublimation pressures for Cd and Te ensure single-
phase composition in deposits formed in vacuum at temperatures above ∼300◦C. CdTe
is also the stable product of cathodic reduction from solutions containing Cd and Te ions
due to the reasonably close reduction potentials for Cd and Te and the low solubility
product of CdTe.

The T–x phase equilibrium of the CdTe system at atmospheric pressure is charac-
terized by Cd (x = 0) and Te (x = 1) endpoints and by the compound CdTe (Figure 14.3a).
Note that the CdTe melt temperature, Tm = 1092◦C, is significantly higher than for either
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Cd, Tm = 321◦C, or Te, Tm = 450◦C [49]. A detailed examination of the T–x projection
around the CdTe stoichiometric composition indicates a very narrow, ∼10−6 at.%, sym-
metrical existence region at T < 500◦C. At higher temperatures, the existence region
widens and is asymmetrical on the Cd-rich side up to 700◦C and becomes Te-rich at
higher temperatures [44]. The existence region and intrinsic defect structure are related
by the preparation conditions of the bulk material and have been the subject of inten-
sive investigation from the time since de Nobel [50]. Krüger published a comprehensive
review of the defect chemistry in 1977 [51], and recently, theoretical treatments of defect
levels in CdTe have extended this basis [52]. A critical topic of study is how the bulk
properties transfer to thin-film CdTe.

The solid-state properties of CdTe are derived from the ionic character of the
CdTe bond. Among the IIB-VIA compounds, CdTe has the highest value on the Phillips
ionicity scale = 0.717, which is below the Phillips’ threshold value of 0.785 for octahe-
dral coordination [53]. Geometrical considerations show that tetrahedral coordination is
favored in ionic binary compounds having cation/anion radius ratio between 0.225 and
0.732, while octahedral coordination is favored for a ratio greater than 0.732 [54]. In
CdTe, the cation/anion radius ratio is r(Cd2+)/r(Te2−) = 0.444, thus favoring tetrahedral
coordination.

Tetrahedral atomic coordination, with the four nearest neighbors of the other ele-
ment and the twelve next-nearest neighbors, leads to diamond structure in monatomic
solids and zincblende and wurtzite structures in binary solids. Solid CdTe at atmospheric
pressure exists in a face-centered cubic zincblende structure with unit cell dimension
of 6.481 Å and CdTe bond length of 2.806 Å. Figure 14.4 depicts two views of the
CdTe zincblende structure viewed across the closest-packing (111) plane, with alternat-
ing anion and cation planes, and viewed across the (110) plane, with equal numbers of
anions and cations in each plane. These are the predominant orientations encountered in
CdTe thin films.
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Te
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2.806 Å 

Figure 14.4 Zincblende CdTe crystal structure showing orientation with respect to (111) and (110)
planes. The Cd atoms are black and Te atoms are gray. The Cd–Te bonds and F.C.C. unit cells are
indicated for each view

CdTe polytypes are also known, depending on the formation pressure [55]. The
hexagonal wurtzite structure, typically associated with tetrahedral coordination in pre-
dominantly covalent solids, is found in CdTe deposited in vacuum. No pure wurtzite bulk
specimens have ever been reported [56]. Octagonal coordination, leading to the halite
NaCl structure can be induced in CdTe by subjecting single crystals to high pressure,
above 35 kbar. Among II-VI compounds, only CdO, with ionicity = 0.785, occurs with
the halite structure at standard pressure and temperature.

The bulk optical and electronic properties of CdTe arise from the electronic-band
structure within the periodic lattice near the valence-band maximum (VBM) and the
conduction-band minimum (CBM). The VBM and CBM occur at the same momentum
position, �, within the first Brillouin zone, giving rise to a direct band gap of 1.5 eV
at 300 K. The temperature variation of the CdTe band gap is ∼−1.7 meV/K. The band
curvature about the extrema represents the effective mass of electrons at the CBM and of
holes at the VBM and controls carrier-transport properties and interband density-of-states
(see Table 14.1).

Qualitatively, the band structure of CdTe can be understood from its relatively
high ionicity, since the parts of the Bloch functions having the same periodicity as the
lattice are related to the Cd and Te atomic orbitals. The conduction band arises from the
first unoccupied level of the cation, namely, the 5s level of Cd. The uppermost valence
band consists of the highest occupied level of the anion, namely, the 5p level of Te.
It has been shown that cation d and anion p coupling reduce valence-band offsets in
CdTe [57]. Detailed calculations of the E–k band structures in cubic CdTe and other
II-VI compounds were originally carried out by the local pseudopotential method in the
mid-1960s [58] and more recently using the linearized augmented plane-wave method,
considering all electrons and relativistic kinematics [59].

Deviations from perfect single crystals cause profound changes in electronic and
optical properties. Imperfections or defects disrupt the periodic structure, producing
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localized electronic states within the band gap, Eg. It is customary to refer to states
having ionization energy ∼Eg/2 as “deep” and states having ionization energy near the
bands as “shallow.” The types of defects controlling electronic properties include native
defects, chemical impurities, and complexes thereof; native defects and impurities can
occur substitutionally or interstitially. For example, cadmium vacancy, VCd, gives rise to
shallow acceptor states, while cadmium substitution on a tellurium site, CdTe, gives rise
to shallow acceptor states. Interstitial cadmium, Cdi, gives rise to a relatively shallow
donor state, while tellurium, Tei, gives rise to deep states. A selected group of native,
impurity, and complex defect levels in CdTe is shown in Figure 14.5.

Present-generation high-efficiency CdTe solar cells are based on p-type CdTe and
n-type CdS. The desired electrical properties are obtained by activation treatments that
incorporate specific impurities into the CdTe and CdS layers such as postdeposition treat-
ments that introduce CdCl2, O2, and Cu into CdTe, which may activate or passivate native
defects [61]. The specific effects of these agents on grain surfaces and the intragrain bulk
properties must be considered separately to account for the enhanced p-type conductivity
and the electrical passivation of grain boundaries in films after treatment. A comprehen-
sive review of bulk diffusivities of group I, II, and III impurities in CdTe is given in
Reference [62].

The polycrystalline aspect of cell fabrication gives rise to critical challenges for
the development of thin-film photovoltaics: (1) separating intragrain from grain-boundary

Impurity

Cui
a −0.01 (+1)

Nai 0.01 (+1)

Native

CdTe  0.1 (+2)

Cdi
a  0.33 (+2)

Cdi
c

0.46 (+1)

0.56 (+2)

Tei

0.67 (−1)

0.74 (−2)

VTe 0.71 (+2)

Cui
c 0.01 (+1)

NaCd 0.02 (−2)
AsTe 0.1 (−1)
CuCd 0.22 (−1)

SbTe 0.23 (−1)

Primary
complex

ClTe  0.35 (+1)

VCd 0.13 (−1)

0.21 (−2)

0.10 (−2) complex 

CBM

VBM

Figure 14.5 CdTe band structure with doping and defect levels. Charge states are in parentheses;
energy is in electron volts measured from the conduction band for donor (positive) states and valence
band for acceptor (negative) states. The superscripts a and c represent alternative interstitial sites.
(Adapted from Wei S, Mtg. Record, National CdTe R&D Team Meeting (2001) Appendix 9 [60])
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effects; (2) discovering the effect of grain boundaries on film properties and junction
behavior; and (3) controlling film properties over very large area, encompassing ∼1012

grains per square meter for a CdTe module having 1-µm-wide grains. For CdTe/CdS solar
cell development, these challenges have been met through advancing characterization
techniques and empirical optimization of film deposition and postdeposition treatments.

A detailed review of the analytical techniques employed to probe the microstruc-
ture, microchemistry, and electronic properties of thin-film CdTe/CdS solar cells is beyond
the scope of this chapter. However, several powerful methods have emerged to provide a
quantitative assessment of film properties and are discussed elsewhere generally [63, 64],
and specifically in terms of CdTe/CdS solar cells [65–67]. Some of these methods may
ultimately find application as diagnostic sensors for in-line process-control feedback dur-
ing module manufacture. These are listed below, accompanied by one or more references
in which the techniques are applied to CdTe/CdS thin-film solar cells.

Morphology and structure:
Scanning Electron Microscopy (SEM) [68]
Transmission Electron Microscopy (TEM) [69]
Atomic Force Microscopy (AFM) [70]
X-Ray Diffraction (XRD) [71]

Bulk chemical composition:
Energy Dispersive X-ray Spectroscopy (EDS) [72]
X-Ray Diffraction (XRD) [73]
Auger Electron Spectroscopy (AES) [74]
Secondary Ion Mass Spectroscopy (SIMS) [75, 76]

Surface chemical composition:
X-ray Photoemission Spectroscopy (XPS) [77]
Glancing Incidence X-Ray Diffraction (GIXRD) [78]

Optoelectronic properties:
Optical absorption [79]
Ellipsometry [80]
Raman [81]
Photoluminescence (PL) [82, 83]

Junction analysis:
Current–voltage versus illumination and temperature (J –V –T ) [28, 84]
Spectral response [23]
Capacitance–voltage (C –V ) [85]
Optical Beam Induced Current (OBIC) [86]
Electron Beam Induced Current (EBIC) [87]
Cathode Luminescence (CL) [88]

Numerous methods have been employed to deposit CdTe thin films for solar cells, as
detailed in the special issue of the International Journal of Solar Energy [89] and other
review articles [90–92]. We will review eight methods that have demonstrated viabil-
ity for the commercial manufacture of CdTe solar cells and modules over the past
decade. Figure 14.6 presents schematic views of each fabrication procedure, includ-
ing nominal temperature and pressure conditions, film thickness, and growth rate. The
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Figure 14.6 Schematic representations of eight CdTe thin-film deposition techniques. The sub-
strate in each view is the cross-lined rectangle. Film thickness, d , and growth rate are shown at the
bottom of each panel

presentation is organized by three chemical concepts: (1) condensation/reaction of Cd
and Te2 vapors on a surface (PVD, VTD, CSS, and sputter deposition), (2) galvanic
reduction of Cd and Te ions at a surface (electrodeposition), (3) reaction of precursors at
a surface [metal-organic chemical vapor deposition (MOCVD), screen-print deposition,
and spray deposition].
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14.2.1 Condensation/Reaction of Cd and Te2 Vapors on a Surface

14.2.1.1 Physical vapor deposition (PVD)

The basis for vapor deposition of CdTe is the equilibrium between Cd and Te2 vapors
and CdTe solid, Cd + 1/2Te2 ⇔ CdTe. As a consequence, CdTe can be deposited by
coevaporation from elemental sources, by direct sublimation from a CdTe source or by
vapor transport using a carrier gas to entrain and deliver Cd and Te2 vapors from either ele-
mental or CdTe sources. Congruent sublimation of the CdTe compound fixes the gas-phase
composition for deposition from a CdTe source, and the relatively low vapor pressure of
CdTe compared to elemental Cd and Te facilitates the deposition of single-phase solid
films over a wide range of substrate temperatures (refer to Figure 14.3(b)). Similar con-
siderations allow coevaporation from multiple II-VI binary sources to deposit alloys in
pseudobinary systems such as CdZn1−xTex and CdTe1−xSx .

Evaporation can be carried out from open crucibles or from Knudsen-type effusion
cells, with the latter providing superior control over beam distribution and utilization.
For effusion-cell evaporation, the deposition rate and uniformity of the species arriving
at the substrate are controlled by source temperature, effusion-cell geometry, source to
substrate distance, and total pressure [93, 94]. Within the effusion cell, mass transport
to the nozzle exit occurs in a transitional flow regime, between free molecular flow and
diffusion-limited flow. Effusion cells are typically constructed of boron nitride or graphite
and are radiatively heated. For deposition in moderate vacuum, ∼10−6 Torr, with a CdTe
source effusion cell with 0.5-cm-diameter orifice and a temperature of 800◦C, at a source
to substrate distance of 20 cm, a deposition rate of ∼1 µm/min is obtained on a substrate
at a sufficiently low temperature (∼100◦C) for Cd and Te sticking coefficients to approach
unity. At higher substrate temperatures, the sticking coefficients of impinging Cd and Te
decrease, resulting in a lower deposition rate, imposing a practical limit to substrate
temperature of less than 400◦C for modest CdTe utilization. As-deposited films exhibit
(111) preferred orientation and normal grain-size distribution with a mean grain diameter
that depends on film thickness and substrate temperature; for 2-µm-thick films, the mean
grain diameter ranges from ∼100 nm at 100◦C to ∼1 µm at 350◦C. The physical vapor
deposition (PVD) process has been investigated by university (Stanford University [95],
Institute of Energy Conversion at University of Delaware [96]) and industrial (Canrom
and Central Research Laboratory at Japan Energy Corporation [97]) groups.

14.2.1.2 Close-space sublimation (CSS)

To evaporate CdTe films onto substrates at temperatures above 400◦C, reevaporation of
Cd and Te from the growing CdTe surface limits the deposition rate and utilization. This
can be mitigated by depositing at higher total pressure, ∼1 Torr, but mass transfer from
the source to the substrate becomes diffusion-limited, so the source and substrate must
be brought into close proximity. For close-space sublimation (CSS), the CdTe source
material is supported in a holder having the same area as the substrate; the source holder
and substrate cover serve as susceptors for radiative heating and conduct heat to the CdTe
source and the substrate, respectively. An insulating spacer allows thermal isolation of the
source from the substrate, so that a temperature differential can be sustained throughout
the duration of the deposition. The ambient for deposition typically contains a nonreactive
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gas such as N2, Ar, or He. A small partial pressure of O2 appears to be crucial for obtaining
good film density and solar cell junction quality. As-deposited CSS films deposited above
550◦C exhibit nearly random orientation and normal grain size distribution with mean
grain size that is comparable to film thickness. The CSS process has been intensively
investigated by groups at Kodak [98], USF [99, 100], NREL [101], Matsushita [102], and
Antec [103, 104] and has yielded the highest small-area cell performance of any process
shown in Figure 14.6. Commercial development is presently under way at Antec, GmbH.

14.2.1.3 Vapor transport deposition (VTD)

VTD allows high-rate deposition at high substrate temperature at pressures approaching
0.1 atm onto moving substrates. While CSS is diffusion-limited, VTD works by convective
transfer of a vapor stream saturated with Cd and Te to the substrate, where supersaturation
of the Cd and Te vapors results in condensation and reaction to form CdTe. The CdTe
source consists of a heated chamber containing solid CdTe in which the carrier gas mixes
with the Cd and Te vapors and is exhausted through a slit over or under the moving
substrate at a distance on the order of ∼1 cm. The geometrical configuration of the source
influences the uniformity and utilization of the vapors in the carrier gas. The carrier-gas
composition can be varied, as with CSS, to include N2, Ar, He, and O2. As-deposited
VTD films are similar to CSS films, with nearly random orientation and normal grain size
distribution with mean grain size that is comparable to film thickness [105]. The VTD
process can provide a very high deposition rate onto moving substrates and is currently
being investigated by the Institute of Energy Conversion and is under development by
First Solar, LLC [106].

14.2.1.4 Sputter deposition

CdTe films have been deposited by radio-frequency magnetron sputtering from compound
targets. Mass transfer of Cd and Te occurs via ablation of the CdTe target by Ar+,
followed by diffusion to the substrate and condensation. Typically, deposition is carried
out at a substrate temperature less than 300◦C and at pressures ∼10 mTorr. As-deposited
films 2-µm-thick deposited at 200◦C exhibit mean grain diameter ∼300 nm and nearly
random orientation. The sputter-deposition technique has been investigated by groups at
the University of Toledo [107] and NREL [108].

14.2.2 Galvanic Reduction of Cd and Te Ions at a Surface

14.2.2.1 Electrodeposition

Electrodeposition of CdTe consists of the galvanic reduction of Cd and Te from Cd+2

and HTeO2
+ ions in acidic aqueous electrolyte. The reduction of these ions utilizes six

electrons in the following reactions:

HTeO2
+ + 3H+ + 4e− → Teo + 2H2O, Eo = +0.559 V

Cd+2 + 2e− → Cdo, Eo = −0.403 V

Cdo + Teo → CdTe
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The large difference in reduction potential necessitates limiting the concentration of the
more positive species, Te, to maintain stoichiometry in the deposit. In practice, the low
Te species concentration (10−4 M) limits the CdTe growth rate due to Te depletion in
the solution at the growing surface and subsequent mass transport. To overcome this, the
electrolyte is vigorously stirred, and different methods of Te replenishment are employed.
Thickness and deposition area are limited by the ability to maintain deposition potential
over the entire surface of the growing film. As-deposited films can be fabricated as
stoichiometric CdTe, Te-rich (by increasing Te species concentration in the bath) or Cd-
rich (by depositing at low potentials with limited Te species concentration). As-deposited
electrodeposited CdTe films on CdS thin-film substrates exhibit strong (111) orientation
with columnar grains having a mean lateral diameter of 100 to 200 nm. The basis for
this technology has been formalized in the open literature [109]. Electrodeposition of
CdTe has been intensively studied by the group at Monosolar [110], Ametek [111], and
the University of Texas [112]. In the 1980s, the Monosolar process was transferred to
SOHIO and thence to BP Solar, where commercial development took place at the factory
in Fairfield, California. In the early 1990s, the Ametek process was transferred to the
Colorado School of Mines in Golden Colorado.

14.2.3 Precursor Reaction at a Surface

14.2.3.1 Metal organic chemical vapor deposition (MOCVD)

MOCVD is a nonvacuum technique for depositing CdTe films at moderately low tem-
perature from organic Cd and Te precursors such as dimethylcadmium and diisopropy-
ltellurium in hydrogen carrier gas. The substrates are supported on graphite susceptors
and can be heated radiatively or by coupling to a radio frequency generator. Deposi-
tion occurs by pyrolytic decomposition of the source gases and reaction of the Cd and Te
species. As a consequence, the growth rate depends strongly on the substrate temperature,
which typically ranges from 200 to 400◦C. As-deposited films 2-µm-thick deposited at
400◦C exhibit columnar grain structure with lateral grain diameter ∼1 µm. The MOCVD
process has been investigated by groups at SMU/USF [113] and Georgia Institute of
Technology [114].

14.2.3.2 Spray deposition

Spray deposition is a nonvacuum technique for depositing CdTe from a slurry containing
CdTe, CdCl2, and a carrier such as propylene glycol. The slurry can be sprayed onto
unheated or heated substrates, after which a reaction/recrystallization treatment is per-
formed. The application of spray deposition to CdTe films was developed by John Jordan
(Photon Energy Corporation) during the 1980s. The company was sold to Coors in 1995
and had its name changed to Golden Photon. Cells with >14% efficiency were fabricated,
but commercial development ceased in 1997. In this process, the mixture was sprayed
onto the substrates at room temperature and baked at 200◦C, followed by a bake in the
presence of O2 at 350 to 550◦C, a mechanical densification step, and a final treatment at
550◦C. Films produced by this method vary in morphology, grain size, and porosity, but
films used to make high-efficiency cells exhibited a 1- to 2-µm-thick dense region near the
CdTe–CdS interface, a relatively porous back surface region, and random crystallographic
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orientation. A dramatic consequence of the fabrication process was the consumption of the
CdS layer, leading to a nearly uniform CdTe1−xSx alloy throughout the film thickness,
which reduced the absorber-layer band gap to ∼1.4 eV. In the highest-efficiency cells
made by spray deposition, CdS diffusion and subsequent alloy formation consumed most
of the CdS film, resulting in an enhanced blue-spectral response and correspondingly high
short-circuit densities. The method was extensively investigated by the group at Golden
Photon [115, 116].

14.2.3.3 Screen-print deposition

Screen-print deposition is perhaps the simplest of the CdTe techniques, combining Cd, Te,
CdCl2, and a suitable binder into a paste that is applied to the substrate through a screen.
Following a drying step to remove binder solvents, the layer is baked at temperatures
up to 700◦C to recrystallize the film and activate the junction. Films fabricated by this
method typically have a thickness ranging from 10 to 20 µm with lateral grain dimension
of ∼5 µm and random orientation. Screen-printed CdTe can be traced back to the 1970s
with the pioneering work of Matsushita [117] and subsequently by groups at the University
of Seoul [118] and the University of Ghent [119].

14.3 CdTe THIN-FILM SOLAR CELLS

All high-efficiency CdTe solar cells to date have essentially the same superstrate structure
as that successfully demonstrated by Bonnet and Rabenhorst in 1972 [26]. This structure is
depicted in Figure 14.7. The alternative substrate configuration, with the TCO/CdS/CdTe
deposited onto an opaque substrate, has been much less successful, primarily because of
poor CdS/CdTe junction quality and poor ohmic CdTe contact, resulting from chemical
instability of the back contacts and from copper diffusion out of the back contact toward
the CdTe surface during film growth.

The primary photodiode junction occurs between the p-type CdTe absorber and
the n-CdS window layer. There are, however, a number of complicating factors, such as
the need for a high-resistance oxide layer when the CdS is thin, the need for a thermal
treatment with CdCl2 and oxygen to improve the CdTe quality, the interdiffusion of CdS
and CdTe, and the barrier associated with the back contact. The following sections will
address these complications.

14.3.1 Window Layers

The first step in the fabrication of a superstrate CdTe cell is to coat the glass with a
transparent conducting oxide (TCO), such as SnO2, indium–tin oxide, In2O3:Sn, referred
to as ITO, or cadmium stannate, Cd2SnO4, which serves as the front contact. To obtain
high current density in the completed cell, the CdS layer needs to be very thin, which,
owing to its polycrystallinity, raises the possibility of local shunting or excessive forward
current. It has been found that the deposition of a second, highly resistive, transparent
oxide layer, referred to as the HRT layer, between the TCO and CdS significantly amelio-
rates this problem and improves junction quality and uniformity in a manner analogous to
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Figure 14.7 Basic CdTe solar cell structure. The polycrystalline nature of the CdS and CdTe
layers are indicated schematically and are not to scale

that found for CuInSe2/CdS and a-Si thin-film cells [120]. Materials used for the resistive
layer include SnO2 [121], In2O3 [122, 123], Ga2O3 [105], and Zn2SnO4 [124].

Most CdTe cells utilize n-type CdS for the window layer immediately adjacent to
the CdTe. The processing possibilities for depositing good-quality CdS are nearly as varied
as those shown in Figure 14.6 for CdTe and include chemical bath deposition, sputter
deposition, and physical vapor deposition. The choice is usually driven by compatibility
with the other deposition processes in a fabrication line. It is generally desirable to keep
the CdS layer as thin as possible to allow a high fraction of the photons with energy
above its band gap to reach the CdTe absorber and hence produce a high photocurrent.

In practice, as will be discussed in more detail later, cell-processing conditions
often promote interdiffusion between CdTe and CdS. The resulting band gap shift in
CdS reduces the window-layer transmission and lowers the short-wavelength quantum
efficiency [125, 126]. This effect can be minimized either by heat treatment of the CdS
with CdCl2 to recrystallize the film or by judicious control of device processing to reduce
the remaining CdS thickness [124] effectively to zero [116]. Thin-film CdTe cells with
the CdS layer omitted altogether, however, have not performed well as of this writing
(see, for example, Table 2 in Reference [122]).

Another strategy to reduce window absorption has been to mix CdS with ZnS to
increase the band gap of the layer, and hence the photon transmission, but simple mixing
has not produced net performance gains. The highest-efficiency CdTe cells to date have
used Cd2SnO4 TCO and Zn2SnO4 HRT bilayer superstrates to take advantage of their
wide optical band gaps and inherent conductive properties, with the Cd2SnO4 serving as
the TCO layer and Zn2SnO4 as the HRT layer. An additional feature of this strategy is
that the Zn2SnO4 HRT layer contributes to CdS consumption during processing [127].
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14.3.2 CdTe Absorber Layer and CdCl2 Treatment

The large number of successful techniques for deposition of device-quality CdTe films
was shown schematically in Figure 14.6. However, in cases of chloride-free deposition
techniques such as physical vapor deposition (PVD), the actual deposition of the CdTe
film has been found to be less critical than the postdeposition processing, which gener-
ally involves exposure to a high-temperature processing step followed by exposure to a
chlorine-containing species and oxygen at ∼400◦C, referred to as the “CdCl2 treatment.”
The treatment step has been performed in a variety of ways, such as dipping the CdTe
layer in a CdCl2:CH3OH or CdCl2:H2O solution followed by drying to precipitate a CdCl2
film [128, 129] by treatment in CdCl2 vapor [130, 131] or by exposure to HCl [132] or
Cl2 gas [133]. Chlorine species may also be incorporated during CdTe film formation, in
the form of Cl− ions in an electrodeposition bath [134] or as a component of a screen-
printing slurry [68]. The typical temperature–time range for the thermal cycle following
chlorine incorporation is from 380 to 450◦C for 15 to 30 min, depending on CdTe film
thickness, with thicker films requiring longer treatment time.

The changes induced by chlorine incorporation and subsequent heat treatment
depend on the prior thermochemical history of the CdTe/CdS structure. For example,
the treatment can promote recrystallization and grain growth in films having submicrom-
eter initial CdTe crystallite size [135]. The change in morphology and structure is shown
in Figures 14.8 and 14.9. Figure 14.8 shows atomic force micrographs of the surface mor-
phology of PVD CdTe, deposited at 250◦C, before and after treatment at 420◦C in CdCl2
and air vapor. Figure 14.9 shows cross-sectional TEM images of changes in grain size
and crystallographic defects in the junction region of a CdTe/CdS/ITO structure deposited
by PVD onto a smooth Si wafer. Depositing the structure on a Si wafer facilitated the
mechanical preparation of the sample for cross-sectional thinning. Table 14.2 more gener-
ally compares the changes in grain size, aspect ratio, and crystallite orientation for CdTe
deposited by several different methods. For CdTe films having submicrometer initial crys-
tallite size, such as shown in Figure 14.8, significant recrystallization occurs during the
CdCl2 treatment. This takes two forms: (1) intragrain, or primary, recrystallization changes
grain orientation from typically (111) to random (see Figure 14.10) and (2) intergrain, or
secondary, recrystallization results in grain coalescence. The phrase “fluxing agent” has
been coined in reference to the role of CdCl2 in promoting grain growth, although the
secondary recrystallization does not always occur, depending on the thermochemical his-
tory of the film and the initial grain size. For films deposited at high temperature, having
large initial grain size, annealed prior to CdCl2 exposure, or containing the native oxide,
CdTeO3, little measurable grain growth (secondary recrystallization) occurs during CdCl2

treatment. This is because surface energy is already minimized or is pinned by the presence
of the oxide. Under these processing conditions, film randomization is the predominant
effect, showing that CdCl2 still exerts an intragrain influence on lattice arrangement.

The postdeposition treatment also modifies the electronic properties. Air-heat treat-
ment alone, at temperatures above ∼500◦C, can reduce the CdTe sheet resistance up to
three orders of magnitude [136]. Treatment with CdCl2 in air likewise reduces resistivity,
by the combination of recrystallization and creation of acceptor states. The primary elec-
tronic effect of Cl incorporation seems to be the formation of an acceptor complex with
Cd vacancies (see Figure 14.5). Both the single-donor and the double-acceptor states are
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Figure 14.8 AFM images comparing PVD CdTe/CdS thin-film structures (a) before and (b) after
heat treatment in CdCl2 vapor at 420◦C for 20 min
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Figure 14.9 TEM images comparing PVD CdTe/CdS thin-film structures (a) before and (b) after
CdCl2 heat treatment at 420◦C for 20 min. Average grain size increased from roughly 0.1 to 0.5 µm
in both CdTe and CdS

Table 14.2 Structural changes of CdCl2 HT on CdTe deposited by
different methods. Data from films examined by B. E. McCandless.
For sprayed and screen-printed cells, random film orientation is
obtained as a result of the film formation process

Deposition
method

Film
thickness

[µm]

Mean grain size: D

Init → CdCl2 HT
[µm]

Orientation
Init → CdCl2 HT

PVD 4 0.1 → 1 (111) → (220)

ED 2 0.1 → 0.3 (111) → (110)

Spray 10 10 → 10 Rand
Screen 12 ∼10 Rand
VTD 4 4 → 4 Rand → Rand
CSS 8 8 → 8 Rand → Rand
Sputter 2 0.3 → 0.5 (111) → (?)
MOCVD 2 0.2 → 1 (111) → Rand

pushed closer to the band edges, resulting in a single, relatively shallow acceptor state.
Although this complex is a more effective dopant than the Cd vacancies alone, excess Cl
can lead to compensating ClTe donors.

The impact of CdCl2 treatment on cell operation is increased photocurrent and
open-circuit voltage, and reduced shunting. Figure 14.11 compares the light J –V behav-
ior of three PVD cells having 4-µm-thick CdTe and 0.2-µm-thick CdS, processed with
the same back contact but with no postdeposition treatment, air-heat treatment at 550◦C,
and optimized CdCl2 treatment at 420◦C for 20 min in air. With no treatment, the device
exhibits very low photocurrent and high series resistance. The spectral response is low
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overall and exhibits a peak near the CdTe band edge, suggesting p-i-n device opera-
tion [137]. With either air treatment or vapor CdCl2 + air treatment, the J –V and spectral
response behavior correspond to p-n device operation, with optimal properties obtained
for the vapor CdCl2 + air treatment. For devices made by other methods, similar behavior
is obtained, but the starting condition (Figure 14.11a) can be improved by deposition at
high temperature in an oxygen-containing ambient.

The effect of the CdCl2 treatment on photocurrent microuniformity is shown in
Figure 14.12, for cells with CdTe deposited by CSS. The QE map on the left was made
on a cell following a typical CdCl2 treatment, and shows spatially uniform collection. The
map on the right was for a cell fabricated without the CdCl2 treatment and exhibits con-
siderable nonuniformity [138]. The light intensity for these maps is nearly 100 mW/cm2

and the light spot is slightly smaller than 1 µm. The large local reductions in photocurrent
without CdCl2 treatment are areas of high resistance associated with grain boundaries.
With the use of the CdCl2 treatment, spatial-junction uniformity is improved by the
electronic incorporation of Cl and O species and alloy formation by diffusion of CdS
into CdTe. The QE of the sample with CdCl2 treatment is ∼0.82 over 95% of the mea-
sured area, while that of the sample without CdCl2 treatment ranges from 0.50 to 0.68.

14.3.3 CdS/CdTe Intermixing

All CdS/CdTe cells are exposed to processing temperatures of at least 350◦C during
CdCl2 treatment. In some cases, such as spray pyrolysis, much higher temperatures are
involved. Hence, a chemical reaction between CdTe and CdS can occur and this is the
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driving force for bulk and grain-boundary interdiffusion of CdTe and CdS. It has been
widely reported that a continuous CdTe–CdS solid-solution alloy series can be formed
by codeposition of CdTe and CdS at temperatures less than 200◦C. The optical band gap
of these alloys varies with the composition according to Eg(x) = 2.40x + 1.51(1 − x) −
bx(1 − x), with bowing parameter, b∼1.8, as shown in Figure 14.13 [139]. However,
thermal treatment of alloy films above 400◦C can induce phase segregation, with the
miscibility gap found for equilibrated CdTe–CdS mixed crystals.

Numerous references have established the T–x phase relations in CdTe–CdS mixed
crystals at temperatures above 625◦C, which exceeds the temperatures typically used
to deposit and process thin-film CdTe/CdS structures. This has been extended down
to 360◦C by lattice-parameter determination of equilibrated CdTe1−xSx alloy films, as
shown in Figure 14.14 [146]. Thermodynamic analysis of the asymmetric phase bound-
aries using nonideal solution thermodynamics reveals positive values of excess-mixing
enthalpies �HEX = 3.5 kcal/mol for CdS into CdTe and �H EX = 5.6 kcal/mol for CdTe
into CdS. For CdS dissolved in CdTe, the experimentally obtained excess-mixing enthalpy
supports those calculated from first principles band structure theory for the CdTe–CdS
system [147].

The crystallographic forms of the solid alloys are the zincblende (F-43 m) struc-
ture for CdTe1−xSx and the wurtzite (P63mc) structure for CdS1−yTey . The zincblende
transition to the wurtzite structure in metastable films occurs at x = 0.3, and the lattice
parameter within each structure type follows Vegard’s rule. Metastable and equilibrated
CdTe1−xSx alloy films exhibit the same dependence of Eg, with minimum at 1.39 eV,
corresponding to the zincblende–wurtzite transition.
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Figure 14.13 Optical band gap of CdTe1−xSx alloy thin films versus composition. (Data listed in
order from References [140–145])
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The formation of CdTe1−xSx and CdS1−yTey alloys in the absorber layer occurs
by interdiffusion between CdS and CdTe during CdCl2 treatment in air [135, 204]. Dif-
fusion of CdTe into CdS can reduce the transmissive properties of the window from
500 to 650 nm, but is mitigated by heat treatment of the CdS layer prior to CdTe depo-
sition to increase CdS grain size and density. However, diffusion of CdS into CdTe
is a faster process and is more difficult to control, especially for cell structures with
ultrathin, <100 nm, CdS films. The progressive diffusion, which creates a distribution of
lattice parameters within the film, can be easily detected with X-ray diffraction line-profile
analysis (Figure 14.15).

Quantifying the diffusion process for films of a known grain structure showed that
the diffusion proceeds via Fickian bulk and grain-boundary diffusion processes having
Arhennius temperature dependence [149] (Figure 14.16). Similar bulk diffusivities were
found for CdS/CdTe couples using single-crystal CdTe and thin-film couples in substrate
and superstrate configurations, yielding an activation energy of ∼3.0 eV, corresponding
to Cd self diffusion via Cd interstitials. Likewise, similar grain-boundary diffusivities
were obtained for substrate and superstrate thin-film couples, with an activation energy
of ∼2.0 eV (Figure 14.17). The bulk diffusivity was weakly sensitive to the chemical
composition of the treatment ambient, as shown in Figure 14.18. However, the grain-
boundary diffusion process is enhanced by the partial pressures of CdCl2 and O2 during
the CdCl2 treatment. Finally, it has been demonstrated that grain-boundary diffusion can
be retarded by oxidizing grain boundaries prior to exposure to CdCl2 species [122] or by
deposition of CdTe films in an oxygen-containing ambient.

Thus, alloy formation can be more pronounced in films deposited at low temper-
ature having small grains and high grain-boundary density, such as by electrodeposition.
In such films, a high partial pressure or concentration of CdCl2 together with O2 during
CdCl2 treatment will result in considerable alloy formation. In addition, alloy formation is
dramatically enhanced for cells with CdTe deposited at high temperature in the presence
of Cl species during growth, such as spray pyrolysis.
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In cells, alloy formation has both beneficial and detrimental effects. The
interdiffusion process narrows the absorber-layer band gap, resulting in higher long-
wavelength quantum efficiency. Although this gain is somewhat offset by a reduction
in the built-in voltage, open-circuit voltages exceeding 820 mV have been obtained in
cells having alloyed CdTe1−xSx absorber layers with composition x > 0.05, made by
spray pyrolysis [150]. Intermixing reduces interfacial strain [68] and may reduce the dark
recombination current [78]. The CdS film thickness is reduced, which can be beneficial
for window transmission, but nonuniform CdS consumption can result in lateral junction
discontinuities. The CdTe1−xSx alloy formation is detected in XRD line profiles of the
absorber layer and in the long-wavelength spectral response. This correlation between
compositionally broadened XRD line profiles and the long-wavelength QE edge is
illustrated in Figure 14.19 for XRD and QE measurements of completed cells. For CSS
cells, deposited at high temperature and having large grains, the absorber layer exhibits
a narrow (511)/(333) XRD profile at the CdTe position, indicating a negligible degree
of alloy formation, and hence low CdS diffusion into CSS-deposited CdTe. This is seen
in the QE plot, where the long-wavelength edge occurs at the wavelength expected for
CdTe. In contrast, the cell made by spray pyrolysis, with the CdTe film formed at high
temperature in the presence of CdCl2, exhibits an asymmetrical XRD line profile with
its peak near the one expected for the CdTe0.96S0.05 and a tail extending toward pure
CdTe. The XRD line profile thus indicates nonuniform S distribution in the absorber
layer, evident in the QE plot as a shallow drop in the long-wavelength response. The
PVD case is intermediate to the CSS and spray cases, having smaller grains than CSS
films and receiving less exposure to CdCl2 than sprayed films. Thus, it appears that apart
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Figure 14.18 Sensitivity of bulk and grain-boundary diffusion coefficients (a) to pCdCl2 at con-
stant pO2∼125 Torr, at T = 420◦C, and (b) to pO2 at constant pCdCl2 = 9 mTorr, at T = 420◦C

from the differences in current generation, device operation is fundamentally similar for
cells with differing amounts of CdTe1−xSx alloy in the absorber layer.

14.3.4 Back Contact

The top region shown in Figure 14.7 is the back contact, consisting of a primary contact
to CdTe, which typically consists of a tellurium-containing p+ surface, and a secondary
contact, which is the current-carrying conductor. As with other p-type semiconductors,
there is a tendency to form a Schottky barrier with many metals, and achieving a low-
resistance ohmic contact has proven to be challenging. The most common strategy is
to form a Te-rich surface by selective chemical etching and then apply copper or a
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Figure 14.19 Correlation of XRD (511)/(333) reflection with long-wavelength quantum efficiency

copper-containing material. Copper will react with Te to form a p+-layer that can then
be contacted with a metal or with graphite. The subtelluride Cu2Te has been directly
measured at the back surface using GIXRD methods [151]. Also, Cu acts as a relatively
shallow donor in CdTe and can be diffused into CdTe from a doped contact material such
as graphite paste [34] or ZnTe:Cu [205].

There are a variety of surface treatments that have been used, prior to formation of
the copper layer, to reduce the back barrier. Table 14.3 gives a summary of these surface
treatments and the corresponding materials that have typically been used for the back
contact. Although fabrication laboratories tend to utilize a single surface treatment and
contact material, there is little evidence that the preferred contact process is dependent on
the deposition technique.

The high bulk-diffusion coefficient for Cu in CdTe, 3 × 10−12 cm2/s at 300 K [156],
coupled with its multiple valence states and weak Cu–Te bond give rise to potential stability
issues related to its use as discussed below. Alternatives to the use of copper in the back

Table 14.3 Back-contact formation methods (NP = nitric + phosphoric acid mixture, BDH = sequential
reaction in bromine, acidic dichromate, and hydrazine)

CdTe deposition
method

Surface
treatment

Primary
contact

Thermal
treatment

Additional
contact

Reference

PVD Te + H2 Cu 200◦C/Ar C [152]
ED BDH Cu None Ni or Au [153]
Spray Etch C + dopant None None [154]
Screen None C + Cu dopant 400◦C/N2 None [155]
VTD BDH Cu 200◦C/Ar C [151]
CSS NP Etch C + HgTe + Cu 200◦C/He Ag paste [84]
Sputter Br Etch ZnTe:N In situ Metal [156]
MOCVD Br Etch ZnTe:Cu In situ Metal [157]
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Figure 14.20 CdTe/CdS junction band diagrams at V = 0 for three values of CdTe acceptor
density and a back-contact barrier = 0.3 eV

contact have generally involved the use of other tellurides, such as ZnTe:N [158] and
Sb2Te3 [159], that can make reasonable contact to the CdTe and form only modest barriers
with an appropriate metal. To date, however, contacts demonstrably free of Cu have not
shown significant promise.

One consequence of a back-contact barrier, and the value of keeping it small,
can be seen in the band diagrams of Figure 14.20 calculated by Alan Fahrenbruch for
a 2-µm-thick CdTe layer [160]. The back contact is essentially a second diode with
opposite polarity and smaller barrier than the primary junction. For a thick absorber, or
one with reasonably large carrier density (solid curve), the bands are flat over most of
the absorber thickness, the primary junction effectively blocks modest forward currents,
and the back barrier has only a minor effect on the current–voltage curves. For carrier
densities more typical of CdTe (between dashed and dotted lines), however, the depletion
widths of the primary and back-contact diodes overlap. The effective reduction in the
barrier for electrons means that forward current can flow more easily, reducing the open-
circuit voltage.

14.3.5 Solar Cell Characterization

Considerable information about the electrical properties of CdTe solar cells has been
deduced from straightforward measurements of current versus voltage (J –V ), quan-
tum efficiency (QE) and capacitance versus frequency (C –f ) and voltage (C –V ). More
detailed information can be obtained from the temperature dependence or the time evo-
lution of these curves.

The J –V curve (Figure 14.2) for the record-efficiency cell follows a standard
diode equation with additional factors included to take account of circuit resistance and
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forward-current mechanisms other than thermionic emission.

J = J0 exp[(V − JR)/AkT ] − JSC + V/r (14.1)

For the illuminated J –V curves of the record-efficiency CdTe cell, the prefactor J0 is
1 × 10−9 A/cm2, the series resistance R is 1.8 �-cm2, the diode quality factor A is 1.9,
and the shunt resistance r is 2500 �-cm2. The values for R and A were found using the
technique described in Reference [161].

The forward-current (J + JSC) data for the record-efficiency CdTe cell is replotted
in Figure 14.21 using a logarithmic scale, and the analogous data of a high-efficiency
GaAs cell [162] is shown for comparison. Since CdTe and GaAs have nearly the same
band gap, they should ideally have the same lower limit to J0 and same VOC and J –V

characteristic, if they were both limited by band-to-band recombination. Both curves have
had small corrections for series and shunt resistances (R and r). Since the absorber materi-
als have similar band gaps, the CdTe and GaAs cells should have similar J –V curves. The
VOC difference shown, however, is nearly 200 mV. At maximum power (MP), the voltage
difference is larger yet, approaching 300 mV, because the CdTe A-factor is 1.9 compared
to 1.0 for the GaAs. The physical difference is due to the additional recombination-current
paths for the CdTe junction. This excess forward current for the CdTe cell is roughly two
orders of magnitude greater than that of the GaAs cell under normal operating conditions.
The implication is that there is considerable room for improvement of VOC in CdTe cells
through reduction in such recombination. Referring to the band diagrams in Figure 14.20,
it is apparent that for sufficiently high density of midgap states, low doping levels in
CdTe will enhance recombination current. Further, low doping levels and the resulting
field profiles are expected to reduce minority transport, resulting in more pronounced
voltage-dependent collection, reducing JMP.
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Figure 14.21 Comparison of high-efficiency CdTe and GaAs-illuminated J –V data on a log plot,
corrected for resistive effects
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Figure 14.22 Measured and calculated curves for a CdTe cell with a back-contact barrier [162]

The effect of a back-contact barrier on the device band diagram was shown earlier
in Figure 14.20. The effect on measured J –V curves is illustrated in Figure 14.22. Assum-
ing the two depletion regions do not overlap, the two diodes can be treated as independent
circuit elements. The calculated fit to the curves, with a back-diode barrier height of
0.3 eV, is in fact quite good. The impact of the back barrier becomes larger as the
temperature is lowered. This impact is very dramatic in the first quadrant, where the
shape of the J –V curves is commonly described as “rollover” [163–165]. The degree
of “rollover” of J –V curves such as those illustrated in Figure 14.22 has been shown
to be related to the amount of copper used in the fabrication of the back contact [166].
With smaller amounts of copper, “rollover” is observed at higher temperatures implying
a larger back-contact barrier, and it has a greater impact on cell performance.

The addition of large amounts of copper to reduce the back-contact barrier, and
hence inhibit “rollover”, however, can lead to a decrease is CdTe cell stability, at least
for cells held at elevated temperatures. Several authors have seen significant perfor-
mance changes when CdTe cells were held at high temperatures (typically 60–110◦C)
for extended periods of time [167–171]. Such studies, often referred to as “stress” tests,
generally first see a decrease in fill factor and next in VOC. Only in extreme cases is JSC

affected. Figure 14.23 shows the illuminated J –V curves for an NREL-manufactured
CdTe cell soon after it was fabricated, and at different periods of time following light
soaking at 100◦C under open-circuit bias. Such curves are typical of those seen with cells
from different manufacturers. The dark J –V curves for these and other CdTe cells also
show a progressive increase in “rollover” with continuing temperature stress. Qualitatively
similar J –V characteristics are measured for the devices of Figures 14.22 and 14.23,
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Figure 14.23 J –V of CdTe cells following extended exposure to 100◦C at VOC [168]

showing an increase in rollover as temperature is decreased or as time at open-circuit
100◦C stress is increased. As the temperature of the J –V measurement is reduced, the
acceptor concentration decreases, resulting in the back-barrier height exerting a greater
effect, as shown in Figure 14.20. The rollover in the stressed devices could likewise be
due to a reduction in carrier density in the CdTe layer.

There is conflicting evidence of the dependence of CdTe cell performance changes
with stress temperature, but one study [169] has deduced an empirical activation energy
near 1 eV, which predicts that J –V changes at 100◦C are accelerated 500 to 1000 times
compared to a typical annual range of outdoor temperatures for solar panels. Hence,
one would not expect significant performance changes for modules until they had been
deployed in the field for many years.

Additional “stress” studies have shown that reductions in cell efficiency are smaller
when the voltage bias is held at short circuit or maximum power, rather than at open
circuit [169–171], or when less copper is used in the back contact [166]. The movement
of copper out of the back-contact region is faster when forward bias reduces the electric
field within the cell [169, 171–173], and it has at least two effects on cell performance.
One is the increase in back-barrier height, similar to the copper-free case. The second is a
detrimental effect on cell performance due to copper movement toward the front junction,
probably enhanced by grain-boundary paths. There is no general agreement, however,
on whether the copper causes an increase in CdTe recombination states, a change in the
CdS layer, or possibly an increased overlap of the front and rear junctions by creating
conducting filaments.

There are a variety of possible optical losses before the photons reach a CdTe solar
cell’s absorber, and there are additional optical losses due to incomplete absorption of
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Figure 14.24 CdTe cell photon losses and quantum efficiency versus wavelength [174]

the photons penetrating through the absorber. The QE of a solar cell, especially when
combined with independent reflection and absorption measurements of the cell and indi-
vidual window layers, is a powerful tool to analyze these losses. The data shown in
Figure 14.24 are for a CdTe cell with relatively large losses in JSC. This cell, fabricated
by Solar Cells, Inc., was deliberately chosen to illustrate the analysis process and is not
indicative of the cells currently being manufactured.

To quantify the photon losses in Figure 14.21, the measured QE is multiplied by
the light spectrum, in units of photons/cm2/nm, integrated over wavelength, and multiplied
by unit electric charge to yield JSC. For comparison, the maximum current density Jmax

is found to be 30.5 mA/cm2 for Eg = 1.5 eV by a similar calculation up to the band gap
cutoff wavelength (vertical line) using unity QE.

The optical regions shown in Figure 14.24 are the reflection from the cell, the
absorption of the glass superstrate, the absorption of the SnO2 conductive contact, and
the loss below 500 nm associated primarily with absorption of a ∼250-nm-thick CdS
window. The separation of individual absorption terms was deduced from the reflection
and transmission of partially completed cell structures terminated after each layer. The
remaining loss region approaching the band gap is assumed to be due to the photons
that penetrated too deeply for complete collection. Integration of these loss spectra, again
weighted by the illumination spectrum, gives the current–density loss for each. These
losses are listed in the inset to Figure 14.24 for the standard global AM1.5 spectrum [175],
normalized to 100 mW/cm2. The sum of the losses is the difference between the measured
and the maximum current densities.
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The inset tells us quantitatively that considerable current enhancement is possible
by employing a thinner CdS window, and to a lesser extent with a different glass or
improved SnO2 process. Potential for improvement in JSC with an antireflection coating
or from better collection of the deeply penetrating photons would be even smaller. It is
certainly possible, however, to reduce the larger losses. The record efficiency cell, for
example, has a JSC of 26 mA/cm2. Its losses from glass, SnO2, and CdS absorption are
each more than a factor of five less than the cell shown in Figure 14.23, and no single
loss factor contributes more than 1 mA/cm2.

The capacitance of a solar cell can yield information about extraneous states within
the band gap, and it can often give a credible profile of the carrier density within the
absorber [176]. Figure 14.25(a) shows the measured capacitance of a CdTe cell as a
function of frequency for three biases: 0, −1, and −3 V. The capacitance magnitude is
relatively small, corresponding to a small carrier density and a large depletion width. The
large depletion width implies that most photons are absorbed in a region with an electric
field and hence photocurrent does not vary significantly with voltage [177]. The fact that
the curves are relatively flat over nearly three decades in frequency strongly suggests that
they are not significantly affected by extraneous states. The upturn at high frequencies is
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due to circuit inductance [178], and the points off the curves at low frequencies are due
to an apparatus anomaly. Typically, a frequency in the middle of the flat region, in this
case 75 kHz, is chosen for subsequent C –V measurements.

Capacitance versus voltage data at 75 kHz is plotted in Figure 14.25(b) in the
commonly used C−2 versus V format, in which the vertical axis is proportional to the
square of the depletion width, w, for a given voltage, since C/A = ε/w. The slope is
inversely proportional to the carrier density at the depletion edge. In this case, there are
two distinct regions. In reverse bias, the C−2, and hence the depletion width, changes
very little. Near zero bias and into forward bias, however, the depletion width narrows
considerably.

The same data can be plotted (Figure 14.25c) as hole density ρ versus depletion
width, which is referred to as the distance from the junction, since the depletion is assumed
to be essentially all in the absorber. The two regions suggested by the C−2 versus V plot
have become extremely clear. For the first 3 µm into the CdTe, the hole density is very
low (mid 1014 range), but then it increases dramatically. The interpretation is that 3 µm
is the thickness of the CdTe layer, and the rapid increase in hole density takes place
as the depletion edge enters the back-contact region. In fact, the measured thickness
of this particular CdTe was somewhat larger than 3 µm, and in general the electronic
thickness is comparable to the physical thickness. The likely explanation is that there are
local areas such as grain boundaries and highly defective grains where the back-contact
material penetrates into the CdTe and effectively reduces its thickness. Following the
elevated temperature cycles that led to Figure 14.23, there can also be a reduction in net
CdTe thickness.

CdTe solar cells fabricated by a variety of the techniques illustrated in Figure 14.6
have shown hole densities between 1 × 1014 and 8 × 1014/cm3 as determined by the
capacitance technique. A relatively low carrier density may be an impediment to higher-
efficiency cells. It suggests that compensating native donors remain a problem for the
CdTe cells made to date. The direct impact of the low hole density is that the Fermi level
is 250 to 350 mV from the valence-band maximum, and hence limits the junction barrier,
and therefore VOC. A bigger, and probably related, problem is that the low densities are
likely to be symptomatic of the excessive recombination states responsible for much of
the voltage and fill-factor difference seen in Figure 14.21.

14.3.6 Summary of CdTe-cell Status

During the past 20 years, there has been major progress in refining the basic CdTe cell
structure of Bonnet and Rabenhorst. The highest current densities achieved are similar to
crystalline GaAs when adjusted for small differences in band gap. Open-circuit voltage
and fill factor are limited by excessive forward-current recombination and low carrier den-
sity, but have nevertheless achieved values about 80% as large as GaAs, again adjusted for
band gap. The recombination current appears to follow the Shockley–Read–Hall mech-
anism through distributed states in the space charge region [179]. There is some concern
about the diffusion of copper atoms, but significant degradation under normal operating
conditions for well-fabricated cells is unlikely. Although cell-level basic research should
certainly continue, the status of CdTe solar cells is clearly healthy enough to proceed with
mainstream commercialization.
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14.4 CdTe MODULES

A CdTe photovoltaic module consists of electrically interconnected CdTe cells on a super-
strate that serves as the mechanical support. The module’s electrical output depends on
individual cell output, interconnection scheme, and losses due to nongenerating areas and
interconnection-resistive losses. Obtaining high cell efficiency at the module scale depends
on the successful transfer of small-area batch processing steps, such as the CdCl2 treat-
ment, to either large-area batch or continuous processing, and on minimizing dead-area
and resistive losses as well as optical losses due to the use of low-cost glass. In effect, the
manufacturer’s goal is to obtain a series-connected array of large-area CdTe/CdS diodes
having spatially uniform physical and electrical properties in a high-throughput fabrication
process. This manufacturing orientation is somewhat different from that of integrated-
circuit manufacturers, where the challenge lies in minimizing the spatial dimension of
each circuit element.

The electrical interconnections between adjacent cells can be made via external
contacts or by monolithic integration during deposition and processing. For cost-effective
commercial-scale modules, the principle of monolithic integration is often adopted, where
the cells on a single large-area substrate or superstrate are isolated and interconnected by
scribing through the deposited layers at different stages of fabrication. Scribing can be
achieved by mechanical means or, preferably, by laser scribing in which the stopping
point is determined by matching the absorption properties of the different layers with the
appropriate wavelength and power density [180]. The first scribe isolates the TCO front
contact, the second through the CdS and CdTe provides an electrical path from the TCO
to the back contact of an adjacent cell, and the third isolates the back contact between
cells. A monolithically interconnected module is shown in Figure 14.26. The photocurrent
generated by each individual cell flows from one end of the module to the other. The
module voltage is simply the sum of the voltages from the series connected individual
cells. This monolithic structure and its three laser scribes are very similar to that of
amorphous silicon–based PV modules. Significant design analysis of module geometry
and lateral-sheet resistances, to minimize resistive and dead-area losses, has been carried
out for amorphous silicon PV modules, and is applicable to CdTe PV modules [181, 182].

The structure shown in Figure 14.26 utilizes a sheet of glass as the supporting
superstrate. The choice of glass is based on the cost per watt, optical loss, and thermal

Light

Glass superstrate

SnO2

p - CdTe
Al

n - CdS Laser scribes

Figure 14.26 Schematic of a series-connected integrated CdTe module having three laser scribes
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tolerance of the glass. For example, the light-generated current in CdTe cells deposited on
borosilicate glass is 2 mA/cm2 higher than on soda lime glass, owing to high absorption
in the soda lime glass above 600 nm. However, the high-transparency glasses, such as
borosilicates, fused quartz, and Vycor, require more refining and are thus significantly
more costly than the soda lime glass commonly used for windowpanes. A review of the
optical properties of these and other glasses is found in Reference [183]. In addition,
low-cost soda lime glass exhibits a lower softening temperature, restricting its application
for high-temperature processing. Reducing the iron content in soda lime glasses improves
the transparency at wavelengths greater than 600 nm and raises the melt temperature, at
a lower cost than borosilicate or other highly refined glass types.

Commercialization of CdTe PV modules will rely on a constant supply of affordable
raw materials, especially cadmium and tellurium. In terms of the material requirements,
a facility with 1 MW/year manufacturing capacity, with 100% utilization of Cd and Te
species using a 2-µm-thick absorber layer, will require approximately 1 metric tons of
CdTe, which translates to 0.4 metric ton of cadmium and 0.6 metric ton of tellurium. Both
elements are obtained as the by-products in the smelting of ores; cadmium is obtained
from zinc, copper, and lead refining, while tellurium is primarily obtained as a product of
the electrolytic refining of copper and skimmings from lead production [184]. Tellurium
is the scarcer and more costly component, however, tellurium availability is estimated to
be ∼1600 metric tons per year [185]. At present, the costs for ∼95% pure cadmium and
tellurium are ∼$US 12/lb ($US 24 000/ton) and ∼$US 20/lb ($US 40 000/ton), respec-
tively. Thus, the total cadmium and tellurium costs for the 1-MW capacity plant would
be ∼$US 34 000, which amounts to less than $US 0.10 per watt. This is significantly
less than the price of the superstrate glass/TCO for the 100 000 m2 required for 1-MW
capacity, which is currently $US 10.80/m2 [186], equaling $US 1.08 per watt. A detailed
analysis of PV-manufacturing costs is presented in Reference [187].

Present-generation CdTe PV modules are typically ∼1 m2 in area and have achieved
efficiencies above 10%, with peak power on the order of 90 W. At the time of this writ-
ing, the only commercial CdTe cells are manufactured by Matsushita Battery Company
in Japan, with an annual production of 1.2 MW [188]. Three CdTe module manufactur-
ers are entering production: First Solar, L.L.C., in Toledo, Ohio; BP Solar, in Fairfield,
California; and Antec Solar GmbH, in Germany. The module dimensions and output of
prototype superstrate CdTe modules from these companies are listed in Table 14.4.

The First Solar module utilizes vapor transport deposition of CdTe onto moving
substrates to achieve a high growth rate while maintaining high substrate temperature. The

Table 14.4 Summary of CdTe module performance, compiled by Zweibel. Consult the
listed references for module fabrication details

Manufacturer Country CdTe
method

Per-module
power
[W]

Aperture
efficiency

[%]

Module
size
[m2]

Reference

Antec Germany CSS 47 7.0 0.66 [189]
BP Solar USA ED 92 11.0 0.84 [4]
First Solar USA VTD 67 10.1 0.66 [3]
Matsushita Japan Screen 59 11.0 0.54 [190]
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Figure 14.27 CdTe modules made by (a) BP Solar and (b) First Solar. (BP Solar photograph
courtesy of D. Cunningham. First Solar photograph courtesy D. Rose)

modules are formed on tin oxide–coated soda lime glass made by Libby Owens Ford.
The production line is reported to be capable of 2.9 m2 per minute throughput [191]. A
photograph showing a First Solar module is shown in Figure 14.27(b).

The BP Solar module utilizes electrodeposited CdTe films and overcomes through-
put issues associated with low growth rate by simultaneous batch deposition of many
modules. The plant has eight identical reaction chambers, or tanks. Each tank is capable of
handling 40, 0.55 m2 (14′′ × 61′′) substrates or 24, 0.94 m2 (24′′ × 61′′) substrates [192].
A photograph of a BP Solar module is shown in Figure 14.27(a).

The Antec module utilizes CSS deposition of the CdTe layer, with a patented
source diffuser to improve spatial uniformity during deposition. Spatial uniformity in
CSS deposition is an issue because the source and substrate have the same area and are
in static relation to each other.

Issues confronting manufacturers of thin-film CdTe solar cells are maintaining
small-area efficiencies at the module scale, control of uniformity during growth, repro-
ducibility, and product certification with respect to expected lifetime. Module performance
and spatial uniformity are linked to the CdS film thickness; thick CdS films improve pro-
cessing latitude but reduce light-generated current. With the ultrathin CdS films used
to obtain state-of-the-art performance in small-area cells, spatial variations in CdTe-film
microstructure can affect the diffusion of CdS into CdTe and the resulting junction struc-
ture. Incorporating buffer layers into the window-layer side of the structure, refining the
postdeposition treatments, and developing in-line sensing diagnostic tools are viable path-
ways for widening the tolerance window needed to raise the current density in modules.

14.5 THE FUTURE OF CdTe-BASED SOLAR CELLS

The future of CdTe thin-film photovoltaic devices in energy production and optical sensing
is assured by the material properties, laboratory-scale device performance, and pho-
tovoltaic module implementation. Enhancing the viability of CdTe/CdS for terrestrial
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power generation depends on improving device performance, cost-effective translation of
fabrication processes to the module scale, and cell and module stability. In addition to
efficiency gains in single-junction devices, band gap tailoring of the absorber by alloying
with other group IIB metals can facilitate development of multijunction cells with efficien-
cies approaching 30%. Translating single-junction efficiency gains from batch processes
to continuous module fabrication and developing monolithic multijunction modules on a
single superstrate can significantly reduce production costs. Achieving this goal requires
greater understanding of the relationship between processing conditions and critical mate-
rial properties needed for high efficiency and good long-term stability.

Although the fundamental nature of polycrystalline CdTe is not yet fully under-
stood, we have shown that significant progress has been made toward the development of
20% efficient single-junction thin-film cells. In addition, we have seen that several CdTe
film deposition techniques yield similar device performance, by a suitable combination of
postdeposition processing and back-contact formation. Reaching the 20% efficiency target
and translating this to high module performance relies on determining and overcoming
the mechanisms that limit the open-circuit voltage and fill factor in present-generation
cells. This is simply due to the fact that the current density in champion thin-film CdTe
cells has reached 80% of its theoretical maximum for AM1.5 illumination and is primarily
limited by optical losses in the glass/TCO/CdS structure. The values of VOC∼850 mV and
FF∼75% appear to represent practical limits, and fall short of the expectations based
on band gap. Forward current in present-generation high-efficiency CdTe/CdS devices
appears to be controlled by the Shockley–Read–Hall recombination in the space charge
region. Many investigations also show a profound influence of back-contact formation
on both VOC and FF. For module implementation, obtaining both high JSC and VOC

is complicated by large-area control of CdTe–CdS interdiffusion and junction forma-
tion between the CdTe absorber and the TCO, since a thin CdS layer is required in the
finished device. Thus, critical research directions for improving efficiency in CdTe/CdS
cells are (1) identification and reduction of the density of limiting intragrain defect states;
(2) increasing the p-type carrier concentration in CdTe; (3) eliminating or controlling
parallel junctions that may arise because of pinholes; (4) developing robust manufac-
turing processes; and (5) defining and overcoming performance limitations related to
back-contact formation.

In addition to its basis for single-junction devices, CdTe can be alloyed with other
IIB-VIA compounds to alter its band gap, allowing multijunction cells to be designed. The
multijunction cell structures using CdTe-based wide band gap cells in monolithic structures
must confront the relationship between cell geometry and both processing temperature
and chemical stability. Materials based on alloys between CdTe and other group IIB-VIA

compounds allow a wide range of optoelectronic properties to be incorporated into devices
by design.

Semiconducting compounds of the form IIB-VIA provide a basis for the devel-
opment of tunable materials, obtained by alloying different compounds in pseudobinary
configurations. For photovoltaic heterojunction devices, semiconductors using Cd, Zn,
Hg cations and S, Se, Te anions exhibit a wide range of optical band gap, suggest-
ing their potential for use in optimized device designs by tailoring material properties
(Table 14.5). The high opticalabsorption coefficients, ∼105/cm, and direct optical band
gaps of many II-VI semiconductors make them suitable for use in thin-film photovoltaic
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Table 14.5 Properties of pseudobinary IIB-VIA alloys suitable for absorber
layers

Compound Single crystal
optical Eg range

300 K [eV]

Optical
bowing

parameter

Stable
endpoint
structure

Miscibility
gap?

Cation substitution
Cd1−xZnxTe 1.49–2.25 0.20 ZB–ZB N
Hg1−xCdxSe 0.10–1.73 ? ZB–W N
Hg1−xZnxTe 0.15–2.25 0.10 ZB–ZB N

Anion substitution
CdTe1−xSx 1.49–2.42 1.70 ZB–W Y
CdTe1−xSex 1.49–1.73 0.85 ZB–W ?
CdSe1−xSx 1.73–2.42 0.31 W–W N
HgTe1−xSx 0.15–2.00 ? ZB–ZB ?
HgSe1−xSx 0.10–2.00 ? ZB–ZB ?

devices. For terrestrial photovoltaic applications, in which a band gap of ∼1.5 eV is
desired, considerable progress has been made in the development of solar cells based on
the CdS-CdTe heterojunction wherein CdS1−yTey and CdTe1−xSx alloys have been shown
to play a role in the device operation. For the development of next-generation, multijunc-
tion cells, top cells with an absorber band gap of ∼1.7 eV are required [193, 194].

The alloy systems shown in Table 14.5, separated by cation and anion substitution
in pseudobinary compounds, define a broad range of optical band gap suitable as absorber
layers in terrestrial photovoltaic converters. The isostructural systems Cd1−xZnxTe and
Hg1−xZnxTe offer tunable systems with a wide range of band gap and controllable p-type
conductivity.

Thin-film solar cells based on Cd1−xZnxTe were the subject of study in the late
1980s, by several laboratories, including the Georgia Institute of Technology (GIT)
and International Solar Energy Technology (ISET). Two approaches to depositing the
Cd1−xZnxTe films had been considered in the previous work: synthesis by reaction of
sequentially deposited metal layers (ISET) and metal organic chemical vapor deposition
(GIT). CdS/Cd1−xZnxTe devices using Cd1−xZnxTe films made by the reaction of
sequentially deposited metals with x = 0.1, corresponding to Eg∼1.6 eV, yielded 3.8%
efficiency and suffered from low VOC and FF [195]. Although little follow-up work
was conducted to explain the low performance, for CdS/ Cd1−xZnxTe devices made by
MOCVD, it was found that the CdCl2+ air treatment step reduced the band gap from 1.7
to 1.55 eV, owing to chemical conversion of the zinc alloy to volatile ZnCl2. The best
cells made with the 1.55 eV band gap yielded 4.4% conversion efficiency [196].

CdTe-based thin-film photovoltaic devices are also suited to applications beyond
terrestrial power conversion, including space-power generation, infrared detectors, and
gamma radiation detectors. Using the current–voltage characteristics of state-of-the-art
and realistic devices on rigid glass superstrates, AM0 operation at 60◦C can be deter-
mined by accounting for the temperature dependence of the band gap and differences
in irradiance. State-of-the-art cells with 16.5% AM1.5 efficiency at 25◦C translate to
13.9% AM0 efficiency at 60◦C. Typical cells having 12% AM1.5 efficiency at 25◦C
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translate to 10% AM0 efficiency at 60◦C. For cells on 0.05-mm-thick polyimide substrate
at AM0 conditions, the 12% state-of-the-art and 10% typical cells should yield power-
to-weight ratio of 1520 and 1100 W/kg, respectively. CdTe research and development
for space applications, in which AM0 power-to-weight ratio greater than 1000 W/kg
is desired, has followed three approaches with results as follows: (1) 6 to 7% AM1.5
efficiency for thin-film deposition in the substrate configuration on lightweight flexi-
ble substrates [25], (2) 11% AM1.5 efficiency for transfer of completed superstrate cells
from rigid superstrates to lightweight flexible substrates [197], and (3) 11% efficiency for
direct superstrate deposition onto 100-µm thick glass foils [105]. Encouraging results of
CdTe/CdS cell stability were obtained under 1-MeV electron bombardment at fluences of
1014 to 1016/cm2 [198].

For infrared detection and thermal imaging, devices using Cd1−xHgxTe alloys have
been investigated intensively since the mid 1960s, leading to a significant technology
base of sensor and charge-coupled device (CCD) imaging devices [199]. To achieve good
sensitivity at wavelengths of 8 to 10 µm, long minority-carrier lifetime is required in the
absorbing Cd1−xHgxTe. To minimize trapping and Shockley–Read–Hall recombination
centers, single crystals are fabricated using either a cast-recrystallization technique or the
Bridgman growth technique. Schottky photodetecting arrays are fabricated on polished
slices of the single crystals. High-quality Cd1−xHgxTe thin films have been deposited
by both liquid-phase and vapor-phase epitaxy on CdTe and Cd1−xHgxTe single-crystal
wafers [200].

Gamma ray detectors for tomographic applications based on CdTe have been inves-
tigated using two approaches: (1) direct detection by ionization in CdTe and (2) deposition
of a CdTe/CdS thin-film photodetector on a scintillating superstrate such as cadmium
tungstenate (CdWO4). For direct detection, the gamma ray is stopped in CdTe in either
a metal–semiconductor–metal or all-semiconductor p-i-n structure using CdTe single
crystals [201]. In either design, the optimal detector is achieved with devices having the
lowest possible leakage current and highest mobility-lifetime product.

Concerns have been raised about cadmium toxicity and the possibility of intro-
ducing significant amounts into the environment where the cells are manufactured and
deployed. Managing cadmium in the manufacturing environment relies on a combina-
tion of appropriate engineering and chemical hygiene practices. Concerns over module
deployment are being addressed at technical and policy levels. First, modules are envi-
ronmentally well sealed, which serves to both protect the cell from environmental dete-
rioration and to contain the semiconducting materials, in the event of mechanical failure.
By recycling modules at the end of life in a manner consistent with metal products,
it is estimated that nearly all the cadmium in a module can be recycled at a cost of
roughly 5 cents/W [202]. Alternatively, module deployment by a leasing arrangement or
by confinement to industrially managed energy farms could facilitate total control over
installed cadmium distribution. The amount of cadmium used in thin-film CdTe modules
is relatively modest. A CdTe module 1 m2 in area, producing approximately 100 W of
power using a CdTe layer less than 2 µm thick, contains less than 10 g of cadmium, or
about the same as a single nickel–cadmium flashlight battery [203]. On a larger scale, it
would take about 40 000 metric tons of cadmium to switch the entire US power grid to
CdTe modules. Assuming a 30-year life cycle, about 7% of the current world output of
cadmium would be required.
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This chapter has shown the development and present state of CdTe solar cells
and modules. Wide-scale commercialization of CdTe technologies hinges on improving
performance, understanding stability, developing low-cost consumer products for vary-
ing energy and photonic market demands, and managing cadmium. At the cell level,
improved performance can be expected as fundamental understanding of the device oper-
ation improves. Issues related to stability involve both cell-related mechanisms, linked
to cell processing, and module-related mechanisms, linked to encapsulation and environ-
mental conditions. Future CdTe product development hinges on successful marketing of
photovoltaics as a viable energy source, which in turn depends on reductions in the cost
per installed watt, which, at the time of this writing, makes thin-film CdTe solar cells a
leading contender for future power generation.
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51. Krüger F, Revue de Physique Appliquée 12, 205–208 (1977).
52. Wei S, Zhang S, Zunger A, J. Appl. Phys. 87, 1304–1311 (2000).
53. Phillips J, Bonds and Bands in Semiconductors , 42, Academic Press, New York (1973).
54. Huheey J, Keiter E, Keiter R, Inorganic Chemistry , 113–126, Harper Collins, New York

(1993).
55. Wu W, Gielisse P, Mater. Res. Bull 6, 621–638 (1971).
56. Myers T, Edwards S, Schetzina J, J. Appl. Phys. 52, 4231–4237 (1981).
57. Wei S, Zunger A, Appl. Phys. Lett. 72, 2011–2014 (1998).
58. Cohen M, Bergstresser T, Phys. Rev. 141, 789–801 (1966).
59. Wei S, Zhang S, Zunger A, J. Appl. Phys. 87, 1304–1310 (2000).



REFERENCES 659

60. Wei S, Mtg. Record, National CdTe R&D Team Meeting (2001) Appendix 9.
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134. Başol B, Tseng E, Lo D, U.S. Patent 4,548,681 (1984).
135. McCandless B, Moulton L, Birkmire R, Prog. Photovolt. 5, 249–260 (1997).
136. Birkmire R, McCandless B, Shafarman W, Sol. Cells 23, 115–126 (1985).
137. Birkmire R, McCandless B, Hegedus S, Int. J. Sol. Energy 12, 145–154 (1992).
138. Hiltner J, Sites J, Mat. Res. Soc. Proc. 668, H 9.8, 1–7 (2001).
139. Jensen G, Ph.D. Dissertation, Stanford University, Department of Physics (1997).
140. Ohata K, Saraie J, Tanaka T, Jpn. J. Appl. Phys. 12, 1641–1642 (1973).
141. Moon D, Im H, Powder Metall. 35, 53–58 (1992).
142. Jensen D, McCandless B, Birkmire R, Mat. Res. Soc. Symp. Proc. 428, 325–330 (1996).
143. Hill R, Richardson D, Thin Solid Films 18, 25–28 (1973).
144. Compaan A et al., Mat. Res. Soc. Symp. Proc. 428, 367–371 (1996).
145. Bonnet D, Phys. Stat. Sol. A3, 913–919 (1970).
146. McCandless B, Hanket G, Jensen D, Birkmire R, J. Vac. Sci. Technol. A 20(4), 1462–1467

(2002).
147. Wei S, Zhang S, Zunger A, J. Appl. Phys. 87, 1304–1311 (2000).
148. Ohata K, Saraie J, Tanaka T, Jpn. J. Appl. Phys. 12, 1198–1204 (1973).
149. McCandless B, Engelmann M, Birkmire R, J. Appl. Phys. 89(2), 988–995 (2001).
150. Albright S et al., AIP Conf. Ser. 268, 17–32 (1992).
151. McCandless B, Phillips J, Titus J, Conf. Rec. 2nd WCPVEC, 448–452 (1998).



REFERENCES 661

152. McCandless B, Qu Y, Birkmire R, Conf. Rec 1st WCPVSEC, 107–110 (1994).
153. Szabo L, Biter W, U. S. Patent 4,735,662 (1988).
154. Albright S, Ackerman B, Jordan J, IEEE Trans. Elec. Dev. 37, 434–437 (1990).
155. Matsumoto H et al., Sol. Cells 11, 367–373 (1984).
156. Lyubormisky I, Rabinal M, Cahen D, J. Appl. Phys., 81, 6684–6691 (1997).
157. Ringel S, Smith A, MacDougal M, Rohatgi A, J. Appl. Phys. 70, 881–889 (1991).
158. Drayton J et al., Compaan, presented at Spring MRS (San Francisco, April 2001).
159. Romeo N et al., Sol. Energy Mater. Sol. Cells 58, 209–218 (1999).
160. McMahon T, Fahrenbruch A, Conf. Rec. 28th IEEE Photovoltaic Specialist Conf., 539–542

(2001).
161. Sites J, Mauk P, Sol. Cells 27, 411–417 (1989).
162. Kurtz S, Olson J, Kibler A, Conf. Rec 23rd IEEE Photovoltaic Specialist Conf., 138–141

(1990).
163. Stollwerck G, Sites J, Conf. Rec. 13th European Photovoltaic Solar Energy Conversion,

2020–2022 (1995).
164. Niemegeers A, Burgelman M, J. Appl. Phys. 81, 2881–2886 (1997).
165. McCandless B, Phillips J, Titus J, Conf. Rec. 2nd WCPVSEC, 448–452 (1998).
166. Asher S et al., Conf. Rec. 28th IEEE Photovoltaic Specialist Conf., 479–482 (2000).
167. Fahrenbruch A, Sol. Cells 21, 399–412 (1987).
168. Meyers P, Phillips J, Conf. Rec. 25th IEEE Photovoltaic Specialist Conf., 789–792 (1996).
169. Hiltner J, Sites J, AIP Conf. Ser. 462, 170–173 (1998).
170. Gupta A, Townsend S, Kaydanov V, Ohno T, Conf. Rec. NCPV Rev. Mtg, 271–272 (2000).
171. Hegedus S, McCandless B, Birkmire R, Conf. Rec. 28th IEEE Photovoltaic Specialist Conf.,

535–538 (2000).
172. Dobson K, Visoly-Fisher I, Hodes G, Cahen D, Sol. Energy Mater. Sol. Cells 62, 145–154

(2000).
173. Greco D, Compaan A, Appl. Phys. Lett. 75, 36–363 (1999).
174. Stollwerck G, MS Thesis, Colorado State University (1995).
175. Hulstrom R, Bird R, Riordan C, Sol. Cells 15, 365 (1985).
176. Mauk P, Tavakolian H, Sites J, IEEE Trans. Electron Dev. 37, 1065–1068 (1990).
177. Liu X, Sites J, J. Appl. Phys. 75, 577–581 (1994).
178. Scofield J, Sol. Energy Mater. Sol. Cells 37, 217–233 (1995).
179. Phillips J, Birkmire R, McCandless B, Meyers P, Shafarman W, Phys. Stat. Sol. (b) 194,

31–39 (1996).
180. Matulionis I, Nakada S, Compaan A, Conf. Rec. 26th IEEE Photovoltaic Specialist Conf.,

491–494 (1997).
181. Willing F et al., Conf. Rec. 21st IEEE Photovoltaic Solar Energy Conversion, 1432–1436

(1990).
182. van den Berg R et al., Sol. Energy Mater. Sol. Cells 31, 253–261 (1993).
183. Kirk-Othmer Encyclopedia of Chemical Technology , Third Edition, Vol. 11, 807–880, John

Wiley and Sons, Inc., New York (1980).
184. Brown R, U.S. Geological Survey Minerals Yearbook, (2000) U.S.G.S., 67.1–67.4.
185. Andersson B, Prog. Photovolt. Res. Appl. 8, 61–76 (2000).
186. Gerhardinger P, McCurdy R, Mat. Res. Soc. Symp. Proc. 426, 399–410 (1996).
187. Zweibel K, Sol. Energy Mater. Sol. Cells 59, 1–18 (1999).
188. Maycock P (Ed), Photovoltaic News , 20 (Feb, 2001).
189. Green M et al., Prog. Photovolt. Res. Appl. 7, 31–37 (1999).
190. Suyama N et al., Conf. Rec. 21st IEEE Photovoltaic Specialist Conf., 498–503 (1990).
191. Rose D et al., Conf. Rec. 28th IEEE Photovoltaic Specialist Conf., 428–431 (2000).
192. Cunningham D et al., Conf. Rec. 16th European Photovoltaic Solar Energy Conversion,

281–285 (2000).
193. Fan J, Palm B, Sol. Cells 11, 247–261 (1984).



662 CADMIUM TELLURIDE SOLAR CELLS

194. Nell M, Barnett A, IEEE Trans. Elec. Dev. ED-34, 257–265 (1987).
195. Basol B, Kapur V, Kullberg R, Conf. Rec. 20th IEEE Photovoltaic Specialist Conf.,

1500–1504 (1988).
196. Rohatgi A, Sudharsanan R, Ringel S, MacDougal M, Sol. Cells 30, 109–122 (1991).
197. Romeo A, Batzner D, Zogg H, Tiwari A, Mat. Res. Soc. Symp. Proc. 668, H3.3.1–H3.3.6

(2001).
198. Zweibel K, Conf. Rec. IECEC (Denver, CO, 1988).
199. Charlton D, J. Cryst. Growth 59, 98–110 (1982).
200. Li T, Conf. Rec. 33rd Electronic Components Conference, 546–551 (1983).
201. Niraula M et al., Appl. Phys. Lett. 75, 2322–2324 (1999).
202. Fthenakis V, Eberspacher C, Moskowitz P, Prog. Photovolt.: Res. Appl. 4, 447–456 (1996).
203. Zweibel K, Moskowitz P, Fthenakis V, NREL Technical Report 520–24057 (Feb. 1998).
204. Herndon M, Gupta A, Kaydanov V, Collins R, Appl. Phys. Lett. 75, 3503–3506 (1999).
205. Gessert T, Duda A, Asher S, Narayanswamy C, Rose D, Conf. Rec. 28th IEEE Photovoltaic

Specialist Conf., 654–657 (2000).



15
Dye-sensitized Solar Cells
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Tsukuba, Japan

15.1 INTRODUCTION TO DYE-SENSITIZED SOLAR
CELLS (DSSC)

15.1.1 Background

Photoelectrochemical solar cells (PSCs), consisting of a photoelectrode, a redox elec-
trolyte, and a counter electrode, have been studied extensively. Several semiconductor
materials, including single-crystal and polycrystal forms of n- and p-Si, n- and p-GaAs,
n- and p-InP, and n-CdS, have been used as photoelectrodes. These materials, when used
with a suitable redox electrolyte, can produce solar light-to-current conversion efficiency
of approximately 10%. However, under irradiation, photocorrosion of the electrode in the
electrolyte solution frequently occurs, resulting in poor stability of the cell, so efforts have
been made worldwide to develop more stable PSCs.

Oxide semiconductor materials have good stability under irradiation in solution.
However, stable oxide semiconductors cannot absorb visible light because they have
relatively wide band gaps. Sensitization of wide band gap oxide semiconductor materials,
such as TiO2, ZnO, and SnO2, with photosensitizers, such as organic dyes, that can absorb
visible light has been extensively studied in relation to the development of photography
technology since the late nineteenth century. In the sensitization process, photosensitizers
adsorbed onto the semiconductor surface absorb visible light and excited electrons are
injected into the conduction band of the semiconductor electrodes. Dye-sensitized oxide
semiconductor photoelectrodes have been used for PSCs.

Gerischer and Tributsch studied a ZnO electrode sensitized by organic dyes includ-
ing rose bengal, fluorescein, and rhodamine B [1, 2]. In early studies, however, single-
crystal and polycrystal materials, which cannot adsorb a large amount of dye, were
used for the photoelectrode, which resulted in low light-harvesting efficiency (LHE) and,

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
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consequently, low photon-to-current conversion efficiencies. Additionally, the organic
dyes that were used had a narrow absorption range in visible light, which also con-
tributed to low solar cell performance. Thus, to improve light-harvesting efficiencies and
cell performance, researchers used two approaches: developing photoelectrodes with larger
surface areas that could adsorb large amount of dye and synthesizing dyes with broader
absorption ranges. Significant improvements in the performance of a dye-sensitized solar
cell (DSSC, or Grätzel cell) have been mainly due to the development of high-performance
nanoporous TiO2 thin-film electrodes that have a large surface area capable of adsorbing
a large amount of photosensitizer, and due to the synthesis of new Ru complex photo-
sensitizers capable of absorbing in the wide visible and near-IR region from 400 to 800
or 900 nm.

Ru bipyridyl complexes are suitable photosensitizers because the excited states of
the complexes have long lifetimes and oxidized Ru(III) has long-term chemical stabil-
ity. Therefore, Ru bipyridyl complexes have been studied intensively as photosensitizers
for homogeneous photocatalytic reactions and dye-sensitization systems. An Ru bipyridyl
complex, bis(2,2′-bipyridine)(2,2′-bipyridine-4,4′-dicarboxylate)ruthenium(II), having car-
boxyl groups as anchors to adsorb onto the semiconductor surface, was synthesized and
single-crystal TiO2 photoelectrodes sensitized by the Ru complex were studied in 1979
to 1980 [3, 4].

Recent drastic improvements in the performance of DSSC have been made by
Grätzel and coworkers at the Swiss Federal Institute of Technology (EPFL). They achieved
a solar energy efficiency, η, of 7 to 10% under AM1.5 irradiation using a DSSC consisting
of a nanocrystalline TiO2 thin-film electrode having a nanoporous structure with large
surface area, a novel Ru bipyridyl complex, and an iodine redox electrolyte [5, 6]. They
also developed a Ru terpyridine complex that absorbs in the near-IR region up to 900 nm
as a photosensitizer for a nanocrystalline TiO2 photoelectrode: the resulting cell obtained
η = 10.4% under AM1.5 with a short-circuit photocurrent density, JSC, of 20.5 mA cm−2,
an open-circuit voltage, VOC, of 0.72 V, and a fill factor (ff ) of 0.70 [7, 8].

The DSSC is an attractive and promising device for solar cell applications that
have been intensively investigated worldwide, and its PV mechanism is well under-
stood [9–18]. Recently, commercial applications of the DSSC have been under intensive
investigation. The cost of commercially fabricating DSSCs is expected to be relatively
low because the cells are made of low-cost materials and assembly is simple and easy.
In this chapter, we describe the DSSC, including its structure, component materials,
characteristics, working mechanism, preparation, and long-term stability, and discuss the
improvement of its performance and commercial applications.

15.1.2 Structure and Materials

The schematic structure of the DSSC constructed by the Grätzel group is shown in
Figure 15.1. The composition of the DSSC is described in this section.

15.1.2.1 Transparent conducting oxide-coated glass substrate

Transparent conducting oxide (TCO)-coated glass is used as the substrate for the
TiO2 photoelectrode. For high solar cell performance, the substrate must have low
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vier Science [15]
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sheet resistance and high transparency. In addition, sheet resistance should be nearly
independent of the temperature up to 500◦C because sintering of the TiO2 electrode is
carried out at 450 to 500◦C. Indium–tin oxide (ITO) is one of the most famous TCO
materials. In spite of having low resistance at room temperature, ITO resistance increases
significantly at high temperature in air. Usually, fluorine-doped SnO2 is used as the TCO
substrate for DSSCs (e.g. Nippon Sheet Glass Co., R = 8–10 �/square).

15.1.2.2 TiO2 photoelectrode

Photoelectrodes made of such materials as Si, GaAs, InP, and CdS decompose under irra-
diation in solution owing to photocorrosion. In contrast, oxide semiconductor materials,
especially TiO2, have good chemical stability under visible irradiation in solution; addi-
tionally, they are nontoxic and inexpensive. The TiO2 thin-film photoelectrode is prepared
by a very simple process. TiO2 colloidal solution (or paste) is coated on a TCO substrate
and then sintered at 450 to 500◦C, producing a TiO2 film about 10 µm in thickness.
Because this film is composed of TiO2 nanoparticles (10–30 nm), giving it a nanoporous
structure, the actual surface area of TiO2 compared to its apparent surface area, roughness
factor (rf), is >1000; that is, a 1-cm2 TiO2 film (10 µm thickness) has an actual surface
area of 1000 cm2. The dye is considered to be adsorbed on the TiO2 surface in a mono-
layer. Thus, if the nanoporous TiO2 film has a high rf, the amount of dye adsorbed is
drastically increased (on the order of 10−7 mol cm−2), resulting in an increase of LHE that
is near 100% at the peak absorption wavelength of the dye. In comparison, the amount
of adsorbed dyes on the surface of single-crystal and polycrystal materials is quite small,
with only 1% LHE even at the peak wavelength.

Normally, the TiO2 film contains large TiO2 particles (250–300 nm), which can
scatter incident photons effectively, to improve the LHE as shown later. The porosity
of the film is also important because the electrolyte, which contains the redox ions,
must be able to penetrate the film effectively to suppress the rate-determining step via
diffusion of redox ions into the film. Appropriate porosity, 50 to 70%, is controlled in
the sintering process by the addition of a polymer such as polyethylene glycol (PEG)
and ethyl cellulose (EC) into the TiO2 colloidal solution or paste. Figure 15.2 shows a
scanning electron microscope (SEM) photograph of a typical nanocrystalline TiO2 film. A
detailed description of the procedure for preparing the TiO2 film is given in Section 15.2.2.

15.1.2.3 Ru complex photosensitizer

The Ru complex photosensitizer, which contributes the primary steps of photon absorption
and the consequent electron injection, is adsorbed onto the TiO2 surface. The chemical
structure of typical Ru complex photosensitizers developed by Grätzel’s group are
shown in Figure 15.3 (TBA is tetrabutylammonium cation, (C4H9)4N+), and Figure 15.4
shows absorption properties of the complexes in solution. The y-axis is represented by
absorbance (A) and 1 − T (= 1 − 10−A), where T is the transmittance. The cis-bis(4,4′-
dicarboxy-2,2′-bipyridine)dithiocyanato ruthenium(II) (RuL2(NCS)2 complex), which is
referred to as N3 dye (or red dye), can absorb over a wide range of the visible
regions from 400 to 800 nm. The trithiocyanato 4,4′4′′-tricarboxy-2,2′:6′,2′′-terpyridine
ruthenium(II) (black dye) (RuL’(NCS)3 complex), absorbs in the near-IR region up to
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0.43 µm

Figure 15.2 Scanning electron microscope photograph of a typical nanocrystalline TiO2 film: the
scale bar corresponds to 0.43 µm

900 nm. Absorption by these dyes in the visible and near-IR regions is attributed to
the metal-to-ligand charge-transfer (MLCT) transition. The highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) are mainly derived
from the d-orbitals of the Ru metal and the π∗ orbital of the ligand, respectively. The
NCS ligand shifts the HOMO level negatively, leading to a red shift in the absorption
property of the complex, and also contributes electron acceptance from reduced redox ions
(I−). These Ru complexes have carboxyl groups to anchor to the TiO2 surface. Anchoring
causes a large electronic interaction between the ligand and the conduction band of TiO2,
resulting in effective electron injection from the Ru complex into the TiO2. The Ru
complex is adsorbed on the TiO2 surface via either carboxylate bidentate coordination
or ester bonding (−C(=O)O−) as measured by FT–IR absorption analysis [19–23].
Figure 15.5 shows the anchoring structure of the N3 dye adsorbed on the (101) surface
of TiO2. The coverage of the TiO2 surface with the N3 dye reaches near 100% as derived
from the surface area of TiO2 and the amount of the dye.

15.1.2.4 Redox electrolyte

The electrolyte used in the DSSC contains I−/I3
− redox ions, which mediate electrons

between the TiO2 photoelectrode and the counter electrode. Mixtures of iodides such as
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LiI, NaI, KI, tetraalkylammonium iodide (R4NI), and imidazolium-derivative iodides with
concentrations of 0.1 to 0.5 M (M: molar concentration) and 0.05 to 0.1 M I2 dissolved
in nonprotonic solvents (e.g. acetonitrile, propionitrile, methoxyacetonitrile, propylene
carbonate, and their mixture) are employed. Cell performance of DSSCs depends on
counter cations of iodides such as Li+, Na+, K+, and R4N+ owing to different ion
conductivity in the electrolyte or adsorption on the TiO2 surface, leading to a shift of the
conduction-band level of the TiO2 electrode [24, 25]. Viscosity of solvents directly affects
ion conductivity in the electrolyte, and consequently the cell performance. To improve
cell performance, low-viscosity solvents are desired. The diffusion coefficient of I3

− in
methoxyacetonitrile is estimated as 5.4–6.2 × 10−6 cm2 s−1 [24]. Basic compounds such
as tert-butylpyridine are added to the electrolyte solution to improve cell performance, as
shown later [6]. Br−/Br2 and hydroquinone have also been used as redox electrolyte for
DSSC [25, 26], but the iodine redox electrolyte gives the best performance.
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15.1.2.5 Counter electrode

Tri-iodide ions, I3
−, formed by the reduction of dye cations with I− ion, are re-reduced

to I− ions at the counter electrode. To reduce the tri-iodide ions, the counter electrode
must have high electrocatalytic activity. Pt coated on TCO substrate (5–10 µg cm−2 or
approximately 200-nm thickness) or carbon are usually used as the counter electrode.
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15.1.2.6 Sealing materials

A sealing material is needed to prevent the leakage of the electrolyte and the evaporation
of the solvent. Chemical and photochemical stability of the sealing material against the
electrolyte component, iodine, and the solvent is required. Surlyn (Du Pont), a copolymer
of ethylene and acrylic acid, meets these requirements.

15.1.3 Mechanism

This section describes the primary processes that occur in a DSSC and discusses the solar
energy–to–current conversion efficiencies of cells.

15.1.3.1 Primary processes

Figure 15.6 is a schematic energy diagram of a DSSC. The following primary steps
convert photons to current:

1. Ru complex photosensitizers adsorbed on the TiO2 surface absorb incident photon flux.

2. The photosensitizers are excited from the ground state (S) to the excited state (S∗)
owing to the MLCT transition. The excited electrons are injected into the conduction
band of the TiO2 electrode, resulting in the oxidation of the photosensitizer.

S + hν → S∗ [1]

S∗ → S+ + e−(TiO2) [2]
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Figure 15.6 Schematic energy diagram and operating principle of DSSC



INTRODUCTION TO DYE-SENSITIZED SOLAR CELLS (DSSC) 671

3. Injected electrons in the conduction band of TiO2 are transported between TiO2

nanoparticles with diffusion toward the back contact (TCO) and consequently reach
the counter electrode through the external load and wiring.

4. The oxidized photosensitizer (S+) accepts electrons from the I− ion redox mediator,
regenerating the ground state (S), and I− is oxidized to the oxidized state, I3

−.

S+ + e− → S [3]

5. The oxidized redox mediator, I3
−, diffuses toward the counter electrode and is re-

reduced to I− ions.
I3

− + 2e− → 3I− [4]

Overall, electric power is generated without permanent chemical transformation.

The performance of a DSSC is predominantly based on four energy levels of
the component: the excited state (approximately LUMO) and the ground state (HOMO)
of the photosensitizer, the Fermi level of the TiO2 electrode, which is located near the
conduction-band level, and the redox potential of the mediator (I−/I3

−) in the electrolyte.
The photocurrent obtained from a DSSC is determined by the energy difference between
the HOMO and the LUMO of the photosensitizer, analogous to the band gap, Eg, for
inorganic semiconductor materials. The smaller the HOMO–LUMO energy gap, the larger
the photocurrent will be because of the utilization of the long-wavelength region in the
solar spectrum. The energy gap between the LUMO level and the conduction-band level
of TiO2, �E1, is important, and the energy level of the LUMO must be sufficiently
negative with respect to the conduction band of TiO2 to inject electrons effectively. In
addition, substantial electronic coupling between the LUMO and the conduction band of
TiO2 also leads to effective electron injection. The HOMO level of the complex must
be sufficiently more positive than the redox potential of the I−/I3

− redox mediator to
accept electrons effectively (�E2). The energy gaps, �E1 and �E2, must be larger than
approximately 200 mV as driving force for each of the electron-transfer reactions to take
place with optimal efficiency [16].

In the case of solid–liquid junction solar cells, PSCs, the voltage is attributed to the
energy gap between the Fermi level (near conduction-band level for n-type semiconductor)
of the semiconductor electrode and the redox potential of the mediator in the electrolyte.
As shown in Figure 15.6, the voltage in the DSSC is developed by the energy gap between
the Fermi level of a TiO2 electrode and the redox potential of the I−/I3

− in the electrolyte.
The conduction-band level of the TiO2 electrode and the redox potential of I−/I3

− were
estimated to be −0.5 V versus normal hydrogen electrode (NHE) and 0.4 V versus NHE,
respectively, as shown in Figure 15.6 [18] (or −0.7 V versus saturated calomel electrode
(SCE) and 0.2 V versus SCE, respectively [12, 16]). Thus, in the case of a DSSC using
a TiO2 electrode and I−/I3

− redox mediator, the maximum voltage is expected to be
approximately 0.9 V, depending on the electrolyte component because the Fermi level of
the TiO2 electrode depends on the electrolyte components and their concentrations.

In contrast to a conventional p-n-type solar cell, the mechanism of a DSSC does
not involve a charge-recombination process between electrons and holes because elec-
trons are only injected from the photosensitizer into the semiconductor and a hole is
not formed in the valence band of the semiconductor. In addition, charge transport
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takes place in the TiO2 film, which is separated from the photon absorption site (i.e.
the photosensitizer); thus, effective charge separation is expected. This photon-to-current
conversion mechanism in a DSSC is similar to the mechanism for photosynthesis in
nature, in which chlorophyll functions as the photosensitizer and charge transport occurs
in the membrane.

In conventional p-n-type solar cells and classical PSCs using polycrystal or single-
crystal photoelectrodes, electronic contact between the components that form the photo-
voltaically active junction, and the equilibrium between the electronic charge carriers in
them, leads to space charge formation. Photogenerated charges are separated by the elec-
tric field in the space charge layer. In DSSC, however, the individual particle size is too
small to form a space charge layer. Charge separation in DSSC has been discussed rela-
tive to an electrical field at the electrolyte/semiconductor interface, although not one due
to space charge in the semiconductor [27]. Small cations, such as Li+, in the electrolyte
and H+ released from the dyes upon binding, can adsorb (or intercalate) on the semicon-
ductor surface. A dipole is formed across the Helmholtz layer between these cations and
negatively charged species (iodide ions and the dye). The electrical potential drop across
the Helmholtz layer will help separate the charges and reduce recombination with the
dye cations or the redox mediator. Under illumination, this potential will decrease, as
the electrons injected in the semiconductor will neutralize some of the positive charge at
the surface.

15.1.3.2 Photovoltaic performance

Figure 15.7 shows the external spectral response curve of the photocurrent for nanocrys-
talline TiO2 solar cells sensitized by N3 and black dyes with an I−/I3

− redox electrolyte,
where the incident photon-to-current conversion efficiency (IPCE) is represented as a
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Figure 15.7 Spectral response curve of the photocurrent for the DSSC sensitized by N3 and
black dyes: ( ) N3 dye, ( ) black dye. The incident photon-to-current conversion efficiency
(IPCE) is plotted as a function of wavelength. The data is used from Reference [18]
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function of wavelength. IPCE is obtained by the following equation:

IPCE[%] = 1240[eV · nm] × JSC[µA cm−2]

λ[nm] × �[µW cm−2]
× 100 (15.1)

where JSC is the short-circuit photocurrent density for monochromatic irradiation, λ is the
wavelength, and � is the monochromatic light intensity. As shown in Figure 15.7, solar
cells sensitized by the Ru complex photosensitizers can efficiently convert visible light
to current. N3 dye (RuL2(NCS)2) responds to light from 400 to 800 nm, and black dye
(RuL’(NCS)3) responds to the near-IR region up to 950 nm. The IPCE of the N3 dye-
sensitized solar cell reaches 80% at 550 nm and exceeds 70% in the region from 400 to
650 nm. Taking into consideration losses due to light reflection and absorption by the TCO
substrate, the internal photon-to-current conversion efficiency is effectively 90 to 100%,
indicating high performance of the DSSC. IPCE is also given by the following equation:

IPCE = LHE φinjηc (15.2)

LHE = 1 − T = 1 − 10−A (15.3)

where LHE is the light-harvesting efficiency, φinj is the quantum yield of electron injection,
and ηc is the efficiency of collecting the injected electrons at the back contact. According
to equation (15.2), if φinj and ηc are almost equal to unity, IPCE is determined by the
LHE (i.e. 1 − T ) of the dye adsorbed on the film (shown in Figure 15.4).

Solar energy–to–electricity conversion efficiency, η, under white light irradiation
(e.g. AM1.5) can be obtained by the following equation:

η = JSC × VOC × ff /I0 × 100 (15.4)

where I0 is the photon flux (approximately 100 mW cm−2 for AM1.5). A current versus
voltage curve obtained for a nanocrystalline TiO2 solar cell sensitized by black dye is
shown in Figure 15.8. Evaluation of the performance was carried out at the National
Renewable Energy Laboratory (NREL) operated by the US Department of Energy. An
efficiency of 10.4% was obtained (cell size = 0.186 cm2, JSC = 20.53 mA cm−2, VOC =
0.721 V, and ff = 0.704) [8, 18].

15.1.4 Charge-transfer Kinetics

15.1.4.1 Electron injection process

Recently, the electron-transfer kinetics in the DSSC, shown as a schematic diagram in
Figure 15.9, have been under intensive investigation. Time-resolved laser spectroscopy
measurements are used to study one of the most important primary processes, electron
injection from photosensitizers into the conduction band of semiconductors [28–47]. The
electron-transfer rate from the photosensitizer into the semiconductor depends largely on
the configuration of the adsorbed photosensitizer material on the semiconductor surface and
the energy gap between the LUMO level of the photosensitizer and the conduction-band
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level of the semiconductor. For example, the rate constant for electron injection, kinj, is
given by Fermi’s golden rule expression

kinj =
(

4π2

h

)
|V |2ρ(E) (15.5)

where V is the electronic coupling between the photosensitizer and the semiconductor,
ρ(E) is the density-of-states of the conduction band, and h is the Planck constant. The
value of V is attributed to overlap between the wavefunction of the excited states of the
photosensitizer and the conduction band, and it depends largely on the distance between
the adsorbed photosensitizer material and the semiconductor surface. In a DSSC, the pho-
tosensitizer is strongly adsorbed on the semiconductor surface with carboxyl groups as
the anchor, resulting in a very large V between the π∗ orbital of the excited state of the
photosensitizer and the conduction band of TiO2, which consists of the unoccupied 3d
orbital of Ti4+. In addition, the conduction band of the semiconductor has a continuous
and relatively large density-of-states. Thus, electron injection from the photosensitizer
to the semiconductor occurs at a higher rate than does the relaxation from the excited
state to the ground state (i.e. relaxation via the emission lifetime). For example, it has
been observed that electron injection from N3 dye into TiO2 occurs on the order of
femtoseconds as measured by the time-resolved laser spectroscopy [28, 32]. This ultra-
fast rate of electron injection contributes to the high energy-conversion efficiencies of
the DSSC.

In addition, the rate constant for electron injection depends largely on the semicon-
ductor materials employed. A slower electron injection rate was observed with coumarin
dyes and N3 dye injected into ZnO compared to the TiO2 system [35, 37, 45]. The dif-
ferent rate constant may be caused by the difference in the electronic coupling between
the π∗ orbital of the dye and the accepting orbitals in ZnO and TiO2 and/or their density-
of-states. The states near the conduction-band edge of ZnO consist of the 4s orbitals of
Zn2+, while those of TiO2 consist of the 3d orbitals of Ti4+, which may result in the
observed difference in their electronic coupling with the π∗ orbital of the dye.

15.1.4.2 Charge recombination

The charge-recombination process (Figure 15.9) between injected electrons and oxidized
dyes must be much slower than electron injection and electron transfer from I− ion into
oxidized dyes (i.e. regeneration of dyes) to accomplish effective charge separation. It was
reported that charge recombination between injected electrons on TiO2 and cations of N3
dye occurs on the order of microseconds to milliseconds, in contrast with ultrafast elec-
tron injection [28, 39, 40, 48–50]. The much slower charge recombination compared to
electron injection leads to effective charge separation and consequently high cell perfor-
mance. Charge recombination in the N3 dye/TiO2 system is derived from electron transfer
from TiO2 to Ru(III), while electron injection occurs because of electron transfer from
the bipyridyl ligand to TiO2. Thus, it is considered that long-distance electron transfer
from TiO2 to the Ru metal center leads to a much smaller electron-transfer rate.
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15.1.4.3 Regeneration of the oxidized photosensitizers

Electron transfer from the I− ion into oxidized photosensitizers (cations), or regenera-
tion of photosensitizers (Figure 15.9), is one of the primary processes needed to achieve
effective charge separation. The kinetics of this reaction has also been investigated by
time-resolved laser spectroscopy [48, 51]. The electron-transfer rate from the I− ion into
cations of the N3 dye was estimated to be 100 ns [48]. This reaction rate is much faster
than that for charge recombination between injected electrons and dye cations. Thus, fast
regeneration of the oxidized photosensitizer also contributes to the accomplishment of
effective charge separation.

15.1.4.4 Recombination between injected electrons and tri-iodide ions
(dark current)

Recombination of injected electrons with tri-iodide ions (I3
−) on a semiconductor as

shown in Figure 15.9, corresponding to dark current, is one of the primary processes in
a DSSC (reaction [5]).

I3
− + 2e−(TiO2) → 3I− [5]

This reaction can also occur on the SnO2 surface because the nanocrystalline TiO2 does
not completely cover the TCO substrate, but predominantly occurs on the TiO2 surface
because of the high surface area of the TiO2 relative to the SnO2. This reaction contributes
to the loss of PV performance in a DSSC analogous to the forward-bias injection of holes
and electrons in a p-n junction. The VOC in DSSC is obtained using the injection current,
Iinj, as represented by the following equation, as well as p-n junction solar cells:

VOC = kT

q
ln

(
Iinj

I0
+ 1

)
(15.6)

where k is the Boltzmann constant, q is the magnitude of the electron charge, T is
the absolute temperature, and I0 is the dark current. Iinj and I0 are represented by the
following equations:

Iinj = qη�0 (15.7)

I0 = q n0ket[I3
−] (15.8)

where η is the quantum yield for photogenerated electrons, �0 is the incident photon
flux, n0 is the electron density on the conduction band of the semiconductor in the dark,
ket is the rate constant for recombination, reaction [5], and [I3

−] is the concentration of
oxidized redox mediator, I3

−, in the solution. From equations (15.6) to (15.8), we obtain
the following equation:

VOC = kT

q
ln

(
η�0

n0ket[I3
−]

+ 1
)

(15.9)

Usually, η�0 � n0ket[I3
−] and equation (15.9) is simplified as follows [6, 12, 52, 53]:

VOC = kT

q
ln

(
η�0

n0ket[I3
−]

)
(15.10)
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Figure 15.10 Current–voltage characteristics of N3 dye-sensitized TiO2 solar cells under illumi-
nation and darkness using electrolyte with and without TBP: ( ) without TBP, ( ) with TBP

Dark current is considered to occur at the TiO2/electrolyte interface where the pho-
tosensitizers are not adsorbed. To suppress dark current, pyridine derivatives such as
tert-butylpyridine (TBP) have been employed as coadsorbates on the TiO2 surface, result-
ing in the improvement of photovoltage [6, 52]. TBP is considered to adsorb on the
uncovered TiO2 surface. Figure 15.10 shows the current–voltage characteristics of the
N3 dye-sensitized TiO2 solar cell under illumination and darkness, using electrolyte with
and without TBP. This clearly indicates that TBP suppresses dark current, resulting in the
improvement of VOC. A decrease of the JSC by addition of TBP is considered to be due
to the negative shift of the conduction-band level of TiO2 owing to adsorption of TBP,
which has basic property, leading to suppression of the electron injection from the dye.

The kinetics of recombination, reaction [5], has been investigated and
discussed [6, 52, 54–59]. If this reaction occurs predominantly with a large reaction
rate, the DSSC does not work. Taking into consideration this and the slow transport of
the photoinjected electrons through the nanocrystalline TiO2 film (described in the next
section), the recombination must be extremely slow. In fact, the rate of recombination has
been estimated to be on the order of 0.1 s to several seconds [56]. This slow recombination
would be due to a low electrocatalytic activity of TiO2 for the reduction of tri-iodide ions.

15.1.4.5 Electron transport in TiO2 film

Electron transport in TiO2 film is an important process related to PV performance in
the DSSC (see Figure 15.9) and has been studied by many researchers [60–74]. The
electron transport in nanocrystalline TiO2 film has been discussed with respect to different
mechanisms: a diffusion model [60–63], a mechanism that involves tunneling through
potential barriers between the particles [63], a trapping/detrapping mechanism [65–68],
and an insulator–metal (Mott) transition mechanism [69]. Electron conductivity in TiO2

is very small, resulting in slow response of the photocurrent. For example, diffusion
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coefficients of the electrons in nanocrystalline TiO2 film have been estimated to be 1 ×
10−7 [60] and 1.5 × 10−5 cm2 s−1 [61]. In the DSSC, the electron conductivity of TiO2

film is significantly increased due to electron injection from photosensitizers under photon
irradiation [62, 63]. In addition, conductivity and response of the photocurrent increase
with increasing incident light intensity [62, 63]. It has been suggested that when injected
electrons fill the trap site and/or surface levels in the TiO2 film, the diffusion coefficient
of the electron increases drastically, leading to elevated electron conductivity and good
response of the photocurrent.

15.1.5 Characteristics

As described above, the photovoltaic (PV) mechanism of DSSC is different from that
of conventional p-n-type solar cells. The DSSC has other unique characteristics such as
the following:

1. High energy conversion efficiency : A DSSC efficiency equal to that of the amorphous-
Si solar cell has been obtained during laboratory development and efficiencies greater
than 10% may be possible.

2. Low-cost fabrication: The DSSC is very simple to construct and is made of low-cost
materials. Fabrication costs will therefore be less than that for conventional solar cells.
For example, US$0.60/W, which may be competitive for conventional solar cells, has
been estimated for a DSSC with 10% efficiency [10, 15].

3. Abundant supply of component materials : Oxide semiconductors such as TiO2, dye,
and iodine are abundantly available. Although metal deposits of Ru are limited, the
amount of Ru complex used in the DSSC is only 1 × 10−7 mol cm−2. As discussed in
Section 15.3.2.2, organic dye photosensitizers could be used rather than Ru complexes
if resource limitation is a problem.

4. Good potential for colorful, adaptable consumer products: Colorful and transparent
solar cells can be made using various kinds of dyes, depending on the use of the cell.
For example, transparent solar cells could be used in place of windowpanes. Addi-
tionally, the use of a plastic substrate, rather than glass, is possible if low temperature
processing of the TiO2 film preparation (<250◦C) is available and would expand the
use of DSSC.

5. Low potential for environmental pollution: The TiO2, dyes, and iodine used in the
DSSC are nontoxic. The only component that could potentially cause harm is the
organic solvents used in the electrolyte solution. Future research should be directed
toward developing a solid-state electrolyte.

6. Good recyclability : The organic dye photosensitizers adsorbed on the electrode can
be removed by washing the electrode with alkali solutions or combustion, providing
recyclability of the DSSC.

15.2 DSSC FABRICATION (η = 8%)

15.2.1 Preparation of TiO2 Colloid

Commercial powders of TiO2, such as P25 (Degussa or Nippon Aerosil [75]), can be used
to fabricate the TiO2 photoelectrode. Colloidal TiO2 prepared by hydrolysis of Ti(IV)



DSSC FABRICATION (η = 8%) 679

alkoxides, such as isopropoxide and butoxide, has usually been used to produce high-
performance solar cells [16, 76]. Generally, the anatase phase rather than rutile phase of
TiO2 is more suitable for electrodes [77]. Preparation involves the following steps:

1. Precipitation by hydrolysis of Ti alkoxides using 0.1 M HNO3.

2. Peptization by heating at 80◦C for 8 h, followed by filtering.

3. Hydrothermal growth by autoclaving at 200 to 250◦C for 12 h.

4. Sonication with an ultrasonic bath.
5. Concentration with an evaporator.

Precipitation involves controlled hydrolysis of a Ti alkoxide, such as Ti isopropox-
ide. To obtain monodispersed particles of the desired size, the hydrolysis and condensation
kinetics must be controlled. Ti-alkoxides suitably modified with acetic acid or acetyl
acetonate yield colloids having a large surface area (>200 m2 g−1) and smaller particle
diameter (5–7 nm) [16, 76]. Peptization results in the segregation of the agglomerates to
primary particles, after which the large agglomerates are removed by filtration. Autoclav-
ing of the colloidal TiO2 solution leads to growth of the primary particles to 10–25 nm
and also to some extent increases the anatase crystallinity present. At higher autoclaving
temperature, more growth of particles and rutile formation occur, particularly at temper-
atures above 240◦C. Electrodes prepared using colloids autoclaved at or below 230◦C
are transparent, while those made from colloids autoclaved at higher temperatures are
translucent or opaque. After autoclaving, the precipitates are redispersed using an ultra-
sonic processor equipped with a Ti-horn (e.g. Sonics & Materials Inc., 400–600 W [78]).
The colloidal solution is then concentrated at 45◦C using a rotary evaporator to reach
desired concentration of approximately 11 wt% TiO2.

15.2.2 Preparation of the TiO2 Electrode

The TiO2 thin film is usually prepared by one of the two methods:

(a) Doctor blade technique

To increase the porosity of the film, 0.02 to 0.07 g of polyethylene glycol (PEG, molecular
weight 20 000) is added as a binder to 1 mL of the concentrated colloidal TiO2 solution
(TiO2, 11 wt%). If a commercial powder such as P25 is used, the powder is dispersed by
grinding with water, a particle stabilizer such as acetylacetone, and a nonionic surfactant
such as Triton X [6]. The colloidal TiO2 solution is spread on a TCO substrate and then
sintered at 450◦C for 30 min under air. The resulting TiO2 film is transparent.

(b) Screen printing

The TiO2 colloid is separated from acidified water, washed carefully, and then mixed
with EC as a binder and α-terpineol as a solvent in ethanol, yielding an organic TiO2

paste after evaporating ethanol. The paste is printed on a TCO substrate using a screen
printing machine and then sintered at 500◦C for 1 h under air. The film thickness is
easily controlled in screen printing by the selection of paste composition (i.e. wt% of
TiO2 nanoparticles in the paste), screen mesh size, and repetition of printing.
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Films prepared by both methods have film thicknesses of 5 to 15 µm and film
mass of about 1 to 2 mg cm−2. The optimum film thickness is 13 to 14 µm. The films
have porosity of 60 to 70% [76]. High porosity produces effective diffusion of the redox
mediator into the film. The roughness factor (shown above) for a 10-µm film reaches
approximately 1000, allowing the adsorption of large amounts of photosensitizer and
consequently increased light-harvesting efficiency, as described in Section 15.1.2.2. TiO2

film prepared from 10 to 20 nm particles of TiO2 is transparent.

The scattering property of the film is important for the improvement of the LHE
of the dye-coated film, resulting in improved IPCE performance of the cell. This effect
of the scattering in the TiO2 film has been investigated in detail [16, 76, 79–82]. The
path length of the incident light and therefore the absorption due to the adsorbed dye
can be increased by light scattering in the TiO2 film. This can be achieved by the addi-
tion of some larger TiO2 particles in small TiO2 particles during film preparation, since
larger particles have small surface area and consequently cannot adsorb large amount of
the dye. A simulation of light scattering in the TiO2 electrode of DSSC predicts that
a suitable mixture of small TiO2 particles (e.g. 20 nm diameter) and of larger particles
(250–300 nm diameter), which are effective light-scattering centers, have the potential
to enhance solar light absorption significantly [80]. Actually, the photocurrent of DSSC
increased by using a scattering film compared to that for a transparent film [81]. This
improvement in the photoresponse of DSSC due to the scattering effect is observed
especially in the low-energy region (e.g. 650–900 nm). As shown in Figures 15.4 and
15.7, the IPCE values obtained in the red region are higher than what is indicated
by the absorption spectra of the dyes in solution (Figure 15.4, 1 − T ). On the low-
energy side, a significant part of the incident radiation penetrates the layer due to the
low absorption coefficient of the dye, while photons of 500 to 650 nm can be mainly
absorbed near the TCO/TiO2 interface because of the large absorption coefficient. Mul-
tiple reflections of the low-energy light in highly scattering films result in increased
light absorption and hence increased photoresponse than what the solution absorption
spectra indicate.

It has also been reported that TiCl4 treatment of the film significantly improves cell
performance, especially the photocurrent [6]. After printing, the TiO2 films are immersed
in 0.1 to 0.5 M TiCl4 aqueous solutions at room temperature and then sintered at 450◦C
for 30 min. It is possible that TiCl4 treatment improves the photocurrent by improving
the connections between TiO2 particles.

15.2.3 Dye Fixation onto the TiO2 Film

After preparation of the TiO2 films, the N3 dye photosensitizer is adsorbed onto the
TiO2 surface. The films are immersed into the dye solution (0.2–0.3 mM in ethanol or
tert-butanol–acetonitrile, 1:1 mixed solution) followed by storage at room temperature
for 12 to 18 h. This treatment produces intense coloration of the film. Before use, the
film is washed with alcohol or acetonitrile to remove excess nonadsorbed dyes inside the
nanoporous TiO2 film.
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15.2.4 Redox Electrolyte

As described in Section 15.1.2.4, organic solutions containing iodine redox ions have been
used as the redox electrolyte. Typical organic solvents are nitrile solvents having relative
low viscosity, such as acetonitrile, propionitrile, methoxyacetonitrile, and methoxypro-
pionitrile, which produce a high degree of ion conductivity. It has been reported that
imidazolium derivatives, such as 1,2-dimethyl-3-hexylimidazolium iodide (DMHImI) and
1,2-dimethyl-3-propylimidazolium iodide (DMPImI), decrease the resistance of the elec-
trolyte solution and improve photovoltaic performance [83, 84]. A typical electrolyte
composition that produces high solar cell performance for the Ru complex photosen-
sitizers reported by Grätzel’s group is a mixture of 0.5 M DMHImI, 0.04 M LiI, 0.02 M
I2, and 0.5 M tert-butylpyridine (TBP) in acetonitrile [76]. As discussed earlier, TBP
shifts the conduction-band level of the TiO2 electrode to the negative direction and sup-
presses the dark current that corresponds to the reduction of I3

− ions by injected electrons,
leading to the improvement of the voltage [6, 52].

15.2.5 Counter Electrode

Sputtered Pt on a TCO substrate (5–10 µg cm−2, or 200-nm thickness) has been usually
employed as a counter electrode. When Pt is sputtered producing a mirrorlike effect,
the photocurrent is slightly increased due to the light-reflection effect. In addition, the
electrocatalytic activity of the Pt-sputtered TCO electrode for the reduction of tri-iodide
ions is improved by the formation of Pt colloids on the surface [85]. Small amounts of
an alcoholic solution of H2PtCl6 are dropped on the surface of the Pt-sputtered TCO
substrate, followed by drying and heating at 385◦C for 10 min, resulting in the formation
of Pt colloids on the surface. The properties of the Pt counter electrode directly affect
the fill factor of the solar cell. A desirable exchange current density corresponding to the
electrocatalytic activity for the reduction of tri-iodide ions is 0.01 to 0.2 A cm−2 [16, 85].

15.2.6 Assembling the Cell and Cell Performance

We can easily fabricate an unsealed DSSC and measure its PV performance. A spacer
film, such as polyethylene (15- to 30-µm thickness), is placed on the dye-coated TiO2

photoelectrode and then the electrolyte solution is dropped on the surface of the TiO2

electrode using a pipette (one or two drops). The counter electrode is placed on top of the
TiO2 electrode, and then the two electrodes are fastened together with two binder clips.
If a low melting point polymer film such as Surlyn is used instead of the spacer film, we
can fabricate a sealed cell after packaging of the cell using a resin (e.g. ethylene vinyl
acetate, EVA) for long-term stability.

Since Grätzel and coworkers reported high performance of a DSSC in 1991, many
workers worldwide have tried to reproduce their result. Some reported performances are
shown in Table 15.1. These cells were fabricated using a Ru complex photosensitizer, N3
dye, and a nanocrystalline TiO2 electrode. In many cases, the light condition is AM1.5
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Table 15.1 Photovoltaic performance of N3 dye-sensitized TiO2 solar cells

Institute Cell size
[cm2]

JSC

[mA cm−2]
VOC

[mV]
Fill factor η

[%]
Light source Year

EPFL 0.31 18.2 720 0.73 9.6 AM1.5 1993
EPFL-NREL 0.17 18.6 740 0.73 10.0 AM1.5 1997
Uppsala Univ. 1.0 30.4 610 0.37 6.9 ELH lamp 1994
ISK 0.5 14.2 630 0.71 6.3 AM1.5 1994
Osaka Univ. 0.5 3.9 570 0.67 6.1 21 mW cm−2 1995
NREL 0.44 14.5 730 0.71 7.5 AM1.5 1997
NIMC 0.13 14.5 698 0.71 7.2 AM1.5 1998
EPFL-NIMC 0.21 15.2 780 0.71 8.4 AM1.5 1999
INAP 144 – – – 7.0 AM1.5 1997

EPFL: Swiss Federal Institute of Technology, Switzerland
NREL: National Renewable Energy Laboratory, USA
ISK: Ishihara Sangyo Kaisha Ltd
NIMC: National Institute of Materials and Chemical Research, Japan
INAP: Institut für Angewandte Photovoltaik GmbH, Germany

(approximately 100 mW cm−2) produced with a solar simulator in the laboratory. Grätzel
and coworkers reported η = 9.6% in 1993, and they achieved 10% at NREL in 1997.
Other high efficiencies were reported by Lindquist and coworkers, at Uppsala University
(6.9%, 1994), NREL (7.5%, 1997), Ishihara Sangyo Kaisha Ltd. in Osaka (6.3%, 1994),
and Yanagida and coworkers at Osaka University (6.1%, using 21 mW cm−2, 1995). Our
group achieved 7.2% in 1998, 8.4% in cooperation with EPFL in 1999, and 8.3% in
cooperation with Sumitomo Osaka Cement Co. Ltd. in 2000. A venture company, Institut
für Angewandte Photovoltaik GmbH (INAP), that has been investigating commercializa-
tion of the DSSC in cooperation with EPFL achieved 7% in 1997 using a 144 cm2 cell
(12 × 12 cm2). Although these groups have reproduced efficiency values greater than 7%,
additional studies must be done to reproduce 10% efficiency.

The establishment of standard measurement conditions for cell performance of
DSSC is necessary before cell performance can be estimated exactly because performance
depends on measurement conditions, such as light intensity and spectrum. Generally, under
low light intensity, fill factor of DSSC is improved because of low photocurrent (i.e. low
series resistance), resulting in improved cell performance. The light whose intensity and
spectrum are close to AM1.5 irradiation should be used as the light source similar to
conventional solar cells. Spectral response (IPCE) performance of DSSCs also depends
on light conditions [63]. DSSCs show relatively slow response because of low electron
mobility of the TiO2 film, as described in Section 15.1.4.5. Under high-intensity irradi-
ation, the response of DSSCs increase with electron injection and electron trap filling.
Therefore, IPCE performance should be measured by a DC method with high-intensity
monochromatic light or an AC method using white bias irradiation and low chopper
frequencies (e.g. <50 Hz [63]).

15.3 NEW DEVELOPMENTS

DSSCs producing current with 10% efficiency using a Ru complex photosensitizer and
a nanocrystalline TiO2 photoelectrode have been shown to be a significant new type
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of highly efficient solar cell in addition to the conventional p-n type solar cells. Basic
and theoretical studies of DSSCs and attempts to commercialize them have been inten-
sively pursued. This section discusses recent approaches to improve cell performance and
commercialize DSSCs.

15.3.1 New Oxide Semiconductor Film Photoelectrodes

To date, nanocrystalline TiO2 electrodes have been used predominantly as the
photoelectrode in DSSCs, but other oxide semiconductor materials, ZnO [23, 86–92],
SnO2 [23, 51, 91–93], Nb2O5 [23, 43, 91, 92], In2O3 [23, 91, 92], SrTiO3 [94], and
NiO [95], have also been investigated (Table 15.2). Nevertheless, nanocrystalline TiO2

electrodes have the best performance, and oxide semiconductor materials exceeding the
performance of TiO2 have not been found. The physical properties of the materials, such
as the energy level of the conduction band and the electron conductivity, influence the
performance of the photoelectrode significantly, affecting cell performance.

Recently, combined photoelectrodes consisting of two oxide semiconductor materi-
als have also been investigated [96–98]. Tennakone and coworkers reported that a DSSC
based on a nanocrystalline SnO2/ZnO-combined photoelectrode and N3 dye produced
a highly efficient cell performance equal to that of the TiO2 solar cell [96, 97]: 8%
η(JSC = 22.8 mA cm−2, VOC = 0.67 V, and ff = 0.50) under 90 mW cm−2 and 15% η

under 10 mW cm−2 [96]. They employed a combined film consisting of small particles
of SnO2 (15 nm) and large particles of ZnO (2 µm, 53 wt%). The performance of the
combined photoelectrode was improved drastically compared to that of ZnO and SnO2

electrodes. It is believed that the Ru complex is adsorbed on SnO2 nanoparticles, and ZnO
contributes to the electron-transfer process. These results indicate the possibility of devel-
oping non-TiO2, high-performing electrodes for DSSC, although the detailed mechanism
of the new electrode has not been elucidated at this time.

The effect on performance of coating the surface of the TiO2 electrode with
other oxide compounds has been investigated by several groups. Zaban et al. prepared a
nanocrystalline TiO2 electrode coated with Nb2O5, whose conduction-band level is more
negative than that of TiO2. They measured cell performance of a DSSC using this photo-
electrode and N3 dye [99]; the JSC and VOC were improved compared to those of the TiO2

electrode. Wang et al. studied cell performance of DSSC using a nanocrystalline ZnO-
modified TiO2 photoelectrode and N3 dye [100]. In this study, the JSC and VOC were also
improved compared to those of the TiO2 electrode. They believed that the improvement
was caused by a positive shift of the conduction-band level of the photoelectrode and
suppression of dark current due to the ZnO coating [100].

15.3.2 New Dye Photosensitizers

15.3.2.1 Metal complex photosensitizers

As described in Section 15.1.2.3, the RuL2(NCS)2 complex (N3 dye), and RuL’(NCS)3

complex (Black dye), were developed and investigated intensively as photosensitizers.
Other Ru complex photosensitizers have also been synthesized and characterized, and their



Table 15.2 Photovoltaic performance of dye-sensitized oxide semiconductor solar cells

Reference Electrode Dye Conditions Performance

[83] ZnO N3 56 mW cm−2 η = 2%
[87] ZnO Mercurochrome AM1.5 (99 mW cm−2), 0.09 cm2 η = 2.5% (JSC = 7.4 mA cm−2,

VOC = 0.52 V, ff = 0.64)

[87] SnO2 Mercurochrome AM1.5 (100 mW cm−2), 0.25 cm2 η = 0.65% (JSC = 2.0 mA cm−2,

VOC = 0.58 V, ff = 0.56)

[87] In2O3 Mercurochrome AM1.5 (100 mW cm−2), 0.25 cm2 η = 0.38% (JSC = 5.4 mA cm−2,

VOC = 0.24 V, ff = 0.29)

[23] Nb2O5 N3 520 nm (4 mW cm−2), 1 cm2 η = 2.6% (JSC = 0.29 mA cm−2,

VOC = 0.61 V, ff = 0.58)

[88] Nb2O5 N3 Xe lamp (100 mW cm−2), UV and IR cut off η = 1.2% (JSC = 3.3 mA cm−2,

VOC = 0.67 V, ff = 0.54)

[90] SrTiO3 N3 AM1.5 (1 sun) η = 1.8% (JSC = 3 mA cm−2,

VOC = 0.789 V, ff = 0.70)

[92] SnO2/ZnO N3 90 mW cm−2 η = 8% (JSC = 22.8 mA cm−2,

VOC = 0.67 V, ff = 0.5)

[94] Nb2O5/TiO2 N3 Xe lamp JSC = 11.4 mA cm−2,

VOC = 0.732 V, ff = 0.564
[95] TiO2/ZnO N3 Xe lamp (81 mW cm−2), UV and IR cutoff η = 9.8% (JSC = 21.3 mA cm−2,

VOC = 0.71 V, ff = 0.52)

[88] Nb2O5/TiO2 N3 Xe lamp (100 mW cm−2), UV and IR cutoff η = 2.0% (JSC = 7.1 mA cm−2,

VOC = 0.68 V, ff = 0.42)

[91] NiO (p-type) erthrosin B 68 mW cm−2 JSC = 0.2 mA cm−2,

VOC = 0.08 V
[98] Y2O3/SnO2 N3 AM1.5 (100 mW cm−2) η = 4.9% (JSC = 13.8 mA cm−2,

VOC = 0.61 V, and ff = 0.59)
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Figure 15.11 Molecular structures of ligands for Ru complex photosensitizers

performances as photosensitizers in the DSSC have been reported by many researchers
[101–122]. Several ligands for Ru complex photosensitizers are shown in Figure 15.11
and the structures of new metal complex photosensitizers and their absorption properties
are shown in Figure 15.12. The y-axis is represented by molar absorption coefficient, ε

(i.e. absorption coefficient per M, unit M−1 cm−1).

For example, a Ru phenanthroline complex, cis-bis(4,7-dicarboxy-1,10-phenan-
throline)dithiocyanato ruthenium(II) (Ru(dcphen)2(NCS)2), which has absorption proper-
ties due to MLCT transition with a maximum near 520 nm, similar to N3 dye, has been
synthesized and characterized [111, 115, 117], and an efficiency value of 6.1 to 6.6%
under AM1.5 was obtained using a nanocrystalline TiO2 solar cell. It has been reported
that a Ru bipyridyl complex having an acetylacetonato ligand instead of two thioiso-
cyanato ligands (-NCS) also showed high performance as a photosensitizer [118]. A Ru
biquinoline complex, whose absorption due to MLCT transition is red-shifted compared
to that of N3 dye, has also been synthesized [114]. Because the LUMO level of this com-
plex is not sufficiently negative to inject electrons effectively, high solar cell performance
has not been obtained with a nanocrystalline TiO2 electrode, although electron injection
from this complex into a nanocrystalline SnO2 electrode, whose conduction-band level is
more positive than that of TiO2, occurs effectively [114]. Tuning of both the LUMO and
the HOMO levels of the complex to inject electrons effectively into the conduction band
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Figure 15.12 Molecular structures of new metal complex photosensitizers, Ru(dcphen)2(NCS)2

and Ru(dcbiq)2(NCS)2, and their absorption properties in ethanolic solution: ( ) N3 dye [6, 103],
( ) Ru(dcbiq)2(NCS)2 [103, 114], ( ) Ru(dcphen)2(NCS)2 [111, 115, 117]. The y-axis is
represented by molar absorption coefficient, ε

of the semiconductor electrodes and accept electrons from I− ions, respectively, is very
important in developing new efficient photosensitizers.

Metal complexes having metal centers other than Ru have also been synthesized
and their performance have been investigated. These include Fe complexes [123, 124],
Os complexes [125–128], Re complexes [129], and Pt complexes [130]. A nanocrys-
talline TiO2 solar cell sensitized by a square-planar platinum (II) complex containing
4,4′-dicarboxy-2,2′-bipyridine and quinoxaline-2,3-dithiolate ligands showed an efficiency
of 2.6% (JSC = 6.14 mA cm−2 and VOC = 0.60 V) under simulated AM1.5 solar irradi-
ation [130]. However, highly efficient performance exceeding that of the Ru complex
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photosensitizers has not been attained. This is believed to be because the HOMO level of
Ru complexes derived from the d orbitals of the Ru metal center (i.e. the redox potential of
Ru(II)/Ru(III)) is best matched to the iodine redox potential to accept electrons effectively.

Porphyrin [131–134] and phthalocyanine [135] derivatives have also been
employed as photosensitizers in the DSSC. A nanocrystalline TiO2 solar cell sensitized
by Cu chlorophyllin produced 2.6% efficiency (JSC = 9.4 mA cm−2 and VOC = 0.52 V)
under 100 mW cm−2 [131]. To develop new efficient metal complex photosensitizers, an
increase in the absorption coefficient of the metal complex as well as an increase in the
red shift of the absorption region is needed because the absorption coefficient decreases
as the red shift increases.

15.3.2.2 Organic and natural dye photosensitizers

Organic dyes whose HOMO and LUMO levels match the conduction-band level of
the semiconductor and the iodine redox potential can also be utilized as photosen-
sitizers. As described in Section 15.1.1, organic dyes such as 9-phenylxanthene dyes
were used as photosensitizers in early researches. Organic dyes have several advan-
tages as photosensitizers: (1) they have a variety of structures for molecular design,
(2) they are cheaper than metal complexes, and (3) they have large absorption coef-
ficients attributed to intermolecular π –π∗ transition. Construction of nanocrystalline
DSSCs using organic dye photosensitizers has been reported, and some structures are
shown in Figure 15.13 [90, 91, 136–145].
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A nanocrystalline SnO2 solar cell sensitized by a perylene derivative produced
0.9% efficiency under AM1.5 (JSC = 3.26 mA cm−2 and VOC = 0.45 V) [136]. With a
TiO2 solar cell (1 cm2) sensitized by eosin yellow, one of the 9-phenylxanthene dyes
produced 1.3% efficiency (JSC = 2.9 mA cm−2, VOC = 0.66 V, and ff = 0.67) [137]. A
mercurochrome/ZnO solar cell (0.09 cm2) attained 2.5% efficiency (JSC = 7.44 mA cm−2,
VOC = 0.52 V, and ff = 0.64) under AM1.5 irradiation [90, 91].

Cyanine and merocyanine dyes have also been used as photosensitizers [138–142].
A nanocrystalline TiO2 solar cell based on a merocyanine dye photosensitizer (surface
area, 0.25 cm2) produced an efficiency of 4.2% (JSC = 9.7 mA cm−2, VOC = 0.62 V,
and ff = 0.69) under AM1.5 (100 mW cm−2) [141]. Aggregates of the merocyanine dye
formed on the TiO2 surface result in expansion of the absorption area, especially in the
long-wavelength region, resulting in improvement of light-harvesting performance [141].

We synthesized new coumarin derivatives that can absorb visible light from 400
to 700 nm and prepared nanocrystalline TiO2 solar cell. Under AM1.5 irradiation, an
efficiency of 5.6% was attained (area = 0.25 cm2, JSC = 13.8 mA cm−2, VOC = 0.63 V,
and ff = 0.64) [143, 145] (recently we attained 6.0% efficiency). A maximum IPCE of
76% was obtained at 470 nm. The photocurrent performance of this solar cell is almost
equal to that of the N3 dye/TiO2 solar cell, indicating a promising prospect for organic
dye photosensitizers. Design and development of new organic dyes with absorption in the
near-IR region and large absorption coefficients are needed to improve DSSC performance
using organic dye photosensitizers.

In addition to organic dyes, natural dyes extracted from plants can also be used
as photosensitizers [34, 146, 147]. A nanocrystalline TiO2 solar cell using a santalin
dye extracted from red sandalwood can produce 1.8% efficiency under 80 mW cm−2

irradiation [147]. Cherepy et al. reported that a nanocrystalline TiO2 solar cell using
flavonoid anthocyanin dyes extracted from blackberries can convert sunlight to electri-
cal power at an efficiency of 0.6% (JSC = 1.5 − 2.2 mA cm−2 and VOC = 0.4 − 0.5 V)
under AM1.5 [34]. The maximum IPCE was 19% at the peak of the visible absorption
band of the dye. They also observed a fast electron injection of <100 fs from cyanin
dye into the conduction band of TiO2 as measured by time-resolved transient absorption
spectroscopy [34].

15.3.3 New Electrolytes

Room-temperature ionic liquids (molten salts) have been extensively studied as replace-
ments for volatile organic solvents in electrochemical devices such as batteries because
of their high ionic conductivity, electrochemical stability, and nonvolatility. Of these
properties, nonvolatility is the most critical for ensuring the long-term stability of electro-
chemical devices. Such room-temperature ionic liquids have also been utilized and studied
in DSSCs in place of liquid electrolytes [84, 148]. Ionic liquids used in DSSCs include
imidazolium derivatives, such as 1-hexyl-3-methylimidazolium iodide (HMImI) [84] and
1-ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide (EMIm-TFSI) [148]. Mat-
sumoto et al. reported that an N3 dye-sensitized TiO2 solar cell using an EMIm salt having
hydrofluoride anions, H2F3

− or H3F4
−, as the electrolyte solvent produced 2.1% efficiency

under AM1.5 (JSC = 5.8 mA cm−2, VOC = 0.65 V, and ff = 0.56) [148]. If the viscosity
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of these ionic liquids can be decreased similarly to that of organic solvents, the solar cell
performance will be improved as a result of increased ionic mobility of the electrolyte.

15.3.4 Quasi-solid-state and Solid-state DSSCs

Development of solid-state or quasi-solid-state DSSCs is essential for developing a cell
with long-term stability and is critical for commercialization. Because liquid electrolytes
using organic solvents are usually utilized in conventional DSSCs, techniques for seal-
ing the cell must be perfectly established to prevent evaporation of components of the
electrolyte especially under high temperatures in outdoor applications. In addition, the
solid-state DSSC would allow easier interconnection of a cell into a monolithic module.

Grätzel and coworkers studied an N3 dye-sensitized nanocrystalline TiO2 solar cell
using a hole-transport material, 2,2′,7,7′-tetrakis(N ,N -di-p-methoxyphenyl-amine)9,9′-
spirobifluorene (OMeTAD), as a solid electrolyte (Figure 15.14) [149]. OMeTAD is
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spin-coated on the surface of the N3 dye/TiO2 electrode and then Au is deposited by
vacuum evaporation as the counter electrode, resulting in a sandwich-type DSSC. The
cell efficiency was 0.7% under 9.4 mW cm−2 irradiation, and a JSC of 3.18 mA cm−2 was
obtained under AM1.5 (100 mW cm−2) [149]. The maximum IPCE was 33%. The rate
of electron injection from OMeTAD into cations of N3 dyes has been estimated as 3 ps,
which is faster than that from I− ions [150].

Tennakone and coworkers utilized a p-type semiconductor material, CuI (band
gap, 3.1 eV), as a hole conductor and fabricated a solid-state DSSC [147, 151, 152].
Acetonitrile solution of CuI is dropped into the surface of the dye-coated TiO2 film
heated at approximately 60◦C and then is diffused inside the film. After evaporation of
the acetonitrile, CuI is deposited into nanoporous TiO2 film. Au-coated TCO substrate as
the counter electrode is pressed onto the surface of the TiO2/dye/CuI film. In a system
using santalin dye as the photosensitizer, 1.8% efficiency was obtained under 80 mW cm−2

irradiation [147] and the efficiency reached 4.5% for the TiO2/N3 dye/CuI/Au system, sug-
gesting the possibility that a highly efficient solid-state DSSC could be produced [151].
In these systems, CuI is considered to be partially in contact with TiO2, decreasing cell
performance owing to the recombination of injected electrons. To increase cell perfor-
mance, there must be decreased TiO2/CuI contact. Solid-state DSSCs have been studied
using other organic and inorganic hole conductor materials, p-type CuSCN [153, 154],
polypyrrole [155], and polyacrylonitrile [97].

Quasi-solidification of the electrolyte using a gelator is another method for replac-
ing liquid electrolytes in a DSSC. Gelation can be accomplished by adding gelator into
the electrolyte without other changes in the components of the electrolyte. Yanagida and
coworkers studied gelation of the electrolyte using L-valine derivatives (Figure 15.14) as
a gelator and measured solar cell performance of DSSCs using gel electrolytes [156]. The
gelator was added at a concentration of 0.1 M and then dissolved at 90 to 140◦C. The
gel solution was poured onto the dye-coated TiO2 film and then cooled. Interestingly, the
performance of DSSCs using a gel electrolyte has been almost the same as that using a
liquid electrolyte. Good long-term stability of the sealed cell using the gel electrolyte was
obtained compared to that of a sealed cell using a liquid electrolyte.

Recently, Hayase and coworkers (Toshiba Co.) reported constructing a highly effi-
cient DSSC using a gel electrolyte [157, 158]. The chemical structure of one of the gelator
materials is shown in Figure 15.14. The gelator was dissolved in the electrolyte at high
temperature, and consequently the gel solution was deposited on the dye-coated TiO2 elec-
trode surface and then cooled. One electrolyte composition they reported is a mixture of
a gelator shown in Figure 15.14 (0.1 g), 1-methyl-3-propylimidazolium (10 g), I2 (0.1 g),
and 1,2,4,5-tetrakisbromomethylbenzene (0.1 g). Gelation is caused by polymerization
between nitrogen and halogen compounds. A high efficiency, 7.3% (JSC = 17.6 mA cm−2,
VOC = 0.60 V, and ff = 0.68), was obtained for an N3 dye-sensitized TiO2 solar cell using
the gel electrolyte under AM1.5 irradiation, compared to 7.8% for a solar cell based on a
liquid electrolyte. They concluded that the resistance of the electrolyte did not increase as
a result of the gelation because no change of the fill factor was observed. The photocur-
rent increased linearly with increasing incident light intensity of up to 100 mW cm−2, as
well as a liquid DSSC. This suggests that gelation of the electrolyte does not suppress
diffusion of I− and I3

− ions in the electrolyte.
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15.4 APPROACH TO COMMERCIALIZATION

15.4.1 Stability of the DSSC

For commercialization of the DSSC to be successful, the cell and module must have long-
term stability. In this section, studies of photochemical, chemical, and physical stability
of the component materials of the DSSC and recent investigations concerning long-term
stability of the cell will be discussed.

15.4.1.1 Photochemical and physical stability of materials

The photostability and thermal stability of Ru complexes have been investigated in
detail [6, 159–162]. For example, it has been reported that the NCS ligand of the N3 dye,
cis-Ru(II)(dcbpy)2(NCS)2 (dcbpy = 2,2′-bipyridyl-4,4′-dicarboxylic acid), is oxidized to a
cyano group (–CN) under photo-irradiation in methanol solution, as measured by UV–Vis
absorption spectroscopy and nuclear magnetic resonance (NMR) spectroscopy [6, 159].
In addition, the intensity of the IR absorption peak attributed to the NCS ligand starts
to decrease at 135◦C, and decarboxylation of N3 dyes occurs at temperatures above
180◦C [161]. Desorption of the dye from the TiO2 surface has been observed at temper-
atures above 200◦C.

It has been considered that high stability of the dye can be obtained in a DSSC
system by including I− ions as the electron donor to dye cations. Degradation of the
NCS ligand to a CN ligand due to an intramolecular electron-transfer reaction producing
Ru(II) from Ru(III) occurs within 0.1 to 1 s [159], while the rate of reduction of Ru(III)
to Ru(II) due to electron transfer from I− ions into the dye cations is on the order
of nanoseconds [28]. This indicates that one molecule of N3 dye can contribute to the
photon-to-current conversion process with a turnover number of at least 107 to 108 without
degradation [159]. Taking this into consideration, N3 dye is considered to be sufficiently
stable in the redox electrolyte under irradiation.

We must also take into consideration the photoelectrochemical and chemical stability
of the solvent in the electrolyte. Organic solvents employed in DSSCs are, for example,
propylene carbonate, acetonitrile, propionitrile, methoxyacetonitrile, methoxypropionitrile,
and their mixtures. It is known that carbonate solvents, such as propylene carbonate, decom-
pose under illumination, resulting in the formation of a carbon dioxide bubble in the cell.
Methoxyacetonitrile (CH3O−CH2CN) reacts with trace water in the electrolyte to produce
the corresponding amide (CH3O−CH2CONH2), which decreases the conductivity of the
electrolyte [163]. Acetonitrile and propionitrile are considered to be relatively stable, giving
2000 h of stability under dark conditions at 60◦C [163].

The stability of vapor-deposited Pt electrocatalyst on a TCO substrate used as a
counter electrode has also been investigated. It was reported that the electrocatalytically
active Pt layer did not seem to be chemically stable in an electrolyte consisting of LiI
and I2 dissolved in methoxypropionitrile [164].

15.4.1.2 Long-term stability of the cell

Professor Grätzel observed that a DSSC using an N3 dye and a nanocrystalline TiO2

photoelectrode showed good long-term stability, which is due to effective photo-induced
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electron transfer from the Ru complex photosensitizer into the conduction band of the
semiconductor and from the iodine redox mediator to the photosensitizer. The num-
ber of electrons produced by one photosensitizer molecule (turnover number) reaches
500 million, corresponding to continuous stability for 10 years under irradiation.

Long-term stability of the DSSC is currently being investigated for commercial
applications at EPFL, Solaronix S.A. in Geneva, the Netherlands Energy Research Foun-
dation (ECN), INAP, and NIMC [6, 13, 159, 163, 165–167], shown in Table 15.3. For
example, 7000 h of cell stability, which corresponds to 6 years of outdoor use, has been
obtained under 1000 W cm−2 with a UV cutoff filter, as shown in Figure 15.15 [159].
Späth and coworkers conducted DSSC stability tests at Solaronix with polymer-sealed
devices containing viscous electrolytes with a high boiling point, such as glutaroni-
trile [165]. They discovered that no significant degradation of stability occurred over
a period of 9600 h of continuous illumination at 35◦C, indicating chemical stability of
components and a physically stable seal using polymer materials. In addition, long-term
stability of a small cell for more than 10 000 h has also been accomplished under no
UV light conditions at 17◦C at 2.5 suns using an electrolyte of 0.5 M LiI, 0.05 M I2,
and 0.3 M TBP in methoxypropionitrile [163]. Stability tests under UV irradiation have
also been carried out [167]. Addition of MgI2 to the electrolyte can significantly improve
stability to UV light, resulting in stable PV performance for more than 1500 h under UV
irradiation [167]. A detailed mechanism of the UV-stabilizing effect due to MgI2 has not
been elucidated.
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Table 15.3 Long-term stability test of dye-sensitized TiO2 solar cells

Institute and
reference

Dye Test conditions Components Term Results

EPFL [6] N3 150 W W-halogen lamp
UV cutoff, 50◦C

LiI/LiI3 in PC or
NMO

10 months JSC: 20–30% decreased initially.
Passed charge: 105 C cm−2, 107

turnovers.
EPFL [13] N3 800 W m−2 Xe lamp UV

cutoff
TBAI, I2 in AN

Surlyn +
waterglass

100 days JSC increased and VOC decreased for
the first 20 days. The efficiency is
constant for 100 days.

EPFL [150] N3 AM1.5 (1000 W m−2),
UV cutoff, 35◦C

KI, I2 in GN 7000 h JSC increased by 20–30% during the
first 1000 h, thereafter reaching a
plateau value.

ECN, Solaronix
[156]

N3 Fluorescent lamp
(1000 W m−2), UV
cutoff, 35◦C

KI, I2 in GN Surlyn
1702

9600 h JSC increased and VOC decreased for
the first 2000 h. Passed charge:
103 680 C cm−2.

ECN, INAP,
Solaronix [158]

N3 Sulphur lamp (2–3 sun),
UV cutoff, 20◦C,
η = 2%

HMImI, LiI, I2, TBP
in MPN Surlyn

8300 h VOC decreased (50 mV) and JSC

increased.

ECN, INAP,
Solaronix [158]

N3 UV (10 mW
cm−2), 20◦C

HMImI, MgI2, I2,
TBP in AN Surlyn

1500 h JSC and VOC were constant.

INAP [154] N3 Sulphur lamp (2.5 sun)
UV cutoff, 17◦C

LiI, I2, TBP in MPN 10 000 h JSC was constant after initial
decrease.

NIMC-SOC N3 AM1.5 (1000 W m−2)
UV cutoff, 20◦C,
η = 5%

DMPImI, LiI, I2, TBP
in AN, PN, MPN

4500 h JSC decreased 5% and VOC was
constant. 1.3 × 107 turnovers.

NIMC Mero-
cyanine

AM1.5 (1000 W m−2)
UV cutoff, 20◦C,
η = 3%

DMPImI, LiI, I2 in
MAN

1500 h JSC and VOC were constant. 1 × 106

turnovers.

PC: propylene carbonate, NMO: 3-methyl-2-oxazolidinone, TBAI: tetrabutylammonium iodide, AN: acetonitrile, PN: propionitrile, GN: glutaronitrile, MAN: methoxy-
acetonitrile, MPN: 3-methoxypropionitrile, TBP: tert-butylpyridine, HMImI: 1-hexyl-3-methylimidazolium iodide, DMPImI: 1,2-dimethyl-3-propylimidazolium iodide
SOC: Sumitomo Osaka Cement Co. Ltd



694 DYE-SENSITIZED SOLAR CELLS

One of the organic dyes, merocyanine dye, also gave good long-term stability in
a preliminary test using a sealed cell under continuous AM1.5 irradiation with a 420-nm
cutoff filter, although organic dyes are generally considered to be unstable compared to
metal complexes. We obtained stability of cell performance for approximately 1500 h,
corresponding to a turnover number of more than 10 million (Table 15.3).

These results strongly indicate that the DSSC shows sufficient physical and chem-
ical stability during the period of illumination. Nevertheless, stability tests at high tem-
peratures and high humidity must be carried out for outdoor applications.

15.4.2 Module Fabrication and Other Subjects
for Commercialization

The sheet resistance of TCO substrates (i.e. SnO2) is relatively high, making the DSSCs
resistance-limited if they are larger than about 1 cm2. Increased sheet resistance of
the TCO substrate on scale-up of the DSSC leads to loss of efficiency, especially
fill factor. Therefore, scale-up of the DSSC using a modular approach has been
investigated [168, 169]. A module consists of several interconnected basic cells with
two TCO substrates coated with TiO2 or platinum, including the electrolyte inside. The
electrolyte contains iodine and iodide, which dissolve metal materials, dissolved in an
organic solvent. Therefore, standard conductors like silver will not work or has to be
protected by sealing materials. In addition, for having an organic solvent in such a system,
one must seal the system carefully also at the outside. To seal the modules, an inert
material, glass frit, even for interconnections has been used [168]. An efficiency of 7%
was achieved using a module consisting of 12 interconnected cells with a total area of
112 cm2 (7.6% for a 3-cm2 cell and 8% for a 1-cm2 cell) [168]. A continuous process
for the fabrication of a monolithic series connecting DSSC modules using laser scribing
has been proposed by Kay and Grätzel (Figure 15.16) [13].

Recently, polymer substrates instead of glass have been utilized in constructing
DSSCs, expanding possible commercial applications [170–174]. Polymer substrates allow
roll-to-roll production, which can achieve high throughput. When a polymer film is used
as a substrate, aqueous TiO2 paste without organic surfactants is sintered at relatively
low temperatures, approximately 150◦C being sufficient to produce mechanically stable
TiO2 films. Sommeling et al. at ECN used an ITO-coated poly(ethylene terephthalate)
(PET) film as a substrate and prepared a plastic DSSC [170–172]. A cell performance
with a JSC of 15 µA cm−2, VOC of 0.48 V, and ff of 0.67 was obtained at an illumination
intensity of 250 lux. This performance is sufficient to power indoor appliances such as
watches and calculators. Under AM1.5 irradiation, a VOC of 0.7 V and JSC of 2 mA cm−2

were obtained.

Recently, the DSSC has been used for educational demonstration of solar energy–
to–electricity conversion because of its simple fabrication [15, 175]. One can purchase
DSSC kits including all components, TCO-coated glass, TiO2 electrodes, blackberries
(i.e. dye), and electrolyte solution [176, 177] and easily demonstrate an artificial photo-
synthetic process. For detailed studies, one can purchase other materials, including Ru
complex photosensitizers, TiO2 paste, and sealing materials from Solaronix S. A. [178].
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15.5 SUMMARY AND PROSPECTS

Since 1991, when Grätzel and coworkers reported the development of the highly efficient,
novel DSSCs, researchers throughout the world have intensively investigated DSSC mech-
anisms, new materials, and commercialization. A maximum efficiency of 10.4% has been
obtained under AM1.5 in the laboratory. In addition, satisfactory long-term stability of
sealed cells has been achieved under relatively mild test conditions (low temperatures
and no UV exposure). It will be possible to achieve commercial DSSC production in the
near future for indoor applications, such as calculators and several kind of watches. For
expanded commercial applications, however, there are several problems that confront us.
Overcoming these problems greatly brings DSSC close to expanded commercialization.

(a) Improvement of efficiency

For commercial applications, efficiency higher than 10% (e.g. 15%) is sure to be desired.
Expanding the absorption property of the photosensitizer to near IR region is necessary
for improved JSC. The absorption property of black dye, whose absorption threshold is
close to 920 nm, is expected to be the optimal threshold for single-junction solar cells
similar to GaAs. Development of new photosensitizers able to absorb in the near IR
region is also desired. Extending of the region of ICPE spectral sensitivity with black
dye or other new photosensitizers from the typical 500–600 nm out to 700–900 nm
would increase JSC from 20 to 28 mA cm−2 resulting in an overall efficiency of 15%.
The absorption coefficient of the photosensitizers and the light-scattering effect of the
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semiconductor film (described in Section 15.2.2) would improve the IPCE performance
in the long-wavelength region. In addition, the energy gaps, �E1 and �E2, as the driving
forces for electron-transfer processes (Figure 15.6) are sure to result in energy loss. If we
can construct good systems performing with smaller �E1 and �E2 because of molecular
design of the photosensitizers, the efficiency can be improved. Improvement of VOC is
also important for achievement of higher efficiencies. As shown above, decreased VOC is
mainly attributed to recombination between the injected electrons and the redox mediator,
I3

− (dark current). Molecular design of the photosensitizers and/or blocking effect of dark
current using adsorbate, such as TBP would improve the VOC. Development of new
semiconductor materials, whose conduction-band level is more negative than that of TiO2,
and the new redox mediator, whose redox potential is more positive than that of the
I−/I3

− redox, would also increase VOC of DSSC. Presently, however, good semiconductor
materials and redox mediators exceeding the combination between the TiO2 electrode and
the iodine redox have not been found.

(b) Long-term stability for outdoor applications

As shown in Section 15.4.1.2, satisfactory long-term stability of sealed cells has already
been achieved under relatively mild testing conditions (low temperatures and no UV expo-
sure). For outdoor applications, additional stability testing under more rigorous conditions
will be required (e.g. high temperature at near 80◦C, high humidity, and UV exposure).

(c) Solid electrolyte

As shown in Section 15.3.4, development of solid-state electrolytes in DSSCs is essential
for developing a cell with long-term stability and is critical for commercialization. Sev-
eral organic and inorganic materials, such as OMeTAD, polypyrrole, CuSCN, and CuI,
have been investigated as solid electrolytes. Presently, however, performance of solid-
state DSSCs using these materials are inferior to that of DSSC using liquid electrolytes.
It is very difficult to form a good solid–solid interface, which will produce a high solar
cell performance because of the large surface area of the nanoporous TiO2 electrode. On
the other hand, liquid electrolytes can easily penetrate into the nanoporous TiO2 elec-
trode. One of the factors determining high performance of DSSC is the easy formation
of solid–liquid interface between the nanoporous TiO2 electrode and liquid electrolyte.
Therefore, electron-transfer processes can occur at most part of the interface. Low elec-
tron (or hole) conductivity of the solid electrolyte materials would also determine low
performance of solid-state DSSC. CuI is one of the more attractive materials used for
solid electrolyte in DSSC and 4% efficiency was attained using TiO2/dye/CuI system, as
shown in Section 15.3.4. For commercial applications, improvement of the cell perfor-
mance and long-stability testing of the cell are required because long term stability of
the CuI system has not been clarified. Development of new solid electrolyte materials is
also desired.
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16.1 INTRODUCTION

Methods of assessing the performance of photovoltaic cells and modules are described
in this chapter. The performance of cells and modules can be described by their current
versus voltage (I –V ) and spectral responsivity versus wavelength (S(λ)) characteristics.
Measurement equipment, procedures, and artifacts are discussed for I –V and S(λ). The
most common performance indicator is the photovoltaic (PV) efficiency under standard
reporting conditions (SRC) (temperature, spectral irradiance, total irradiance). The effi-
ciency is the maximum electrical power divided by the total irradiance. Procedures for
accurately determining the efficiency or the maximum power with respect to reference
conditions are described. Alternatives to the standard peak watt rating and how they com-
pare with actual field performance are discussed. Since photovoltaics must operate for 20
to 30 years, with a degradation of less than 1% per year, procedures for assessing the
durability of PV modules are also discussed.

16.2 RATING PV PERFORMANCE

A variety of performance indicators have been employed by the photovoltaic community
to rate the performance of PV cells and modules [1–4]. Domestic and international con-
sensus standards have been adopted to rate the performance of PV cells and modules in
terms of the output power, or equivalently their efficiency with respect to SRC defined
by temperature, spectral irradiance, and total irradiance [5–15]. Modules and systems are
rated by their peak power under SRC because manufacturers sell and customers pur-
chase PV modules and systems according to the price per watt of power produced. Other
performance indicators may be more appropriate for niche markets, such as aesthetics

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
 2003 John Wiley & Sons, Ltd ISBN: 0-471-49196-9



702 MEASUREMENT AND CHARACTERIZATION

for building-integrated photovoltaics, liters per day for water pumping, or low light-level
operation for consumer electronics [4].

The actual output of a PV module or system in the field is a function of orientation,
total irradiance, spectral irradiance, wind speed, air temperature, soiling, and various
system-related losses. Various module- and system-rating methods attempt to ensure that
the actual performance is comparable to the rated performance to keep the resulting level
of customer satisfaction high.

16.2.1 Standard Reporting Conditions

The PV performance in terms of SRC is commonly expressed in terms of efficiency. At the
research level, an internationally accepted set of SRC is essential to prevent the researcher
from adjusting the reporting conditions to maximize the efficiency. The procedures for
measuring the performance with respect to SRC must be quick, easy, reproducible, and
accurate for the research cell fresh out of the deposition system or for the module on a
factory floor with production goals. The PV conversion efficiency (η) is calculated from
the measured maximum or peak PV power (Pmax), device area (A), and total incident
irradiance (Etot):

η = Pmax

EtotA
100 (16.1)

The term reporting, rather than reference or test, is used because a measurement can be
performed at conditions other than SRC and then carefully corrected to be equivalent to
being measured at SRC. The SRC for rating the performance of cells and modules are
summarized in Table 16.1 [1, 5–15]. The direct, global, and AM0 reference spectra are
summarized in Figure 16.1 and Tables 16.2 and 16.3.

As a matter of shorthand, the global and direct terrestrial reference spectra are
often referred to as AM1.5 G and AM1.5 D, respectively. Many groups often just refer
to the reference spectrum as AM1.5. This can be confusing without a reference because
numerous different AM1.5 reference spectra have been proposed and used in the past.
It should be noted that neither the direct reference spectrum nor the global reference
spectrum actually integrates to exactly 1000 Wm−2 [10, 12, 13, 17]. The global refer-
ence spectrum integrates to approximately 963 Wm−2 and the direct reference spectrum

Table 16.1 Standard reference conditions for rating photovoltaic cells, modules and systems

Application Irradiance
[Wm−2]

Reference
Spectrum

Temperature
[◦C]

Terrestrial
Cells 1000 Global [5] 25 cell [5, 6, 11]
Modules, systems 1000 Global [11, 13] 25 cell [7] or NOCT [7]
Modules, systems 1000a Prevailing 20 ambient
Concentrationb >1000 Direct [10] 25 cell [5]

Extraterrestrialc 1366 [8], 1367 [14] AM0 [8, 14, 15] 25 [15], 28 cell [16]

aLinear regression of power to project test conditions, 850 Wm−2 with a 5◦ field of view for concentrator systems
bAt present, no consensus standards exist although ASTM and the European Community are developing standards
cAt present no consensus standards exist although there is an ISO draft standard [15]
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Figure 16.1 Global, Direct, and AM0 reference spectra listed in Tables 16.2 and 16.3. Adapted
with permission from the Annual Book of ASTM Standards, Copyright ASTM [10, 12, 13]

integrates to approximately 768 Wm−2. Different numerical integration methods give dif-
ferences in the integrated or total irradiance of the reference spectra at the 0.1% level
because of the relatively small number of data points (120) and the large variations in the
spectral irradiance with wavelength. The structure in the spectral irradiance is a function
of bandwidth. The bandwidth in the spectral irradiance at any given wavelength is approx-
imately the difference in wavelength between adjacent points. The PV community has
arbitrarily taken the term “one sun” to mean a total irradiance of 1000 Wm−2 [17]. In
fact, the spectral irradiance of the global reference spectrum normalized to 1000 Wm−2

in Table 16.2 and Figure 16.1 exceeds the AM0 spectral irradiance in the infrared, which
is not physically possible without concentration. The term global in Tables 16.1 and 16.2
refers to the spectral irradiance distribution on a 37◦ tilted south-facing surface with a
solar zenith angle of 48.19◦ (AM1.5). The term direct in Tables 16.1 and 16.2 refers to
the direct-normal component (5◦ field of view) of the global spectral irradiance distri-
bution [18]. The term AM1 or AM1.5 is often used to refer to standard spectra, but the
relative optical air mass (AM) is a geometrical quantity and can be obtained by taking the
secant of the zenith angle (See Section 20.3 for a more complete explanation of AM.). For
AM1, the zenith angle is 0◦. The relative optical air mass can be pressure-corrected to an
absolute air mass by multiplying by the barometric pressure and dividing by the sea level
pressure. In outer space the pressure is zero so the absolute air mass is always zero. The
internationally accepted global reference spectrum is based upon the 1962 US standard
atmosphere with a rural aerosol distribution as input to a sophisticated Monte Carlo ray-
tracing model for wavelengths up to 2500 nm and an undocumented simple direct-normal
spectral model for the irradiances from 2500 nm to 4050 nm [12, 13, 18]. The fact that
the reference spectrum only approximates the “real-world” spectra at solar noon is unim-
portant as long as the differences between the photocurrents are the same for various PV
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Table 16.2 Standard direct and global reference spectra adapted with permission from the annual book
of ASTM standards, Copyright ASTM [10, 11]. The global spectrum integrates to 1000.0 Wm−2 and the
direct spectrum integrates to 768.3 Wm−2

Wavelength
[nm]

Global
[Wm−2

µm−1]

Direct
[Wm−2

µm−1]

Wavelength
[nm]

Global
[Wm−2

µm−1]

Direct
[Wm−2

µm−1]

Wavelength
[nm]

Global
[Wm−2

µm−1]

Direct
[Wm−2

µm−1]

– – – – – – – – –
305 9.5 3.4 740 1211.2 971.0 1520 262.6 239.3
310 42.3 15.6 753 1193.9 956.3 1539 274.2 248.8
315 107.8 41.1 758 1175.5 942.2 1558 275.0 249.3
320 181.0 71.2 763 643.1 524.8 1578 244.6 222.3
325 246.8 100.2 768 1030.7 830.7 1592 247.4 227.3
330 395.3 152.4 780 1131.1 908.9 1610 228.7 210.5
335 390.1 155.6 800 1081.6 873.4 1630 244.5 224.7
340 435.3 179.4 816 849.2 712.0 1646 234.8 215.9
345 438.9 186.7 824 785.0 660.2 1678 220.5 202.8
350 483.7 212.0 832 916.4 765.5 1740 171.5 158.2
360 520.3 240.5 840 959.9 799.8 1800 30.7 28.6
370 666.2 324.0 860 978.9 815.2 1860 2.0 1.8
380 712.5 362.4 880 933.2 778.3 1920 1.2 1.1
390 720.7 381.7 905 748.5 630.4 1960 21.2 19.7
400 1013.1 556.0 915 667.5 565.2 1985 91.1 84.9
410 1158.2 656.3 925 690.3 586.4 2005 26.8 25.0
420 1184.0 690.8 930 403.6 348.1 2035 99.5 92.5
430 1071.9 641.9 937 258.3 224.2 2065 60.4 56.3
440 1302.0 798.5 948 313.6 271.4 2100 89.1 82.7
450 1526.0 956.6 965 526.8 451.2 2148 82.2 76.2
460 1599.6 990.8 980 646.4 549.7 2198 71.5 66.4
470 1581.0 998.0 993 746.8 630.1 2270 70.2 65.0
480 1628.3 1046.1 1040 690.5 582.9 2360 62.0 57.6
490 1539.2 1005.1 1070 637.5 539.7 2450 21.2 19.8
500 1548.7 1026.7 1100 412.6 366.2 2494 18.5 17.0
510 1586.5 1066.7 1120 108.9 98.1 2537 3.2 3.0
520 1484.9 1011.5 1130 189.1 169.5 2941 4.4 4.0
530 1572.4 1084.9 1137 132.2 118.7 2973 7.6 7.0
540 1550.7 1082.4 1161 339.0 301.9 3005 6.5 6.0
550 1561.5 1102.2 1180 460.0 406.8 3056 3.2 3.0
570 1501.5 1087.4 1200 423.6 375.2 3132 5.4 5.0
590 1395.5 1024.3 1235 480.5 423.6 3156 19.4 18.0
610 1485.3 1088.8 1290 413.1 365.7 3204 1.3 1.2
630 1434.1 1062.1 1320 250.2 223.4 3245 3.2 3.0
650 1419.9 1061.7 1350 32.5 30.1 3317 13.1 12.0
670 1392.3 1046.2 1395 1.6 1.4 3344 3.2 3.0
690 1130.0 859.2 1443 55.7 51.6 3450 13.3 12.2
710 1316.7 1002.4 1463 105.1 97.0 3573 11.9 11.0
718 1010.3 816.9 1477 105.5 97.3 3765 9.8 9.0
724 1043.2 842.8 1497 182.1 167.1 4045 7.5 6.9



Table 16.3 AM0 standard solar spectrum adapted with permission from the annual book of ASTM standards, Copyright ASTM [8]
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– – – – – – – – – – – – – – – – – –
119.5 6.30E − 2 320.5 820.6 521.5 1939 719.8 1388.0 1088 577.8 1490 296.2 1892 137.0 2294 67.99 4460 5.799
120.5 5.72E − 1 321.5 713 522.5 1855 720.7 1385.0 1090 599.3 1492 294.1 1894 135.3 2296 68.52 4480 5.694
121.5 5.00E + 0 322.5 701.8 523.5 1927 721.7 1386.0 1092 592.8 1494 296.2 1896 132.5 2298 68.39 4500 5.591
122.5 1.21E + 0 323.5 674 524.5 1992 722.7 1383.0 1094 555.9 1496 287.2 1898 137.1 2300 68.75 4520 5.491
123.5 4.86E − 2 324.5 775.4 525.5 1963 723.6 1389.0 1096 570.7 1498 291.2 1900 136.0 2302 68.89 4540 5.392
124.5 3.50E − 2 325.5 892.6 526.5 1702 724.6 1384.0 1098 569.5 1500 290.7 1902 138.9 2304 68.78 4560 5.296
125.5 2.94E − 2 326.5 998.3 527.5 1860 725.5 1372.0 1100 583.2 1502 278.9 1904 135.9 2306 68.64 4580 5.202
126.5 3.59E − 2 327.5 971 528.5 1930 726.5 1375.0 1102 570.4 1504 274.6 1906 136.5 2308 68.48 4600 5.110
127.5 2.17E − 2 328.5 935.2 529.5 1951 727.4 1374.0 1104 576.9 1506 271.9 1908 135.3 2310 68.08 4620 5.020
128.5 1.76E − 2 329.5 1081 530.5 1986 728.4 1347.0 1106 576.0 1508 281.1 1910 136.2 2312 68.00 4640 4.932
129.5 4.07E − 2 330.5 1036 531.5 1997 729.3 1332.0 1108 573.2 1510 288.8 1912 133.0 2314 67.98 4660 4.846
130.5 1.23E − 1 331.5 984.2 532.5 1801 730.3 1364.0 1110 573.0 1512 283.3 1914 135.5 2316 67.05 4680 4.762
131.5 4.06E − 2 332.5 973.2 533.5 1956 731.2 1358.0 1112 564.6 1514 281.1 1916 134.2 2318 66.42 4700 4.680
132.5 4.21E − 2 333.5 939.3 534.5 1890 732.2 1360.0 1114 565.3 1516 282.5 1918 133.5 2320 67.15 4720 4.599
133.5 1.71E − 1 334.5 977.3 535.5 2024 733.1 1351.0 1116 565.9 1518 283.3 1920 131.1 2322 65.70 4740 4.520
134.5 4.66E − 2 335.5 961.4 536.5 1903 734.0 1364.0 1118 563.6 1520 282.2 1922 133.5 2324 64.33 4760 4.443
135.5 3.88E − 2 336.5 825 537.5 1914 735.0 1348.0 1120 552.0 1522 274.6 1924 131.4 2326 64.30 4780 4.367
136.5 3.15E − 2 337.5 858 538.5 1937 735.9 1335.0 1122 561.0 1524 276.6 1926 132.3 2328 65.51 4800 4.293
137.5 2.98E − 2 338.5 939.2 539.5 1864 736.9 1337.0 1124 557.6 1526 280.5 1928 128.8 2330 65.65 4820 4.221
138.5 4.04E − 2 339.5 976.5 540.5 1800 737.8 1333.0 1126 543.3 1528 281.0 1930 128.5 2332 64.89 4840 4.150
139.5 7.71E − 2 340.5 1026 541.5 1913 738.8 1292.0 1128 550.8 1530 269.3 1932 126.8 2334 65.23 4860 4.080
140.5 6.19E − 2 341.5 941.5 542.5 1857 739.7 1309.0 1130 542.6 1532 278.0 1934 128.8 2336 64.33 4880 4.012
141.5 4.29E − 2 342.5 1012 543.5 1911 740.7 1295.0 1132 545.9 1534 272.8 1936 128.5 2338 64.06 4900 3.946
142.5 4.77E − 2 343.5 968.8 544.5 1911 741.6 1286.0 1134 542.1 1536 276.5 1938 128.9 2340 64.87 4920 3.881
143.5 5.21E − 2 344.5 810.9 545.5 1934 742.6 1307.0 1136 546.0 1538 273.3 1940 124.5 2342 64.77 4940 3.817

(continued overleaf )



Table 16.3 (continued )
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144.5 5.19E − 2 345.5 957.2 546.5 1911 743.5 1324.0 1138 534.1 1540 267.8 1942 126.0 2344 64.61 4960 3.754
145.5 5.64E − 2 346.5 944.1 547.5 1865 744.4 1309.0 1140 529.4 1542 270.3 1944 115.2 2346 64.23 4980 3.693
146.5 7.22E − 2 347.5 919 548.5 1895 745.4 1324.0 1142 531.8 1544 274.2 1946 113.6 2348 64.24 5000 3.633
147.5 8.65E − 2 348.5 914.4 549.5 1928 746.3 1316.0 1144 531.1 1546 273.6 1948 123.7 2350 64.13 5050 3.519
148.5 8.36E − 2 349.5 906.9 550.5 1894 747.3 1322.0 1146 538.2 1548 266.0 1950 123.5 2352 61.50 5100 3.387
149.5 8.11E − 2 350.5 1070 551.5 1903 748.2 1320.0 1148 533.9 1550 265.4 1952 119.8 2354 61.29 5150 3.261
150.5 8.86E − 2 351.5 998.3 552.5 1878 749.2 1297.0 1150 532.2 1552 268.9 1954 125.8 2356 62.34 5200 3.142
151.5 9.44E − 2 352.5 925.3 553.5 1914 750.1 1299.0 1152 529.2 1554 260.5 1956 125.0 2358 61.44 5250 3.028
152.5 1.19E − 1 353.5 1052 554.5 1931 752.0 1285.0 1154 531.3 1556 262.7 1958 124.7 2360 62.23 5300 2.919
153.5 1.32E − 1 354.5 1132 555.5 1930 754.0 1285.0 1156 526.4 1558 263.7 1960 123.7 2362 62.47 5350 2.814
154.5 2.10E − 1 355.5 1065 556.5 1853 756.0 1280.0 1158 525.4 1560 262.8 1962 122.6 2364 62.16 5400 2.715
155.5 2.19E − 1 356.5 929.8 557.5 1878 758.0 1271.0 1160 513.6 1562 264.5 1964 118.8 2366 62.07 5450 2.620
156.5 1.88E − 1 357.5 811.3 558.5 1818 760.0 1257.0 1162 506.8 1564 261.4 1966 120.7 2368 61.96 5500 2.529
157.5 1.75E − 1 358.5 706.9 559.5 1839 762.0 1260.0 1164 512.0 1566 257.5 1968 122.9 2370 61.18 5550 2.442
158.5 1.71E − 1 359.5 1010 560.5 1875 764.0 1243.0 1166 511.9 1568 256.2 1970 121.7 2372 61.47 5600 2.358
159.5 1.79E − 1 360.5 989.4 561.5 1856 766.0 1239.0 1168 513.9 1570 257.5 1972 117.9 2374 59.19 5650 2.279
160.5 1.97E − 1 361.5 895 562.5 1882 768.0 1224.0 1170 505.4 1572 258.9 1974 119.8 2376 61.03 5700 2.202
161.5 2.27E − 1 362.5 1017 563.5 1893 770.0 1215.0 1172 512.5 1574 253.4 1976 120.6 2378 61.37 5750 2.129
162.5 2.57E − 1 363.5 1016 564.5 1886 772.0 1206.0 1174 511.8 1576 244.7 1978 116.9 2380 61.05 5800 2.059
163.5 2.90E − 1 364.5 1033 565.5 1829 774.0 1205.0 1176 497.6 1578 241.6 1980 117.9 2382 60.29 5850 1.992
164.5 3.03E − 1 365.5 1174 566.5 1861 776.0 1186.0 1178 494.6 1580 256.2 1982 118.0 2384 57.17 5900 1.927
165.5 4.39E − 1 366.5 1256 567.5 1920 778.0 1207.0 1180 506.7 1582 246.8 1984 117.9 2386 57.25 5950 1.865
166.5 4.07E − 1 367.5 1203 568.5 1841 780.0 1212.0 1182 499.5 1584 250.2 1986 114.4 2388 59.29 6000 1.806
167.5 3.95E − 1 368.5 1122 569.5 1892 782.0 1206.0 1184 482.7 1586 251.0 1988 118.6 2390 59.41 6050 1.749
168.5 4.64E − 1 369.5 1249 570.5 1800 784.0 1207.0 1186 497.8 1588 240.0 1990 118.2 2392 59.09 6100 1.694
169.5 5.99E − 1 370.5 1161 571.5 1855 786.0 1202.0 1188 481.0 1590 228.5 1992 116.4 2394 59.10 6150 1.641
170.5 6.74E − 1 371.5 1197 572.5 1925 788.0 1191.0 1190 490.3 1592 243.6 1994 114.1 2396 58.90 6200 1.591



171.5 7.01E − 1 372.5 1074 573.5 1908 790.0 1174.0 1192 494.5 1594 251.3 1996 115.7 2398 59.22 6250 1.542
172.5 7.39E − 1 373.5 937.8 574.5 1899 792.0 1149.0 1194 493.7 1596 241.0 1998 114.5 2400 58.33 6300 1.495
173.5 7.79E − 1 374.5 917.6 575.5 1862 794.0 1166.0 1196 486.2 1598 250.9 2000 115.9 2402 58.82 6350 1.450
174.5 9.24E − 1 375.5 1082 576.5 1878 796.0 1161.0 1198 464.1 1600 243.5 2002 114.6 2404 58.60 6400 1.407
175.5 1.10E + 0 376.5 1106 577.5 1889 798.0 1152.0 1200 476.9 1602 243.9 2004 113.7 2406 58.32 6450 1.365
176.5 1.24E + 0 377.5 1306 578.5 1814 800.0 1143.0 1202 486.2 1604 243.5 2006 113.4 2408 58.21 6500 1.325
177.5 1.43E + 0 378.5 1353 579.5 1860 802.0 1139.0 1204 466.6 1606 242.1 2008 114.5 2410 58.13 6550 1.286
178.5 1.57E + 0 379.5 1087 580.5 1870 804.0 1137.0 1206 480.8 1608 244.3 2010 113.9 2412 58.09 6600 1.249
179.5 1.61E + 0 380.5 1225 581.5 1885 806.0 1130.0 1208 458.7 1610 232.5 2012 113.4 2414 55.61 6650 1.213
180.5 1.87E + 0 381.5 1103 582.5 1905 808.0 1110.0 1210 468.9 1612 237.9 2014 112.5 2416 54.02 6700 1.178
181.5 2.28E + 0 382.5 806.5 583.5 1889 810.0 1095.0 1212 474.0 1614 240.5 2016 112.7 2418 56.76 6750 1.145
182.5 2.29E + 0 383.5 697.2 584.5 1892 812.0 1091.0 1214 474.8 1616 228.9 2018 112.3 2420 56.40 6800 1.112
183.5 2.29E + 0 384.5 978.1 585.5 1814 814.0 1110.0 1216 474.7 1618 240.2 2020 110.7 2422 56.59 6850 1.081
184.5 2.11E + 0 385.5 1028 586.5 1862 816.0 1080.0 1218 471.7 1620 230.9 2022 108.6 2424 56.16 6900 1.051
185.5 2.36E + 0 386.5 1026 587.5 1880 818.0 1076.0 1220 469.4 1622 235.6 2024 110.3 2426 56.11 6950 1.022
186.5 2.75E + 0 387.5 1023 588.5 1780 820.0 1069.0 1222 468.0 1624 238.6 2026 110.3 2428 56.05 7000 0.994
187.5 3.07E + 0 388.5 1003 589.5 1640 822.0 1053.0 1224 465.6 1626 237.7 2028 109.4 2430 56.28 7050 0.967
188.5 3.35E + 0 389.5 1196 590.5 1844 824.0 1072.0 1226 464.8 1628 239.7 2030 106.8 2432 55.96 7100 0.941
189.5 3.64E + 0 390.5 1271 591.5 1818 826.0 1068.0 1228 457.4 1630 235.9 2032 109.4 2434 55.49 7150 0.916
190.5 3.84E + 0 391.5 1367 592.5 1839 828.0 1060.0 1230 461.5 1632 234.7 2034 107.7 2436 54.93 7200 0.892
191.5 4.25E + 0 392.5 1039 593.5 1827 830.0 1033.0 1232 457.9 1634 231.9 2036 107.6 2438 54.89 7250 0.868
192.5 4.19E + 0 393.5 593.4 594.5 1804 832.0 1047.0 1234 457.2 1636 229.0 2038 104.7 2440 55.47 7300 0.845
193.5 3.88E + 0 394.5 1046 595.5 1813 834.0 1028.0 1236 456.4 1638 222.4 2040 107.7 2442 55.25 7350 0.823
194.5 5.31E + 0 395.5 1339 596.5 1836 836.0 1019.0 1238 456.5 1640 221.6 2042 106.9 2444 55.10 7400 0.802
195.5 5.53E + 0 396.5 870.9 597.5 1811 838.0 1038.0 1240 449.7 1642 221.1 2044 107.2 2446 53.86 7450 0.781
196.5 6.12E + 0 397.5 946.6 598.5 1788 840.0 1017.0 1242 448.5 1644 220.7 2046 106.9 2448 53.35 7500 0.761
197.5 6.31E + 0 398.5 1552 599.5 1805 842.0 1020.0 1244 446.4 1646 226.6 2048 105.9 2450 53.20 7550 0.742
198.5 6.31E + 0 399.5 1695 600.1 1786 844.0 990.7 1246 447.5 1648 226.9 2050 105.8 2452 53.13 7600 0.723
199.5 6.79E + 0 400.5 1714 601.1 1762 846.0 1001.0 1248 446.6 1650 222.3 2052 104.3 2454 53.73 7650 0.705

(continued overleaf )
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200.5 7.47E + 0 401.5 1780 602.1 1740 848.0 1003.0 1250 446.5 1652 222.8 2054 104.7 2456 52.76 7700 0.688
201.5 8.18E + 0 402.5 1793 603.1 1784 850.0 967.0 1252 439.6 1654 224.8 2056 104.7 2458 52.11 7750 0.671
202.5 8.42E + 0 403.5 1716 604.1 1797 852.0 957.1 1254 441.3 1656 224.5 2058 104.0 2460 53.62 7800 0.654
203.5 9.39E + 0 404.5 1706 605.1 1791 854.0 867.9 1256 438.4 1658 224.3 2060 102.0 2462 53.43 7850 0.638
204.5 10.450 405.5 1699 606.1 1772 856.0 939.2 1258 436.8 1660 221.9 2062 103.9 2464 53.40 7900 0.623
205.5 10.740 406.5 1619 607.1 1776 858.0 984.8 1260 436.9 1662 222.6 2064 99.7 2466 53.12 7950 0.608
206.5 11.290 407.5 1659 608.0 1751 860.0 959.0 1262 433.6 1664 221.1 2066 103.1 2468 53.06 8000 0.593
207.5 12.900 408.5 1768 609.0 1740 862.0 975.9 1264 432.2 1666 217.7 2068 102.3 2470 51.39 8050 0.579
208.5 15.340 409.5 1747 610.0 1728 864.0 912.5 1266 430.7 1668 214.5 2070 100.3 2472 52.84 8100 0.565
209.5 21.790 410.5 1561 611.0 1740 866.0 878.8 1268 424.0 1670 219.8 2072 101.2 2474 51.77 8150 0.552
210.5 28.450 411.5 1849 612.0 1730 868.0 953.1 1270 430.4 1672 210.8 2074 101.7 2476 52.51 8200 0.539
211.5 34.180 412.5 1820 613.0 1720 870.0 951.1 1272 428.7 1674 215.6 2076 101.3 2478 52.12 8250 0.527
212.5 31.900 413.5 1786 614.0 1685 872.0 944.2 1274 424.5 1676 208.5 2078 101.0 2480 49.95 8300 0.514
213.5 33.790 414.5 1766 615.0 1712 874.0 947.1 1276 426.0 1678 211.7 2080 98.7 2482 49.96 8350 0.503
214.5 40.800 415.5 1763 616.0 1661 876.0 949.1 1278 423.6 1680 202.0 2082 99.9 2484 51.60 8400 0.491
215.5 36.840 416.5 1874 616.9 1644 878.0 925.3 1280 416.7 1682 198.6 2084 98.0 2486 49.72 8450 0.480
216.5 32.890 417.5 1693 617.9 1700 880.0 926.3 1282 373.2 1684 207.8 2086 99.5 2488 51.24 8500 0.469
217.5 35.960 418.5 1713 618.9 1699 882.0 914.5 1284 408.6 1686 208.6 2088 99.1 2490 51.23 8550 0.459
218.5 45.220 419.5 1730 619.9 1715 884.0 928.3 1286 413.1 1688 208.3 2090 98.9 2492 51.06 8600 0.448
219.5 47.820 420.5 1788 620.9 1727 886.0 913.5 1288 413.7 1690 206.4 2092 95.6 2494 50.48 8650 0.438
220.5 48.240 421.5 1828 621.9 1698 888.0 915.4 1290 409.5 1692 209.8 2094 96.5 2496 50.64 8700 0.429
221.5 40.330 422.5 1609 622.9 1697 890.0 911.5 1292 412.3 1694 208.4 2096 96.1 2498 50.45 8750 0.419
222.5 50.600 423.5 1740 624.8 1664 892.0 902.6 1294 409.3 1696 207.7 2098 96.8 2500 50.61 8800 0.410
223.5 64.220 424.5 1798 625.8 1662 894.0 905.5 1296 411.4 1698 206.8 2100 96.7 2520 49.22 8850 0.401
224.5 60.100 425.5 1724 626.8 1709 896.0 910.5 1298 406.5 1700 203.4 2102 96.3 2540 47.82 8900 0.393
225.5 53.290 426.5 1727 627.8 1715 898.0 885.7 1300 408.3 1702 201.8 2104 96.4 2560 46.46 8950 0.384
226.5 40.160 427.5 1596 628.8 1712 900.0 880.8 1302 403.2 1704 202.1 2106 96.4 2580 45.15 9000 0.376
227.5 40.690 428.5 1614 629.8 1685 902.0 882.7 1304 400.4 1706 202.4 2108 95.9 2600 43.89 9050 0.368



228.5 52.940 429.5 1501 630.7 1682 904.0 872.8 1306 403.4 1708 199.0 2110 94.0 2620 42.68 9100 0.360
229.5 48.620 430.5 1155 631.7 1649 906.0 872.8 1308 401.6 1710 200.3 2112 95.1 2640 41.50 9150 0.353
230.5 53.120 431.5 1715 632.7 1684 908.0 846.1 1310 399.9 1712 192.3 2114 94.7 2660 40.37 9200 0.345
231.5 51.950 432.5 1674 633.7 1662 910.0 857.0 1312 390.1 1714 201.0 2116 92.9 2680 39.28 9250 0.338
232.5 54.280 433.5 1760 634.7 1673 912.0 864.9 1314 397.3 1716 198.7 2118 93.9 2700 38.22 9300 0.331
233.5 45.600 434.5 1698 635.7 1668 914.0 857.0 1316 384.9 1718 198.0 2120 92.8 2720 37.20 9350 0.324
234.5 39.710 435.5 1752 636.6 1663 916.0 852.0 1318 393.1 1720 195.0 2122 93.0 2740 36.21 9400 0.318
235.5 52.400 436.5 1962 637.6 1688 918.0 853.0 1320 394.2 1722 194.8 2124 91.5 2760 35.26 9450 0.311
236.5 49.520 437.5 1837 638.6 1682 920.0 827.3 1322 391.2 1724 188.4 2126 92.0 2780 34.34 9500 0.305
237.5 49.370 438.5 1594 639.6 1645 922.0 820.3 1324 391.6 1726 192.4 2128 92.6 2800 33.45 9550 0.299
238.5 42.770 439.5 1857 640.6 1633 924.0 826.3 1326 388.0 1728 191.5 2130 92.0 2820 32.59 9600 0.293
239.5 44.970 440.5 1742 641.5 1626 926.0 831.2 1328 386.8 1730 192.5 2132 92.1 2840 31.75 9650 0.287
240.5 40.310 441.5 1964 642.5 1642 928.0 837.2 1330 379.1 1732 188.7 2134 91.7 2860 30.95 9700 0.281
241.5 52.460 442.5 2014 643.5 1635 930.0 832.2 1332 379.5 1734 179.2 2136 89.6 2880 30.17 9750 0.276
242.5 71.960 443.5 1942 644.5 1637 932.0 840.1 1334 385.9 1736 174.6 2138 91.2 2900 29.41 9800 0.270
243.5 67.810 444.5 2007 645.5 1621 934.0 827.3 1336 382.9 1738 180.7 2140 90.6 2920 28.68 9850 0.265
244.5 62.140 445.5 1853 646.4 1622 936.0 812.4 1338 380.5 1740 185.6 2142 90.5 2940 27.97 9900 0.260
245.5 50.340 446.5 1924 647.4 1633 938.0 820.3 1340 375.4 1742 183.9 2144 89.8 2960 27.28 9950 0.255
246.5 51.370 447.5 2112 648.4 1634 940.0 813.4 1342 378.5 1744 186.9 2146 89.0 2980 26.62 10 000 0.250
247.5 56.570 448.5 2007 649.4 1570 942.0 798.5 1344 378.5 1746 183.0 2148 89.6 3000 25.97 11 000 0.170
248.5 46.530 449.5 2062 650.3 1630 944.0 814.4 1346 375.7 1748 182.2 2150 89.2 3020 25.35 12 000 0.119
249.5 57.460 450.5 2180 651.3 1645 946.0 809.4 1348 376.4 1750 182.7 2152 88.5 3040 24.74 13 000 8.65E − 2
250.5 61.250 451.5 2145 652.3 1618 948.0 793.6 1350 370.2 1752 181.7 2154 88.3 3060 24.15 14 000 6.42E − 2
251.5 46.890 452.5 1974 653.3 1605 950.0 795.6 1352 373.4 1754 183.7 2156 88.1 3080 23.58 15 000 4.86E − 2
252.5 42.340 453.5 2004 654.3 1589 952.0 788.6 1354 371.8 1756 182.8 2158 87.8 3100 23.03 16 000 3.75E − 2
253.5 52.540 454.5 2013 655.2 1537 954.0 777.7 1356 361.6 1758 182.4 2160 87.0 3120 22.49 17 000 2.93E − 2
254.5 60.710 455.5 2069 656.2 1303 956.0 791.6 1358 368.6 1760 181.8 2162 86.0 3140 21.97 18 000 2.33E − 2
255.5 80.820 456.5 2112 657.2 1456 958.0 788.6 1360 363.4 1762 176.6 2164 84.2 3160 21.47 19 000 1.87E − 2
256.5 103.800 457.5 2136 658.2 1567 960.0 784.7 1362 365.9 1764 179.4 2166 75.6 3180 20.98 20 000 1.52E − 2
257.5 127.800 458.5 2005 659.1 1563 962.0 779.3 1364 361.3 1766 180.5 2168 82.6 3200 20.50 25 000 6.28E − 3
258.5 127.500 459.5 2043 660.1 1580 964.0 777.2 1366 364.0 1768 178.5 2170 84.7 3220 20.04 30 000 3.04E − 3

(continued overleaf )
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259.5 106.000 460.5 2075 661.1 1585 966.0 767.2 1368 358.4 1770 177.1 2172 85.0 3240 19.59 35 000 1.64E − 3
260.5 87.150 461.5 2090 662.0 1597 968.0 771.7 1370 356.4 1772 177.8 2174 85.1 3260 19.15 40 000 9.65E − 4
261.5 91.520 462.5 2140 663.0 1569 970.0 767.5 1372 359.3 1774 177.7 2176 84.1 3280 18.72 50 000 3.97E − 4
262.5 105.600 463.5 2075 664.0 1558 972.0 771.9 1374 357.4 1776 174.3 2178 82.7 3300 18.31 60 000 1.92E − 4
263.5 168.900 464.5 2010 665.0 1575 974.0 754.1 1376 352.6 1778 173.0 2180 84.8 3320 17.91 80 000 6.10E − 5
264.5 254.500 465.5 2077 665.9 1567 976.0 760.4 1378 356.3 1780 173.3 2182 82.9 3340 17.52 1 00 000 2.51E − 5
265.5 257.500 466.5 1954 666.9 1555 978.0 756.1 1380 355.6 1782 172.7 2184 84.1 3360 17.14 1 20 000 1.21E − 5
266.5 254.200 467.5 2049 667.9 1554 980.0 752.4 1382 351.4 1784 172.5 2186 84.0 3380 16.77 1 50 000 4.98E − 6
267.5 255.600 468.5 2028 668.8 1569 982.0 755.1 1384 353.8 1786 171.5 2188 81.2 3400 16.41 2 00 000 1.58E − 6
268.5 248.500 469.5 2024 669.8 1554 984.0 749.2 1386 349.4 1788 173.4 2190 82.7 3420 16.06 2 50 000 6.51E − 7
269.5 243.500 470.5 1909 670.8 1551 986.0 745.6 1388 351.5 1790 171.7 2192 83.2 3440 15.72 3 00 000 3.06E − 7
270.5 272.400 471.5 2052 671.8 1541 988.0 742.9 1390 348.1 1792 170.4 2194 82.8 3460 15.39 4 00 000 1.05E − 7
271.5 228.700 472.5 2076 672.7 1537 990.0 732.0 1392 349.3 1794 168.9 2196 82.5 3480 15.07 10 00 000 3.51E − 9
272.5 201.200 473.5 2025 673.7 1533 992.0 738.7 1394 347.0 1796 168.8 2198 82.5 3500 14.76 10 00 000 3.51E − 9
273.5 200.200 474.5 2086 674.7 1530 994.0 737.6 1396 345.3 1798 168.5 2200 82.1 3520 14.45 – –
274.5 135.200 475.5 2050 675.6 1527 996.0 733.6 1398 346.8 1800 167.6 2202 81.6 3540 14.16 – –
275.5 178.500 476.5 1990 676.6 1523 998.0 731.4 1400 339.2 1802 164.5 2204 81.7 3560 13.87 – –
276.5 247.500 477.5 2110 677.6 1520 1000.0 728.0 1402 340.3 1804 166.6 2206 77.4 3580 13.58 – –
277.5 238.200 478.5 2043 678.5 1518 1002.0 725.8 1404 338.1 1806 165.5 2208 79.3 3600 13.31 – –
278.5 162.300 479.5 2111 679.5 1515 1004.0 709.7 1406 337.9 1808 165.3 2210 80.6 3620 13.04 – –
279.5 87.190 480.5 2070 680.5 1513 1006.0 685.9 1408 338.5 1810 164.9 2212 80.5 3640 12.78 – –
280.5 96.450 481.5 2126 681.4 1510 1008.0 714.5 1410 338.2 1812 163.1 2214 80.2 3660 12.53 – –
281.5 212.300 482.5 2058 682.4 1508 1010.0 713.4 1412 329.6 1814 161.3 2216 79.2 3680 12.28 – –
282.5 299.800 483.5 2053 683.4 1506 1012.0 709.5 1414 330.7 1816 156.9 2218 79.2 3700 12.04 – –
283.5 319.500 484.5 2003 684.3 1504 1014.0 702.9 1416 333.3 1818 145.6 2220 79.5 3720 11.80 – –
284.5 239.800 485.5 1862 685.3 1503 1016.0 697.1 1418 332.9 1820 155.8 2222 79.1 3740 11.57 – –
285.5 166.300 486.5 1653 686.3 1501 1018.0 694.6 1420 329.7 1822 154.6 2224 78.8 3760 11.35 – –
286.5 328.900 487.5 1862 687.2 1500 1020.0 691.0 1422 321.9 1824 159.4 2226 77.1 3780 11.13 – –
287.5 342.800 488.5 1947 688.2 1499 1022.0 687.5 1424 325.9 1826 159.3 2228 78.0 3800 10.92 – –



288.5 328.400 489.5 1994 689.1 1506 1024.0 694.0 1426 320.2 1828 157.1 2230 77.9 3820 10.71 – –
289.5 481.800 490.5 2041 690.1 1512 1026.0 691.4 1428 319.5 1830 158.5 2232 77.9 3840 10.50 – –
290.5 612.800 491.5 1929 691.1 1506 1028.0 690.5 1430 321.0 1832 157.0 2234 77.8 3860 10.31 – –
291.5 592.000 492.5 1929 692.0 1495 1030.0 680.2 1432 322.4 1834 156.1 2236 77.3 3880 10.11 – –
292.5 531.900 493.5 1921 693.0 1495 1032.0 682.3 1434 321.5 1836 156.1 2238 75.7 3900 9.92 – –
293.5 545.800 494.5 2093 694.0 1498 1034.0 664.4 1436 322.5 1838 154.0 2240 76.2 3920 9.74 – –
294.5 518.500 495.5 1959 694.9 1480 1036.0 675.4 1438 323.1 1840 154.3 2242 76.1 3940 9.56 – –
295.5 563.800 496.5 2051 695.9 1489 1038.0 665.5 1440 308.8 1842 151.3 2244 76.2 3960 9.38 – –
296.5 519.400 497.5 2052 696.8 1489 1040.0 664.4 1442 314.5 1844 152.5 2246 76.1 3980 9.21 – –
297.5 517.000 498.5 1898 697.8 1457 1042.0 664.3 1444 311.6 1846 153.5 2248 74.7 4000 9.04 – –
298.5 474.400 499.5 2004 698.8 1494 1044.0 666.3 1446 317.4 1848 147.2 2250 75.5 4020 8.87 – –
299.5 493.300 500.5 1889 699.7 1486 1046.0 651.0 1448 314.7 1850 153.0 2252 75.0 4040 8.69 – –
300.5 428.000 501.5 1843 700.7 1462 1048.0 655.3 1450 312.2 1852 151.8 2254 73.7 4060 8.52 – –
301.5 464.300 502.5 1927 701.6 1455 1050.0 656.5 1452 308.0 1854 150.5 2256 74.2 4080 8.35 – –
302.5 498.300 503.5 1967 702.6 1462 1052.0 653.4 1454 307.9 1856 148.0 2258 74.5 4100 8.18 – –
303.5 632.500 504.5 1901 703.6 1468 1054.0 647.3 1456 306.6 1858 149.8 2260 74.3 4120 8.02 – –
304.5 614.000 505.5 2027 704.5 1482 1056.0 650.1 1458 311.8 1860 147.2 2262 72.6 4140 7.87 – –
305.5 606.200 506.5 1995 705.5 1472 1058.0 633.3 1460 309.6 1862 146.0 2264 73.5 4160 7.71 – –
306.5 566.400 507.5 1939 706.4 1452 1060.0 634.8 1462 306.0 1864 146.6 2266 72.9 4180 7.56 – –
307.5 626.800 508.5 1952 707.4 1455 1062.0 640.7 1464 305.5 1866 144.1 2268 73.2 4200 7.42 – –
308.5 623.200 509.5 1949 708.3 1442 1064.0 633.8 1466 303.7 1868 144.1 2270 73.1 4220 7.27 – –
309.5 506.000 510.5 1980 709.3 1426 1066.0 627.2 1468 304.5 1870 145.4 2272 72.6 4240 7.13 – –
310.5 634.300 511.5 2031 710.3 1440 1068.0 621.4 1470 302.3 1872 140.7 2274 72.1 4260 7.00 – –
311.5 743.200 512.5 1899 711.2 1416 1070.0 611.3 1472 300.6 1874 136.6 2276 72.5 4280 6.86 – –
312.5 668.500 513.5 1893 712.2 1408 1072.0 620.4 1474 295.8 1876 119.0 2278 72.3 4300 6.74 – –
313.5 713.300 514.5 1906 713.1 1408 1074.0 611.3 1476 296.4 1878 139.0 2280 71.9 4320 6.61 – –
314.5 675.600 515.5 1933 714.1 1413 1076.0 610.6 1478 294.1 1880 140.3 2282 68.8 4340 6.48 – –
315.5 645.100 516.5 1697 715.0 1398 1078.0 606.6 1480 300.0 1882 142.1 2284 71.1 4360 6.36 – –
316.5 645.300 517.5 1755 716.0 1403 1080.0 616.9 1482 297.5 1884 141.3 2286 70.8 4380 6.25 – –
317.5 788.800 518.5 1682 716.9 1407 1082.0 588.3 1484 293.2 1886 138.5 2288 71.0 4400 6.13 – –
318.5 677.600 519.5 1860 717.9 1400 1084.0 596.4 1486 296.0 1888 141.4 2290 70.8 4420 6.02 – –
319.5 724.100 520.5 1863 718.8 1376 1086.0 607.3 1488 273.1 1890 137.6 2292 70.5 4440 5.91 – –
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technologies and as long as methods for the correlation between results using the refer-
ence spectrum and results from “real world” spectra is established. The technical basis for
the direct spectra has recently been reexamined and found to have a diffuse component
that is substantially greater than that concentrators would normally encounter [19, 20].
On examination of the US solar radiation database, it was found that when the global-
normal irradiance is near 1000 Wm−2, the direct-normal component is near 850 Wm−2

and not the 767 Wm−2 that the direct standard spectrum integrates into [20]. This differ-
ence has been attributed to an aerosol optical depth at 500 nm of 0.27 in the terrestrial
reference spectra [20]. This has not been a problem for single junction PV concentrators
in the past because of their relative insensitivity to the specific direct spectra [21]. Recent
high-efficiency structures such as the GaInP/GaAs/Ge triple-junction solar cell exhibit a
significant difference in the efficiency between the global and direct reference spectrum
(>10% relative) [22, 23] as shown in Figure 16.2. It has been proposed that the direct
reference spectrum be modified to have a lower aerosol optical depth of 0.066 broadband
or 0.085 at 500 nm to better represent the spectral irradiance in sunny regions (aver-
age daily direct-beam energy greater than 6 kWh/m2/day) where concentrators might be
deployed [22]. This low aerosol optical depth direct beam reference spectrum was gener-
ated using the same atmospheric conditions as the current terrestrial reference spectrum
[10, 12, 13, 18] and has been adopted at NREL for evaluating concentrators as of January
2003. Tabular values of this direct beam spectrum can be found at the following web sites:
http://www.nrel.gov/highperformancepv/ or http://rredc.nrel.gov/solar/standards/am1.5/.

C
dT

e

C
IG

S

m
on

o-
Si

G
aA

s

In
P

a-
Si

 to
p

a-
Si

 m
id

a-
si

 b
ot

In
P 

fi
lte

re
d

G
aI

nA
s

G
aI

nP

G
aI

nP
 fi

lte
re

d
G

aA
s

G
aA

s 
fi

lte
re

d
G

e
G

aA
s 

fi
lte

re
d

G
aI

nA
sN

−20

−15

−10

−5

0

5

10

15

%
 I

nc
re

as
e 

ov
er

 g
lo

ba
l r

ef
er

en
ce

 s
pe

ct
ru

m

ASTM E891 direct reference

Proposed global AOD 0.066

Proposed direct AOD 0.066
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The extraterrestrial spectral irradiance distribution at one astronomical unit distance
from the sun is commonly referred to as the AM0 spectrum. At present, international
consensus standards do not exist for AM0 measurements. Each country’s space agency
has adopted its own internal procedures. However, an international standard is in the draft
stage [15]. Measurements of the total AM0 irradiance used by the aerospace community
have varied from 1353 Wm−2 to 1372 Wm−2 [8, 14, 16, 24, 25]. Many groups still rely
on the less accurate value of 1353 Wm−2 total AM0 irradiance [16, 24]. Recently, a
new ASTM AM0 standard has been adopted that uses more accurate spectral irradiance
measurements that are given in Table 16.3 and Figure 16.1 [8]. The best estimate for
the solar “constant” is 1367 Wm−2 recommended by the World Radiation Center [14] or
1366.1 recommended by ASTM [8]. Both of these values were obtained from long-term
monitoring of the solar irradiance with an active-cavity radiometer on the Solar Max and
Nimbus 7 and other satellites [26]. Fortunately, the 1353 Wm−2 total AM0 irradiance,
used by many groups for efficiency measurements and reporting purposes does not enter
into the spacecraft PV power measurements. This is because primary balloon or space-
based AM0 reference cells are calibrated at whatever irradiance that exists at the time
of calibration, corrected to one astronomical unit distance from the sun. This means that
numerical values of the AM0 total irradiance and spectral irradiance are not used in
calibrating primary AM0 reference cells as discussed in Section 16.3.3.

A variety of definitions for cells and modules have been proposed [1, 5, 27, 28].
A module consists of several encapsulated, environmentally protected, and electrically
interconnected cells. The area of a cell is taken to be the total area of the space charge
region which includes grids and contacts. The standard cell area definitions replace the
term space charge region with frontal area, but this term does not adequately account for
devices with multiple cells on a single substrate or superstrate. The area of a concentrator
cell is based upon the cell area that is designed to be illuminated [5]. This area is taken
to be the area of the space charge region minus the area of any peripheral bus bars or
contacts. A submodule or minimodule is an unencapsulated module.

The PV efficiency (η) is inversely proportional to the area definition used
(equation 16.1). In fact, differences in the area definition often account for the greatest
differences in η between various groups and values published in the literature [28, 29].
The largest differences occur when the so-called active area (total device area minus
all area that is shaded or not active) is used. The use of an active area in the efficiency
neglects the trade-off between lower resistance losses and increased shading. Several thin-
film PV device structures do not have any shading losses, so the active and total area is
the same. To prevent an artificial increase in the efficiency, care must be taken to ensure
that light outside the defined area cannot be collected by multiple internal reflections or
that carriers generated outside the defined area are collected due to incomplete electrical
isolation. The smaller the cell area, the larger this possible effect. The larger the perimeter-
to-area ratio, the greater the effect of the current being collected outside the defined area.
This phenomenon is the reason a 1-cm2 minimum area is required for inclusion in the
Progress in Photovoltaics efficiency tables [30]. To be sure that the region enclosed by
the total area is the only active region, an aperture should be used [30]. At the module
level, the total area including the frame is used. For prototype modules, where the frame
design is less important than the encapsulation and cell interconnections, an aperture-area
definition is often used. The aperture-area definition is the total area minus the frame area.
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This aperture area may be defined by opaque tape if there is no frame to eliminate the
possibility of the module collecting current outside the defined aperture area by multiple
internal reflections or light piping.

The most common performance rating method for modules is the PV power
conversion efficiency under SRC (Table 16.1). The power or peak watt rating on the
module’s nameplate is usually given with respect to SRC, as shown in Table 16.1 using a
25◦C module temperature. Unfortunately, prevailing conditions under natural sunlight do
not commonly match nameplate conditions. The nameplate rating that the manufacturer
assigns to a given module model number is often higher than the measured power output
in the field [31–33]. If the nameplate rating is determined at 25◦C, then the actual power
produced is often less than this because the module will typically run at 40◦ to 60◦C.
The temperature coefficient for the peak power is usually negative. The nameplate rat-
ing also does not include long-term degradation or system losses. System losses include
the power-conditioning unit’s efficiency, ability of the power conditioner to operate at
the maximum PV power point, orientation, shading, resistance losses in the wiring, and
mismatch in the power of different modules.

The nominal operating cell temperature (NOCT) is a rating designed to give infor-
mation about the thermal qualities of a module and a more realistic estimate of the power
in the field on a sunny day at solar noon. The NOCT of a module is a fixed temperature
that the module would operate at if it is exposed to the nominal thermal environment
(20◦C air temperature, 800 Wm−2 total irradiance, and a wind speed of 1 ms−1) [7, 34].
The term “standard operating conditions” or SOC is sometimes used for flat-plate or
concentrator-terrestrial modules operating at NOCT. The actual determination of the
NOCT of a module with an uncertainty of less than ±2◦C has proved difficult because of
difficulties in measuring the temperature of cells in an encapsulated module, uncertain-
ties in the total irradiance, and secondary environmental effects such as wind direction,
ground reflections, mounting, and electrical loading [34, 35]. The installed NOCT is up
to 15◦C warmer for roof-mounted applications than a free-standing module depending on
the stand off distance between the module and the roof [34, 35]. The module temperature
can be calculated from the NOCT or installed NOCT and air temperature using

T = Tair + (NOCT − 20◦C)Etot/800 Wm−2. (16.2)

A wind speed correction can also be applied to equation (16.2) [7, 34].

For a fair and meaningful comparison of efficiencies between technologies, the
measurements should be performed after any initial degradation. Commercial silicon
modules have shown small changes in performance after the first few hours of opera-
tion [36, 37]. At the present time, all amorphous silicon PV technologies degrade when
exposed to sunlight. Fortunately, this degradation stabilizes at a level of 80% to 90% of
the initial value (see Chapter 12). Partial recovery occurs in the field during the summer
when the higher module temperature leads to partial annealing or when amorphous silicon
modules are annealed in the laboratory at 60◦ to 70◦C [38, 39]. The efficiency continues
to decrease after 500 h of light exposure at lower temperatures even if the light level is
reduced [38–40]. For a fair and meaningful comparison of improvements in amorphous
silicon module development, the performance at SRC is now reported after illumination
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of about 1000 Wm−2, at a module back-surface temperature of nominally 50◦C, for at
least 1000 h, with a resistive load near Pmax, and low humidity [28, 39]. These condi-
tions were chosen to approximate one year of outdoor exposure without the humidity
or temperature cycling. Other thin-film module technologies may undergo reversible and
irreversible changes during the first few hours of light exposure [29, 41, 42].

16.2.2 Alternative Peak Power Ratings

A variety of groups have suggested and adopted alternative rating schemes to compare
module and system performance between the various PV technologies. These schemes
are based on measurements of a module’s performance in the field and on performing a
regression analysis on the data. The site-specific power production is more relevant for
bulk power generation than the power with respect to a particular theoretical reference
spectrum and module operating temperature.

One popular method was adopted by Pacific Gas and Electric Company and the
Photovoltaics for Utility-Scale Applications (PVUSA) project in California, USA, to rate
and purchase PV systems. They perform a linear regression analysis on the actual mea-
sured system or module power produced (P ), air temperature (Ta), wind speed (S), and
total plane-of-array irradiance (Etot) as measured with a pyranometer or radiometer:

P = Pmax(Etot, Ta, S) = Etot(C1 + C2Etot + C3Ta + C4S), (16.3)

where C1, C2, C3, and C4 are the regression coefficients [32, 43]. The goal of performing
a multiple regression analysis on the measured power to a fixed set of environmental
conditions is to accurately represent the average power output under clear-sky conditions
near midday at a given site. The power can be measured at the maximum direct-current
(DC) power point, or on the DC side of the inverter, or at the alternating-current (AC)
power out of the inverter. The last two power measurement locations will include some
system losses. This site-specific rating scheme takes into account the different thermal
characteristics of modules and spectral sensitivities since it is not referenced to a standard
spectrum or module temperature. The power rating is evaluated using equation (16.3) at
Ta = 20◦C, S = 1 ms−1, and Etot = 1000 Wm−2 for flat-plate collectors. For concentra-
tors, the direct-normal incidence sunlight within a 5◦ or 5.7◦ field of view of 850 Wm−2

is used for Etot. The difference between the fields of view is because an absolute-cavity
radiometer has a 5◦ field of view and some less accurate but less expensive normal
incidence pyrheliometers have a 5.7◦ field of view.

The primary advantage of basing the reference temperature on the air temperature
is that the different thermal characteristics of the module, array, and system are included
in the rating, and the power rating is closer to what is actually observed. The different
spectral conditions at the different sites are also accounted for by not referencing the
performance to a fixed spectrum, but rather, referencing the power to the actual spectrum
that was incident on the module. If a PV reference cell is used to measure Etot, then the
power would be with respect to a reference spectrum at all light levels. Spectral mismatch
issues associated with Etot, measured with a thermal- or spectrally matched detector are
discussed further in Section 16.3.1.
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16.2.3 Energy-based Performance Rating Methods

Despite its widespread acceptance, the peak power rating (i.e. maximum instantaneous
watts) does not capture the differences among the plethora of flat-plate and concentrator-
module designs with different total irradiance, diffuse irradiance, spectral irradiance, and
temperature sensitivities. Energy-based ratings (i.e. integrated power over time in kWh)
capture the module performance in the “real” world. It is easy to integrate the measured
PV power produced over a time interval to obtain the total energy produced compared with
the incident energy. A variety of rating criteria besides the standard reference conditions
listed in Table 16.1 exist, depending on the application in Table 16.4.

The AM/PM method, proposed by ARCO/Siemens Solar Industries, attempts to
rate a module in terms of the PV energy produced during a standard solar day with a
given reference temperature and total irradiance distribution [44]. The AM/PM method is
appealing because it is an energy-rating method that is not site-specific. A variation on
the AM/PM energy-rating method was developed in which a regression analysis of the
measured power and irradiance data to a nonlinear response function was summed over
a standard day defined by a fourth-order polynomial [45].

A rating scheme based on the PV energy delivered over a standard day has been
proposed for a small set of standard days [46–49]. These five days were obtained from the
typical meteorological year database (http://rredc.nrel.gov/solar/old−data/ ) corresponding
to a hot-sunny, cold-sunny, hot-cloudy, cold-cloudy, and a nice day [49, 50]. The mete-
orological data for the standard days include latitude, longitude, date, air temperature,
wind speed, relative humidity, and direct, diffuse-horizontal, and global-normal irradi-
ances. The direct-beam and plane-of-array spectral irradiances were then computed for
hourly intervals throughout the day using a spectral model [51]. The model developed by
Nann requires only the meteorological parameters listed in the standard days. Figure 16.3
shows the meteorological characteristics of the hot-sunny standard day [46–49]. The hot-
sunny day was taken from the meteorological data for Phoenix Arizona, US, on June
24, 1976 [49, 50].

Other schemes for energy rating based on site-specific conditions instead of standard
days have also been developed. In 1990, a rating based on realistic reporting condi-
tions (RRC) was proposed. This method measured the performance of PV modules
under different irradiances and temperatures and predicted the module’s output under

Table 16.4 Photovoltaic rating criterion for PV applications

Application Relevant PV parameter

Grid-connected, hydrogen production Annual energy delivered
Power for peak utility demand Power near solar noon
Remote system for cooling Temperature coefficient and NOCT
Remote system with storage Energy during cloudy day
Pump system for agriculture Energy during growing season
Small power consumer products Efficiency at very low irradiance
High value (Space) High efficiency, radiation, and thermal stability
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Figure 16.3 Meteorological conditions for the hot-sunny reference day [46–49]

various operating conditions [3, 4, 52–54]. This method has been used to compare com-
mercial modules, highlighting the different dependencies on light level and temperature.
Figure 16.4 illustrates the comparative ratings of selected modules for various locations in
the United States [52] and Europe [53]. The results in Figure 16.4 indicate that the annual
PV efficiency is 2 to 20% less than the efficiency under SRC (25◦C, 1000 Wm−2, and the
global reference spectrum). The annual PV efficiency is total PV energy divided by the
total energy deposited on a south-facing surface tilted to the latitude of the site. Spectral
effects were ignored in Figure 16.4 with the global reference spectrum in Table 16.2 used
for all calculations, so only temperature and total irradiance effects are included. The
solar cell was modeled as described in Chapter 3 with a double exponential with series
resistance and shunt resistance to model the performance as a function of total irradiance
and temperature. Current state-of-the-art modules may be less sensitive to temperature and
irradiance variations because of smaller temperature coefficients, series resistance, dark
current, and a larger shunt resistance. The deviation of the annual efficiency from the
efficiency under SRC would have been less if two-axis tracking were assumed. However,
most flat-plate systems do not employ two-axis tracking. The spectral model developed by
Nann was coupled with a PV model to compare the performance of a variety of PV tech-
nologies [4]. The PV model used a double exponential with series and shunt resistances to
fit to the highest-efficiency cells made at the time of each technology. The environmen-
tal conditions include time, date, global-horizontal irradiance, direct-normal irradiance,
diffuse irradiance, plane-of-array irradiance, ambient temperature, wind speed, and rela-
tive humidity. The results of the study were similar to those summarized in Figure 16.4
and References [52, 53]. The spectral model confirmed that the spectral sensitivity of Si,
CdTe, CuInSe2, and GaAs technologies on the annual energy production is +1% to −3%.
The results also show that the efficiency of single- and multijunction amorphous silicon
is ∼10% less in winter months solely from spectral effects [4].
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Figure 16.4 Example of PV performance on a yearly basis normalized to standard reference
conditions for three different solar cell technologies (a-Si, GaAs, and c-Si) showing the percentage
of deviation from standard conditions for a variety of locations in (a) Europe [52] and (b) the
United States [53]
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16.2.4 Translation Equations to Reference Conditions

The most basic translation equations for a solar cell are based on the diode model with
series and shunt resistances discussed in Chapters 3 and 7. This model has been extended
to modules by combining them in series and parallel combinations [55].

To a first order, short-circuit current (ISC), open-circuit voltage (VOC), Pmax, and fill
factor (FF ) are linear with temperature, whereas the current is linear with Etot [49, 56–60].
These linear translation equations allow the performance under standard reference con-
ditions to be translated to other conditions for energy-based rating methods. Typical
temperature coefficients for various PV technologies are summarized in Table 16.5 and
Figure 16.5.

A set of translation equations for current and voltage based on the work of Sand-
strom has been implemented in consensus standards [61, 62]. These equations translate
the entire current versus voltage (I –V ) curve for temperature and irradiance. Following
the notation of the international standard in Reference [62], the following equations allow
one to translate the current I1 and voltage V1 measured from temperature T1 to T2 and
irradiance E1 to E2:

I2 = I1 + ISC1

(
E2

E1
− 1

)
+ α(T2 − T1) (16.4)

V2 = V1 − Rs(I2 − I1) − I2K(T2 − T1) + β(T2 − T1), (16.5)

where α and β are the temperature coefficients, Rs is the series resistance, and K is a
curve-shape correction factor. Applying equations (16.4) and (16.5) at a fixed irradiance

Table 16.5 Typical Si solar cell temperature coefficients [57]

Type −VOC

[ppm/◦C]
ISC

[ppm/◦C]
−FF

[ppm/◦C]
−Pmax

[ppm/◦C]

Si cells & modules 2400–4500 400–980 940–1700 2600–5500
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Figure 16.5 Typical Pmax temperature coefficients of various PV technologies [57]
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(E2 = E1) and assuming no series resistance (Rs = 0), the value of K that best translates
the I –V characteristics for temperature is determined.

Translation equations for ISC, VOC, Vmax, and Imax as a function of Etot, Tc, absolute
air mass (AMa), and angle of incidence (AOI) based on multiple regression analysis of
field data have been proposed by King [63]:

ISC(E, Tc, AMa, AOI ) = (E/E0)f1(AMa)f2(AOI )[ISC0 + αISC(Tc − To)] (16.6)

Ee = ISC(E, Tc = T0, AMa, AOI )/ISC0 (16.7)

Imp(Ee, Tc) = C0 + Eec[C1 + αImp(Tc − T0)] (16.8)

VOC(Ee, i) = VOC0 + C2 ln(Ee) + βVOC(Tc − T0) (16.9)

Vmp(Ee, Tc) = Vmp0 + C3 ln(Ee) + C4[ln(Ee)]
2 + βVmp(Tc − T0) (16.10)

ISC0 = ISC(E = E0, Tc = T0, AMa = 1.5, AOI = 0◦
) (16.11)

VOC0 = VOC(Ee = 1, Tc = T0) (16.12)

Vmp0 = Vmp(Ee = 1, Tc = T0) (16.13)

f2 =
E0

ISC0
ISC(AMa = 1.5, Tc = T0) − Ediff

Edir cos(θ)
, (16.14)

where E is the plane-of-array solar irradiance, Ee is the effective irradiance in units of
suns, E0 is the one-sun irradiance of 1000 Wm−2, Ediff is the diffuse irradiance in the
plane of the module, Edir is the direct-normal irradiance, and AOI is the solar angle
of incidence on the module; Tc is the temperature of the cells inside the module, T0

is the module reference temperature, and αISC , αImp, βVOC , and βVmp are the temperature
coefficients of ISC, Imp, VOC, and Vmp, respectively. These temperature coefficients are in
absolute units so they will vary with the size of the PV device, the number of devices
in series, or the number of devices in parallel. The pressure-corrected relative optical air
mass AMa can be written as [64]

AMa = P

P0
[cos(θ) + 0.50572(96.07995◦ − θ)−1.6364]−1, (16.15)

where P is the barometric pressure, P0 is the pressure at sea level, and θ is the angle
between the sun and zenith in degrees. The function f1(AMa) is empirically obtained
from the temperature- and irradiance-corrected ISC versus air mass and assumes that the
only spectral dependence is the zenith angle. Data are collected over a range of irradi-
ances, incident angles, air masses, and temperatures and a multiple regression analysis is
applied. These translation equations have been compared with simple linear translation
equations derived from simulator-based measurements for several modules using outdoor
data [49]. These translation equations give similar results to equation (16.3) when temper-
ature, maximum-power tracking, and spectral issues are considered [48]. Other translation
equations for current and voltage are possible [16, 65].
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16.3 CURRENT VERSUS VOLTAGE MEASUREMENTS

A solar cell can be modeled as a diode in parallel with a current generator, whereas a
module is a series-parallel network of solar cells, as discussed in Chapter 7. Measurements
of cell or module I –V behavior allow the diode characteristics to be determined, along
with other important parameters including the maximum-power point, Pmax. A typical
I –V measurement system is composed of a simulated or natural light source, test bed
to mount the device under test, temperature control and sensors, and a data acquisition
system to measure the current and voltage as the voltage across the device or current
through the device is varied with an external load or power supply.

16.3.1 Measurement of Irradiance

Irradiance measurements are made with respect to a reference spectral irradiance or the
prevailing solar spectral irradiance. The measurement of the irradiance, Etot, incident on
the PV device in equation (16.1) is typically performed with a thermal detector (pyranome-
ter, cavity radiometer) for outdoor measurements and reference cells for simulator-based
measurements. If the goal is to determine the PV efficiency or power with respect to
standardized or different reference conditions, then a spectral error will exist. Outdoor
measurements of PV systems or modules are often made with respect to the prevail-
ing or total irradiance incident on the module. If a broadband thermal detector with a
constant spectral responsivity is used, then the spectral error is zero. If a silicon-based
pyranometer is used to measure the performance based on the total irradiance, then there
will be a spectral error because Si does not respond over the entire spectrum. For PV
measurements with respect to a reference spectrum, the spectral error in the measured
short-circuit current ISC of a PV device can be written in general as [2]:

I ′
SC = ISC

M
= ISC

∫ λ2

λ1

∫ θ2

θ1

∫ φ2

φ1

ERef(λ, θ, φ)ST(λ, θ, φ) dλdθdφ

∫ λ2

λ1

∫ θ2

θ1

∫ φ2

φ1

ERef(λ, θ, φ)SR(λ, θ, φ) dλdθdφ

×

∫ λ2

λ1

∫ θ2

θ1

∫ φ2

φ1

ES(λ, θ, φ)SR(λ, θ, φ) dλdθdφ

∫ λ2

λ1

∫ θ2

θ1

∫ φ2

φ1

ES(λ, θ, φ)ST(λ, θ, φ) dλdθdφ

, (16.16)

where the spectral responsivity of the device under test (ST), spectral responsivity of the
reference detector (SR), reference spectral irradiance (ERef), and source spectral irradiance
(ES) are a function of wavelength (λ) and incident azimuth (φ) and zenith (θ ) angles.
This general form allows the reference detector to be noncoplanar with the device under
test and the source angular distribution of the source spectrum to be nearly arbitrary.
In practice, the test device and reference detector used to measure the total irradiance
are usually coplanar to minimize errors associated with measuring the orientation. The
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direct and AM0 reference spectra have no angular dependence, and measurements are
normally performed at normal incidence, so the angular dependence in equation (16.16)
drops out. If the angular dependence of the reference detector used to measure Etot and the
global reference spectra follow an ideal cosine response, then equation (16.16) simplifies
to [66, 67]:

M =

∫ λ2

λ1

ERef(λ)SR(λ) dλ

∫ λ2

λ1

ERef(λ)ST(λ) dλ

∫ λ2

λ1

ES(λ)ST(λ) dλ

∫ λ2

λ1

ES(λ)SR(λ) dλ

. (16.17)

If the reference detector is a thermal detector, SR is independent of the wavelength and
drops out. The source spectral irradiance (ES) and spectral responsivity of SR and ST

need only be relative in equation (16.17), since any multiplicative error sources will drop
out. Ideally, the limits of integration λ1 and λ2 in equation (16.17) should encompass the
range of the reference detector and reference spectrum, or else an error can arise [68].
If the spectral irradiance of the light source is the same as the reference spectrum or if
the relative spectral responsivity of the reference detector matches the relative spectral
responsivity of the test device, then M is unity. Manufacturers of PV cells and modules for
multimillion dollar satellites require the lowest possible measurement uncertainty; so they
require primary balloon or space-calibrated reference cells of the same manufacturing lot,
and purchase solar simulators with the closest spectral match to AM0 that is technically
possible so that they can assume that M is unity.

The short-circuit current of the reference cell under the source spectrum (IR,S) is
used to determine the effective irradiance using the following equation:

Etot = IR,SM

CV
(16.18)

where CV is the calibration value of the instrument used to measure the incident irradiance
in units of AW−1m2. If a thermal detector is used, then CV has the units of VW−1m2

and SR(λ) is constant.

16.3.2 Simulator-based I –V Measurements: Theory

The short circuit current of a test device (IT,R) at the reference total irradiance (ERef) can
be written as [2, 4, 67]:

IT,R = IT,SERefCV

IR,SM
(16.19)

where IT,S is the short-circuit current of the test device measured under the source spec-
trum, M is from equation (16.17), and IR,S is the measured short-circuit current of the
reference cell under the source spectrum. This is the standard simulator-based calibration
procedure. Many groups assume M is unity because of the difficulty of obtaining a spec-
tral irradiance of the source spectrum and knowledge of the spectral responsivities of the
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test and reference device. Typically, the simulator is adjusted so that Etot is equal to ERef

from equation (16.18) or

I = ERefCV

IR,SM
= IR,R

IR,SM
(16.20)

where IR,R is the calibrated short-circuit current of the reference cell under the reference
spectral and total irradiance. Typically, a reference cell is made of the same material and
technology as the devices that it will be used to test, causing M to be closer to unity
since SR ≈ ST. Ideally, the angular response of the reference package should be similar to
the device under test. This is essential for outdoor measurements [2, 69–71]. Consensus
standards have been developed, giving guidance for reference cells [72–75]. If the detector
package has a window and an air gap between the window and cell, then the package
should be completely illuminated and used only with simulators to prevent reflection-
related artifacts [29, 76]. Recently, the terrestrial community has proposed a standard
package design for the World Photovoltaic Scale [74, 75]. This package was designed
by international terrestrial PV calibration laboratories to accommodate their various PV
calibration equipment, while having standardized connectors to facilitate international
intercomparisons.

16.3.3 Primary Reference Cell Calibration Methods

Perhaps the most straightforward method of determining the short-circuit current with
respect to a set of reference conditions is to measure the absolute external spectral
responsivity of the test device at the reference temperature, ST(λ), and to integrate it
with the reference spectrum, ERef(λ), at the reference total irradiance, Etot, using the
following equation:

EtotCV = ISC =
EtotA

∫ λ2

λ1

ERef(λ)ST(λ) dλ

∫ λ2

λ1

ERef(λ) dλ

. (16.21)

For ISC to be in units of A, wavelength (λ) must be in units of µm, PV area (A) in
m2, ERef(λ) in Wm−2µm−1, Etot in Wm−2, and ST(λ) in AW−1. The limits of integra-
tion should encompass the range of ERef(λ). If ERef(λ) is normalized to integrate to
Etot, then the limits of integration should encompass the response range of the device.
The relationship between the spectral responsivity and the quantum yield is discussed
in 16.4. Equation (16.21) assumes that ST(λ) is uniform over the PV device and that
ST(λ) is independent of voltage bias, Etot, and ERef(λ). These assumptions can be relaxed
for single-junction devices by applying an external bias light operating at Etot. Sev-
eral groups have gone to great lengths to minimize the various errors associated with
equation (16.21) [77, 78]. Several intercomparisons show that differences of more than
10% in the absolute spectral response are possible from well-known PV calibration lab-
oratories [74, 79–81]. Accurate spectral response measurements require measuring the
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total power incident on a small area of the PV device (or the power density over the
entire PV device) and the current produced at that wavelength. The major sources of
uncertainty are the detector calibration used to measure the power (typically µW) and the
errors in measuring a small AC current (typically µA or less) produced by the chopped
monochromatic light, in the presence of a large DC offset (mA to A) from the broadband
bias light. Because a reference cell calibrated using equation (16.21) will be fully illumi-
nated when used to set a solar simulator or measure Etot in natural sunlight, variations in
the responsivity over the sample surface may result in an error in ISC. Most groups use a
high-current, low-noise operational amplifier with a gain of 10 to 10 000 as the current-
to-voltage converter because commercial current amplifiers saturate around 10 mA. Some
groups employ a laser to more accurately measure the absolute response of a reference cell
at one wavelength because the light power is in the milliwatt range, instead of microwatt,
associated with diffraction-grating or filter-based systems and because reference detectors
used to measure the monochromatic light power can be more accurately calibrated for
laser lines.

A primary reference cell can be calibrated under natural sunlight using
equation (16.19) and a thermal detector [1, 2, 9, 66, 82, 83]:

CV = IT,S

Etot

∫ λ2

λ1

ERef(λ)ST(λ) dλ

∫ λ2

λ1

ERef(λ) dλ

∫ λ2

λ1

ES(λ) dλ

∫ λ2

λ1

ES(λ)ST(λ) dλ

(16.22)

where the cell short-circuit current (IT,S) the solar spectra (ES(λ)), and the total irradiance
(Etot) are measured at the same time. The spectral responsivity of the reference detector is
constant, so SR(λ) is constant and drops out of equation (16.22). The incident irradiance
Etot is measured with a thermal detector that is traceable to the world radiometric reference
scale, such as an absolute-cavity radiometer or pyranometer. The solar constant and solar
power density in units of Wm−2 for solar applications are based on the world radiometric
reference scale, which is derived from a family of primary absolute-cavity radiometers that
are maintained at the World Radiation Research Center in Davos, Switzerland [84]. The
field of view for the cell and spectroradiometer must be matched. Some investigators prefer
to use a pyranometer mounted coplanar to the spectroradiometer and solar cell(s) on a
horizontal surface [9, 85]. The investigators at the National Renewable Energy Laboratory
(NREL) use an absolute-cavity radiometer because it is the primary instrument used to
calibrate pyranometers and has a field of view of 5◦, minimizing field-of-view-related error
sources [1, 68, 82, 86]. A spectral model was developed to extend the measured direct-
beam spectrum to encompass the limits of the reference spectra to minimize the errors
in equation (16.21) [68, 83, 86]. The pyranometer-based calibration method requires the
measurement of the spectral irradiance over a wavelength range of 300 to 2500 nm [9, 85].
Typically, CV is an average of many measurements taken over several days. This method
only requires that the relative spectral response and spectral irradiance be known, thereby
eliminating all error sources that are not wavelength-dependent.

If the absolute spectral irradiance ES(λ) of the light source in the test plane is
known, as is the case for a standard lamp, black-body or absolute spectral irradiance
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measurement, then equation (16.18) reduces to [66, 87–89]

CV = IT,S

∫ λ2

λ1

ERef(λ)ST(λ) dλ

∫ λ2

λ1

ERef(λ) dλ

∫ λ2

λ1

ES(λ)ST(λ) dλ

(16.23)

This method is appealing because the reference spectrum may correspond to the black-
body spectrum, and it can be readily performed in the laboratory. This method only
requires the relative spectral responsivity measurements. If a standard lamp is used and
the reference spectrum is the terrestrial reference spectra in Table 16.2, then the spectral
correction factor in equation (16.23) is typically 12 [89]. Commercial standard lamps
are typically 1000-W tungsten lamps supplied with an absolute spectral irradiance at a
50-cm distance and specific lamp current. This method is sensitive to errors in ST(λ),
ES(λ), positioning, and stray light [68, 89]. The sensitivity to positioning is because the
light source (i.e. standard lamp or black body) is not collimated and changes in the total
irradiance of 1% per mm distance from the source are not uncommon [89]. If a solar
simulator is used as the light source in equation (16.23), then the ratio of the integrals
involving ST(λ) approach unity minimizing the sensitivity to errors in ST(λ), ES(λ) and
positioning errors are reduced to less than 0.1% per mm of distance from the source [87].

Once the short-circuit current is known under a given Eold(λ), it can be translated
to any other Enew(λ) with the following equation:

Inew = IoldE
new
tot

Eold
tot

∫ λ2

λ1

Eold(λ) dλ

∫ λ2

λ1

Enew(λ) dλ

∫ λ2

λ1

Enew(λ)ST(λ) dλ

∫ λ2

λ1

Eold(λ)ST(λ) dλ

(16.24)

Equation (16.24) assumes that the current is linear with intensity. This method is especially
useful for translating the calibration of primary AM0 reference cells to terrestrial reference
spectra or vice versa.

The AM0 reference spectrum is by definition the extraterrestrial solar spectrum at
one astronomical unit distance from the sun. This means that a small random error will
exist because the solar spectrum varies slightly with solar activity. The AM0 community
uses this fact to calibrate reference detectors by measuring their response in space or very
high altitudes. By definition, there is no spectral error.

Extraterrestrial calibration procedures include using spacecraft, balloons, and high-
altitude aircraft [15, 90–96]. There are no spectral corrections for balloon and spacecraft
calibrations because the data are taken above the atmosphere. The high-altitude aircraft
calibration procedure involves a Langley plot of the logarithm of ISC versus absolute or
pressure-corrected air mass over a typical range of 0.25 to 0.5 [92, 93, 95, 96]. The data
are collected above the tropopause, thereby eliminating water vapor and most scattering,
with the dominant spectral feature arising from ozone absorption [92, 96]. The Jet Propul-
sion Laboratory (JPL) balloon calibration program requires a custom package design for
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standardized mounting, data acquisition system, and thermal considerations [90, 91]. See
Chapter 10 for further discussion of calibration of reference cells for testing space cells.

16.3.4 Uncertainty Estimates in Reference Cell Calibration
Procedures

All measurements have an uncertainty between the measured or derived value and the true
value. In the case of terrestrial PV reference cell calibrations, the true value is the value
under reference conditions given in Table 16.1. For extraterrestrial calibrations, the true
value is determined by the actual solar spectrum, at the time of calibration and not the
tabular reference spectrum, as in the case of terrestrial calibrations. Any variation in the
primary AM0 calibration because of the varying solar constant is not considered an error.
The spectral responsivity of PV cells change as a function of radiation damage. For an
accurate assessment of the performance as a function of radiation damage using procedures
that assume the spectral correction factor is unity, at least three matched reference cells
are required (beginning of life, midlife, and end of life) to minimize the spectral errors.

The uncertainty that is expected to include 95% of results (U95) in a calibration
can be expressed in terms of the random error and systematic error component defined
below, through the following equation [97]:

U95 ≡
√

B2 + (t95A)2 (16.25)

where A is the statistical component applied to a series of repeated determinations and
is often expressed as a standard deviation. Type B error sources are associated with the
instruments used in the measurement process and their associated calibration uncertainties.
Student’s t value for 95% coverage (t95) is approximately 2.0 for an average of more than
20 measurements. The elemental error sources are composed of J random and systematic
error components. The systematic error is

A ≡
√√√√ J∑

i=1

(�iAi)2 (16.26)

The term systematic error is sometimes used synonymously with bias or nonrandom
error. The sensitivity coefficient (�i) is obtained by partial differentiation of the result
with respect to one of the parameters in the result. If Ai is expressed in units of percent
error, then �i is unity. The random error is

B ≡
√√√√ J∑

i=1

(�iBi)2 (16.27)

An example of an uncertainty analysis of equation (16.22) using the NREL direct-beam
calibration method is given in Table 16.6 [98, 99]. Detailed uncertainty analysis using
Monte Carlo methods indicates that the uncertainty in the spectral correction factor is 10%
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Table 16.6 Uncertainty analysis of the tabular calibration method equation (16.22) [98]

Elemental error source Systematic
[±%]

Random
[±%]

Total U95

[±%]

ISC (IT,S) measurement instrumentation 0.10 0.10 0.22
Absolute-cavity radiometer (Etot) 0.37 0.13 0.45
Spectral correction factor 0.20 0.20 0.45
Temperature correction & control @ ±1◦C 0.15 0.05 0.18
I T,S linearity with varying Etot 0.05 0.05 0.11
Thermal offset voltages 0.05 0.05 0.11
IT,S time constant different from radiometer 0.10 – 0.10

Total 0.47 0.27 0.72

to 20% of the magnitude of the spectral correction factor [68, 99]. A detailed uncertainty
analysis of the error in determining the maximum power of a module measured outdoors
using the ISO methodology was performed by Whitfield and Osterwald [100]. The ISO
methodology has been adopted by all major calibration laboratories and replaces the
previous ANSI methodology [101].

16.3.5 Intercomparison of Reference Cell Calibration Procedures

Typically, groups claiming to be able to calibrate primary reference cells with respect to
reference conditions claim an uncertainty in the calibration value CV of ±1% [74, 80, 81,
94, 102]. Intercomparisons among the various calibration methods are the best way to
determine if the uncertainty estimates are valid. Formal intercomparison of terrestrial cal-
ibration procedures sponsored by the Photovoltaic Energy Project (PEP) were conducted
in 1985, 1987, and 1993 [74, 80, 81]. The PEP ’85 intercomparison involved PV cali-
bration laboratories from the Commission of European Communities, France, Germany,
Italy, Japan, United Kingdom, and the United States. The differences in ISC with respect
to the global reference spectrum between the laboratories in the PEP ’85 intercomparison
were almost 8% for single-crystal and multicrystal silicon and 20% for amorphous silicon.
However, in the PEP ’85 intercomparison, six out of the eight agencies agreed within 3%
for the crystalline cells and 6% for the amorphous cells [81]. In the PEP ’87 and PEP ’93
intercomparisons, the participants provided uncertainty estimates. The level of agreement
between the laboratories for the PEP ’87 intercomparison was 4% for single-crystal and
multicrystal silicon cells and 14% for amorphous silicon [80]. This level of agreement was
2 to 10 times the labs’ estimated uncertainties, which ranged from ±0.7% to ±5%, indicat-
ing that the uncertainty estimates for some of the participants were overly optimistic [80].
Several of the participants based their estimated uncertainties on the standard deviation of
repeated calibrations thereby neglecting nonrandom error sources. The PEP ’93 intercom-
parison also showed a rather large spread of 12% for the single-crystal and multicrystal
silicon cells, even though the estimated U95 uncertainties ranged from ±1.0% to ±2.7%,
again indicating that several laboratories underestimated their errors [74]. After exclud-
ing laboratories whose calibrations were based on reference cells and laboratories that
had more than 50% of their calibrations exceed ±2% of the mean, the resultant average
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deviation was 1.1% [74]. Because the terrestrial PV calibration laboratories around the
world could not agree on a calibration procedure that had a proven U95 uncertainty of
less than ±2%, it was decided to establish a set of reference standards called the World
Photovoltaic Scale (WPVS) [74, 75]. The four laboratories from the PEP ’93 intercom-
parison that performed primary calibrations and were within ±2% of the mean were the
NREL in the United States, Japan Quality Assurance Organization/Electrotechnical Lab-
oratory in Japan, Tianjin Institute of Power Sources in the Peoples Republic of China,
and Physikalisch-Technische Bundesanstalt (PTB) in Germany. A formal mechanism was
established to include other laboratories in the future, provided their calibrations agreed
with the four established WPVS calibration laboratories. The WPVS reference cells reside
with the laboratory that provided them, providing each participating laboratory with ref-
erence cells traceable to the WPVS. A set of technical drawings was developed for future
WPVS reference cells to prevent the problem with the existing set of 20 WPVS refer-
ence cells having incompatible cables, mounting holes, and temperature sensors [74, 75].
Sixteen of the 20 WPVS reference cells were recently recalibrated, along with six new
candidate WPVS reference cells [102]. The new WPVS calibration values changed by
0.4% at most, with an average decrease of 0.2% [102]. The results of the PEP terres-
trial intercomparisons were much closer than earlier intercomparisons, where deviations
of ±3% were common and deviations of 5% from the mean were observed [103]. The
year-to-year repeatability appeared to be no better than ±3% [103].

Surprisingly, the spread in ISC temperature coefficients for the laboratories that
performed them was greater than 50%, even though the temperature of the cells could
be controlled and they had temperature sensors permanently attached to them [74]. This
variation in temperature coefficient can be partly understood by noting that the temperature
coefficient is a function of the light source that they are illuminated with [57]. For cells
having a narrow response range, or for multijunction cells, the sign of the coefficient can
even change depending on the light source [57, 104, 105].

The AM0 community has conducted intercomparisons between various groups over
the years [90, 94, 106, 107]. In general, the agreement of primary AM0 calibrations on
spacecraft, balloon, and high-altitude aircraft calibrations is better than ±1% over many
years [90–92]. AM0 calibrations based on terrestrial measurements sometimes agree with
primary high-altitude calibrations within 1% [91] and at other times the agreement is poor
(>10%) [106].

16.3.6 Multijunction Cell Measurement Procedures

Spectrum-splitting series-connected multijunction devices are critical to achieving high-
efficiency III-V-based (Chapter 9) and a-Si-based (Chapter 12) solar cells. The procedures
to measure the I –V characteristics of a multijunction device with respect to reference
conditions are the same as those for a single-junction device with the added constraint that
the simulator should be set such that each junction operates at the proper photocurrent.
This is accomplished by satisfying the following j equations for the j junctions in a
multijunction PV device [108–111]:

I
R,R
j = MjI

R,S
j (16.28)
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Mj =

∫ λ2

λ1

ERef(λ)SR,j (λ) dλ

∫ λ2

λ1

ERef(λ)ST,j (λ) dλ

∫ λ2

λ1

ES(λ)ST,j (λ) dλ

∫ λ2

λ1

ES(λ)SR,j (λ) dλ

. (16.29)

This procedure involves adjusting the simulator in equation (16.28), measuring its spec-
trum, calculating Mj , and readjusting the simulator. If reference cells are used whose
relative spectral responsivity efficiency matches each individual junction, then the spectral
correction Mj is unity and only equation (16.27) needs to be satisfied. This is possible for
the high-efficiency crystalline material systems in which the other junctions can be shorted
out without significantly affecting the relative spectral responsivity [108]. The adjustment
of the solar simulator to satisfy equation (16.28) can be problematic. Figure 16.6 illus-
trates the various approaches that researchers have taken in the past. The first approach
illustrated in Figure 16.6(a) involves combining an ultraviolet (UV) light source L1 and
infrared (IR) light source L2 with a dichroic filter assembly [108, 109, 112, 113]. This
approach is particularly useful for two- and three-junction devices in which the top-cell
energy gap is around 600 to 700 nm and the middle-cell energy gap is also around 600
to 700 nm. This is because of the relatively limited choices in the transition wavelength
for standard dichroic filters. Figure 16.6(b) works for any material system because it uses
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Figure 16.6 Methods of adjusting the spectral content of solar simulators. The light sources are
L1, L2, and L3 and the mirrors are M1, M2, and M3
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a simulator whose spectral match is close to the reference spectrum but brings in extra
light that can be filtered at will for each junction [114]. The primary disadvantage of
this approach is that the supplemental light sources are not collinear with the broadband
light, giving the possibility of large variations in the spectral irradiance in the test plane.
A fiber-optic solar simulator shown schematically in Figure 16.5(c) is useful because a
wide variety of laser and incoherent light sources can be combined into one fiber bundle,
which then illuminates the test plane [110, 115, 116]. This approach has the disadvantage
of being restricted to small illumination areas, typically less than 2 cm in diameter at one
sun. Another approach shown in Figure 16.6(d) is to place filters and apertures close
to the integration optics of a large-area solar simulator [110, 114, 115]. This method is
particularly useful for large-area (>100 cm2) samples. Its primary drawback is that the
light sources are not separately adjustable for each junction. This concept can also be
applied to pulsed simulators, where the distance between the flash lamp(s) and the test
plane is usually large and a wide range of intensities is possible. This method works for
any multijunction technology because standard high-pass, low-pass, and band-pass filters
are available to cover any combination of band gaps.

An entirely new procedure has recently been developed in which the light sources
are set only once [111, 117, 118]. The approach is based on a simulator setup with mul-
tiple light sources arranged so that the intensity of each source may be adjusted without
causing a change in the relative spectral irradiance. Each light source, ES,i(λ) for each
junction, j can therefore be characterized by its relative irradiance. The adjustment of the
intensity of the ith light source to an absolute level is mathematically described by the
scaling factor Ci . Under these premises, the condition I

T,S
j = I

T,R
j yields a system of j

linear equations,

∑
i

Ci

∫
ES,i (λ)ST,j (λ) dλ =

∫
Eref(λ)ST,j (λ) dλ (16.30)

which can easily be solved for the unknown scaling factors Ci . The intensity of the ith
light source ES,i(λ) for the j th junction of the test device St,j (λ) is adjusted until the
measured short-circuit current of reference cell I

T,R
j with an absolute spectral response

SR,j (λ) is obtained using

I
T,R
j = CiA

∫
ES,i(λ)SR,j (λ) dλ (16.31)

The system of equations requires only relative spectral responses and relative irradiances
and is therefore equivalent to the calculation of the mismatch factor in equation (16.29).
The equations allow for the same reference cell to be used to set the simulator
sources [111, 117, 118]. This procedure only requires one adjustment of each light source.
This procedure also requires that the relative spectral irradiance be measured only once
for each light source unlike the procedure described by equations (16.28) and (16.29),
which requires a spectral irradiance measurement after each simulator adjustment. This
allows the performance of a multijunction PV device under varying reference spectra or
current-matching conditions to be rapidly determined.
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16.3.7 Cell and Module I –V Systems

A wide variety of I –V measurement systems have been developed to measure the per-
formance of PV devices, from 0.01-cm2 area cells to multikilowatt arrays [2, 119]. A
generic I –V system is shown in Figure 16.7. The voltage across the PV device (from
a cell to an array) is biased with a variable load, with the current being sensed by a
precision four-terminal shunt resistor or magnetic transducer. (Current through a solar
cell should never be measured with a standard ammeter in series because the voltage bias
developed across the meter will change the operating point of the cell.) Domestic and
international standards have been developed for the minimum characteristics of typical
I –V measurement systems [5–7, 9, 11, 13]. The critical parameters on the I –V curve
are the open-circuit voltage (VOC), the short-circuit current (ISC), and the maximum-power
point (Pmax). Figure 16.8 shows a typical I –V curve for a 50-W module in the light at
SRC and in the dark. The fill factor (FF ) is a normalized parameter indicating how ideal
the diode properties are, and it is calculated by the following expression:

FF = Pmax

VOCISC
(16.32)

The fill factor is often expressed as a percentage by multiplying equation (16.32) by 100.

The open-circuit voltage can be determined from a linear fit to the I –V curve
around the zero current point or by measuring the voltage with the load disconnected.
The value of VOC is often obtained by linear interpolation of the two I –V points closest
to zero current. Performing a linear regression using more than two points can reduce
the uncertainty in VOC; however, care must be taken not to include points resulting from
blocking diodes in series with a module or fitting in nonlinear regions. One manufacturer
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Figure 16.7 Typical current versus voltage measurement system
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Figure 16.8 Typical light and dark current versus voltage curve of a commercial 50-W PV module

of commercial equipment includes the 20 I –V points in the power quadrant closest
to zero current. Another approach that works for all types of cells and modules is to
include in the linear regression fit all points that satisfy the constraint that the absolute
value of the voltage be less than 10% of the voltage at zero current and the additional
constraint that the absolute value of the current be less than 20% of the current at
zero voltage.

The value of ISC is usually determined by linear interpolation of the two points
closest to zero voltage. Performing a linear curve fit using more than two points can
reduce the uncertainty in ISC; however, care must be taken not to include points result-
ing from bypass diodes in parallel with a module or fitting in nonlinear regions. One
manufacturer includes the 20 I –V points in the power quadrant closest to zero voltage.
Another approach that works for a wide variety of cells and modules is to include all
I –V points in the linear fit that satisfy the constraint that the current is within 4% of the
current at zero voltage and the additional constraint that the absolute value of the voltage
be less than 20% of the voltage at zero current. These constraints make no assumptions
about the spacing between points (fit to a fixed number of I –V points) or the shape of
the curve (avoiding including nonlinear regions) while including as many I –V points in
the linear regression as possible.

The maximum power (Pmax) is often taken to be the largest measured power. A
more accurate method is to perform a fourth-order or higher polynomial curve fit to the
measured power versus voltage data points within 80% of Pmax [119]. To prevent erro-
neous results on low FF devices, the power versus voltage data selected for curve fitting
must be restricted to voltages greater than 80% of the voltage at the measured maximum
power (Vmax). This algorithm can be improved by selecting the order of polynomial that
gives the best fit to the data up to a fifth order. An approach recommended by Amer-
ican Society of Testing and Materials (ASTM) is to perform a fourth-order polynomial
fit to the data where the measured current is greater 0.75Imax and less than 1.15Imax and
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the measured voltage is greater than 0.75Vmax and less than 1.15Vmax [7]. The preceding
constraints seem to work for cells and modules with a 40% fill factor to a 95% fill
factor [119].

This allows the measured current to be corrected for intensity fluctuations to a
constant intensity value. It is best to measure the incident irradiance with a reference cell
at each current–voltage point and to use separate meters for the same sampling interval.
A less accurate method is to measure the current and voltage sequentially with the same
meter and only measure the intensity once. This method assumes that there are no temporal
fluctuations in the simulated or natural light intensity during the measurement period and
that the voltage is constant. This may not be the case if the bias rate or capacitance
is large or if there are transients in the device [29, 119]. One commercial I –V system
averages 40 voltage readings and then 40 current readings to obtain a single I –V point.
This approach causes problems if the voltage and current are not in equilibrium because
of too large a bias rate or other transient phenomena. A better approach would be to take
40 pairs of current and voltage points and then average the voltage and current because
this relaxes the assumption that the current and voltage at a given load setting are random
with time.

Useful additions that are rarely found in commercial I –V equipment include check-
ing for valid contacts and limiting the maximum current through the device. To prevent
damage to PV cells, the resistance between the current and voltage contacts should be
measured with manual or automatic measurements prior to the I –V measurement. If the
sample is too small for Kelvin contacts, then the current at zero voltage should be moni-
tored while making contact with the cell. Most commercial systems are polarity-dependent
because bipolar power supplies or loads are much more expensive. The current near zero
volts is obtained by a low-voltage load of opposite polarity. This feature can damage
cells and modules with a low reverse-bias breakdown such as amorphous silicon or GaAs
if a diode is not placed in parallel with the sample to prevent a reverse-bias voltage
from being applied. The polarity can easily be determined from the sign on the voltage
near zero current or the sign on the current near zero voltage. This keeps the opera-
tor from worrying about which connection is positive and prevents excess bias voltages
from accidentally being applied by automatically choosing a safe range for the maximum
forward and reverse bias.

Commercial I –V systems developed for the semiconductor industry by Hewlett
Packard/Agilent Technologies Inc., Keithley Instruments Inc., and others are readily avail-
able. These units can be operated manually or with a computer with a wide range of
features and capabilities including bipolar operation. The primary problem with units
designed for transistor and diode analysis is the cost and limited maximum current. This
limitation is only a problem for groups that need to perform I –V measurements at biases
over ∼100 V and ∼5 A. These generic I –V systems require software to download the
data, save it, and calculate relevant PV parameters. There is also a variety of manufacturers
of PV test equipment for I –V measurements including Daystar Inc., Spire Inc., Spectro-
lab Inc., Pasan Beval S.A., Wacom Electric Co. Ltd, and numerous other small companies.
Commercial I –V measurement software is typically designed for industrial applications
and lacks the capability to detect bias rate artifacts by changing the bias direction, or
variable bias, or load slew rate. Commercial software also has a fixed format for saving
the data and plotting the results that may be difficult or impossible for the user to modify.
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Most commercial I –V software also measures only the light I –V characteristics in the
power quadrant. This is not sufficient for analyzing effects of nonohmic contacts requir-
ing forward bias I –V data beyond VOC or voltage-dependent photocurrent collection
requiring reverse bias I –V data.

Many groups have developed custom data acquisition systems with commercial
components. These systems are reviewed in Reference [2] and consist of electronics to
measure the current and voltage and a power supply [1], operational amplifier [120, 121],
capacitor [122], or transistors as the load [123–125]. Ideally, the current sense resistor
should have a low temperature coefficient and have a power rating at least six times
the maximum expected load power to prevent errors from changing ambient temperature
or resistor heating. It should be noted that I –V systems built around custom circuits
and software could be difficult and time consuming to maintain when the developer is
gone. In determining the most appropriate I –V data acquisition system for devices that
may range from single research-level cells to arrays, the present and all possible future
applications should be considered. Any group that is considering building their first I –V

system, upgrading that old reliable I –V system, or expanding their existing capabilities
should consider the following factors:

• Desired outputs from the system – tabular and graphical display and hard copy of data,
database or update of a simple directory text file, control over format and content of
saved data, meteorological parameters.

• Minimum and maximum current and voltage range.
• Cost in time and money available for design and development.
• Cost in time and money available for maintenance (repairs, enhancements, and

expansion).
• Compatibility with existing hardware, software, and databases.
• Flexibility to detect and compensate for artifacts – flexibility in bias direction and bias

range, manual control, control over premeasurement illumination and bias state.

Assuming that the PV device is actually at SRC, the error in the FF is pri-
marily affected by the connections to the data acquisition system. First and foremost,
four-terminal (known as Kelvin) connections should always be used at the positive and
negative terminals of the device. Between the point where positive or negative voltage
connections are made and the PV sample, any wire or contact resistance will appear as a
series resistance, reducing FF and hence Pmax and η. At the component level of modules
and above, wire resistance losses are included. For cells without wires attached, the goal
is to simulate as accurately as possible the module-contacting scheme. This generally
means placing a current and preferably a voltage probe contact at each wire bond pad. A
temperature-controlled vacuum plate is used for compatible structures in which at least
one of the positive or negative contacts is on the front surface (monocrystalline and multi-
crystalline wafers or thin-film devices deposited on a substrate) to provide a large-area,
low-resistance contact. This low but finite contact resistance will appear as a power loss
in Pmax unless a separate voltage contact is used. This voltage contact may be a miniature,
spring-loaded, blunt-tipped, gold-plated probe; a patterned, metallized Kapton or ceramic;
a printed circuit board placed in a narrow slot in the vacuum plate; or some other method.
The surface area of this voltage contact will introduce an error in the voltage when light
is incident on the cell because of nonuniform heat transfer to the temperature-controlled
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plate. For production PV testers, the ribbons attached to grids on Si cells are simulated by
using linear arrays of probes (possibly spring-loaded to a specific force). At the cell level,
many PV materials will be damaged if the probe penetrates the relatively thin contact pad
or misses the pad and touches the semiconductor. When the contact geometries are small,
a micromanipulator and microscope eyepiece may be required, and contacting problems
tend to be more difficult. The typical probe contact procedure in the PV performance
characterization laboratory at NREL is to choose the appropriately sized Kelvin probe
mounted on a three-axis manipulator and make contact with the device, while monitoring
the resistance between the voltage and current Kelvin contact. Kelvin probes are used
with an attached coaxial cable manufactured by Accuprobe Inc., with CuBe tip diameters
between 12.7 µm and 127 µm and contact spacing between 50.8 and 1524 µm. For large-
area cells (10 cm by 10 cm or larger) designed to have ribbons attached, differences in
fill factors of more than 50% between groups can occur [2, 126]. The source of these
differences can be attributed to contacting and spatial nonuniformities in the light source.
Contacting-related differences occur when probes are used to simulate the ribbons, because
of variations in shadowing, and distributed resistance losses. Differences in ISC of 2%
between NREL and other groups have been attributed to light reflected off metal probe(s),
nearby operators in white lab coats and fixturing. Custom-fixturing or optics to direct the
light upward is often required when both contacts are on the side not being illuminated as
is the case for point-contact or wrap-around Si cells, or for superstrate structures like a-Si
or CdTe on transparent conducting oxide coated glass. Achieving temperature control and
Kelvin-contacting for these structures is problematic. Groups have used patterned circuit
boards or Kapton to achieve contacts and temperature control. The contact area is often
the junction area for small area thin-film devices on insulating superstrates allowing a
metal spool with a vacuum hold down to make thermal, and electrical contact to the met-
allized cell and a probe or wire to make contact to the transparent conducting oxide layer.
Many of the best thin-film devices have a thick layer of In metal bonded to the trans-
parent conducting oxide around the cell border to reduce lateral series resistance losses.
High-efficiency research cells on insulating substrates such as Cu(Ga,In)(S,Se) also often
have an In border around the cell area to reduce resistance losses.

Evaluating the performance of concentrator cells poses several challenges. As of
2001, there are no consensus standards to evaluate concentrator cells, although ASTM
and the Commission for the European Community are developing standards. Issues of
temperature measurement and control are aggravated by the large heat load. Typically,
concentrator cells are evaluated under flash systems with a 1-ms pulse duration or under
continuous illumination. If a continuous light source is used, then the temperature of
the space charge region cannot be directly measured – any temperature sensor will affect
the temperature because of the small thermal mass and large light level on the sample.
There can be large differences in the temperature of the space charge region (i.e. the
cell temperature) and the temperature of the vacuum plate or measured front-surface
temperature. One approach with the cell in the dark or minimal heat load is to first
set the temperature-controlled vacuum plate to a given temperature, and then measure
VOC as a function of time as a high-speed shutter is opened, exposing the sample to
the full light level [127]. The VOC will rise as the shutter is opened and the cell is
exposed to the concentrated light and will go through a maximum as the cell heats up
corresponding to the VOC at the known temperature measured with no heat load. The plate
temperature can then be reduced until this VOC is obtained. The other primary problem
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with concentrators is the measurement of Etot. The simplest approach is to determine the
one-sun ISC and assume that this value is linear with light level. Another approach is to
use calibrated neutral-density filters [2, 128, 129]. Neutral-density filters can be calibrated
to better than 1% at a given wavelength using lasers, but typically they have a ±5%
variation in transmissivity with wavelength over a 400- to 1100-nm range, limiting their
usefulness to single-junction devices that are insensitive to spectral errors, such as Si and
GaAs. The linearity can also be inferred by a series of measurements with aperture or
changing flash-lamp voltage [111]. Other approaches to determining the linearity involve
exposing the cell to low-level periodic sunlight and concentrated sunlight [130, 131].
Ideally, a calibrated linear reference cell should be used, but spatial nonuniformity of
the concentrated beam can lead to a larger error than that if linearity had been assumed.
Again, ideally, the spectral responsivity should be measured as a function of bias light
level to address the issue that, for nonlinear devices, the spectral error M will change with
total irradiance. Groups have developed spectral response systems capable of measuring
the responsivity as a function of bias light level to about 200 suns [132, 133].

Concentrator modules cannot normally be measured in solar simulators because
the optics are not a point source; the bulb(s) or integration optics will be imaged on the
cell, resulting in a much larger spatial variation in intensity than that the module would
encounter under natural sunlight. For this reason, concentrator modules are typically eval-
uated outdoors under natural sunlight over some period of time. There are no standards
for concentrator cell, module or system measurements, although the PVUSA method in
equation (16.2) has been used to evaluate concentrator systems [32, 43]. Concentrator
modules and arrays evaluated at Sandia National Laboratories have consisted of the per-
formance (Pmax, or I –V characteristics) as a function of direct-beam irradiance and heat
sink temperature [129].

16.3.8 Solar Simulators

Solar simulators are used to simulate natural sunlight for repeatable and accurate indoor
testing of the I –V characteristics of PV cells or modules. The ideal solar simulator
should have less than ±1% variation in the light level during the I –V measurement
period, less than a ±1% spatial variation in irradiance in and several cm above the
test plane, and introduce less than a 1% spectral mismatch error between the test and
reference cell. These constraints are essential to ensure an uncertainty in the efficiency of
less than ±2%. Solar simulators are classified according to the spatial nonuniformity of
the total irradiance, temporal instability of irradiance, total irradiance within a given field
of view, and spectral match to the reference spectrum [134, 135]. Groups that evaluate
multijunction cells and modules have found that single-source simulators can introduce
large errors in ISC, and Pmax. Multisource solar simulators suitable for evaluating reference
cells have been discussed in Section 16.3.6 [108–118, 136].

The temporal variation in light level during the I –V measurement can be corrected
if the intensity and device current are measured at the same time for each I –V data
point. Most commercial and custom I –V systems for continuous light sources do not
correct this temporal variation in the light level, although most groups have procedures
in place to correct long-term drift in the simulator total irradiance over a period of hours
or longer. The spatial uniformity varying with time for arc lamps cannot be readily
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corrected, although placing the intensity monitor as close to the test device as possible
can minimize these effects. A spatially nonuniform light source presents a measurement
challenge of determining the average illumination level for a cell or the illumination level
of the current-limiting cell in a module [126, 137]. The efficiency will always be reduced
for nonuniform illumination compared to uniform illumination at the cell [138, 139] or
module [140] level.

There are three types of illumination sources typically used for solar simulators:
continuous arc, pulsed arc, and filament lamps. The merits and problems of these dif-
ferent simulators have been compared [28, 141–143]. If the distance between the test
plane and the nearest optical surface is short, the possibility for reflection-related artifacts
may exist [141]. These reflection-related artifacts occur because the field of view of the
reference cell and test device are not identical and can occur from reflections off sim-
ulator optics, reference cell packages, probe fixtures, the test station enclosure, and the
region underneath the test device. Light reflecting from the region under the test device
is especially important for bifacial cells and superstrate structures.

With proprietary filters, commercial continuous Xe-arc lamp solar simulators have
an excellent spectral match to the AM0 or terrestrial spectrum, and their point source
(small arc volume) with integrating optics achieves a ±1 to ±3% variation in spatial
uniformity. The spectrum of these lamps shifts slightly from the blue to the red during
the bulb life, with most of the spectral shift occurring in the first 100 h of operation [141].
The intensity of continuous arc lamps is controlled by changing the distance from the
lamp to the test plane or by changing the current. Pulsed simulators are especially useful
for characterizing concentrator cells and for large-area modules. The intensity of pulsed
Xe-arc light sources is adjusted by changing the distance from the lamp to the test plane,
by adjusting an aperture near the flash lamp, or by changing the voltage at which the
lamp flashes. The spectrum of pulsed lamps shifts from the blue to the red less with the
number of flashes of the lamp and is difficult to quantify because of the difficulty in
measuring the spectral irradiance of pulsed light sources. The spectral match of unfiltered
arc lamps in the UV and visible region is excellent but poor in the red (>700 nm) because
of the numerous Xe emission lines. Custom filters reduce the magnitude of these lines to
manageable levels. These emission lines are reduced for pulsed-Xe lamps.

The least expensive small-area light source is a tungsten-halogen lamp with a
dichroic filter. These lamps are ideal for quantum efficiency measurements because of
their irradiance temporal stability. The lamp spectrum depends strongly on the operating
voltage or current [138]. A shift in the spectrum with bulb age has been attributed to
tungsten-halogen lamps, but a careful study revealed that although the intensity drops
with bulb age at a constant current, the shift with bulb age is less than the variation
from bulb to bulb out of the same case [141]. To minimize spectral shifts of filament
light sources with bulb age, they should be run at the same current throughout their life.
The distance between the bulb and test plane should be varied to maintain the proper
light level. There are a wide variety of tungsten-halogen bulbs with different wattage,
lifetime, and voltage ratings. The choice of the most appropriate bulb is a compromise;
for example, the ELH bulb has one of the highest wattages, but operates at 120 V and
has a short lifetime of 35 h. Low-voltage bulbs such as the HLX, ELC, or HMM operate
below 40 V, eliminating the safety hazard of higher voltage bulbs, and they have a longer
life but a lower wattage. As with continuous arc lamps, the lamp lifetime is reduced by
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frequently turning the lamp on and off. At least one module manufacturer uses an array of
tungsten-halogen bulbs for production testing of modules in their multi-megawatt plant.
They operate the bulbs at a low “simmer” voltage between I –V measurements to greatly
increase the lifetime of the bulbs. They use “matched” reference cells to minimize their
sensitivity to spectral errors. The spectral irradiance of filament lamps is characterized by
a black-body spectrum of 3200 to 3450 K. These lamps are deficient in the blue region
of the solar spectrum because the AM0 spectrum can be approximated as a 5900 K
black body.

16.4 SPECTRAL RESPONSIVITY MEASUREMENTS

The spectral responsivity (S(λ)) or quantum efficiency (QE(λ)) is essential for understand-
ing current generation, recombination, and diffusion mechanisms in photovoltaic devices.
PV cell and module calibrations often require a spectral correction factor that uses the
spectral responsivity (i.e. equations 16.16–16.22). The spectral responsivity is measured
in units of current produced per unit power and can be converted to quantum yield, or
electron–hole pairs produced per incident photon through the equation:

QE(λ) = qS(λ)

λhc
(16.33)

The factor hc/q equals 0.80655 for the wavelength in units of µm and the spectral
responsivity in units of A/W. The quantum yield, in units of electron per photon, is often
multiplied by 100, giving the quantum efficiency.

Typically, the spectral responsivity is measured at short-circuit current because it
is easy to define and usually is the same as the photocurrent except for cells exhibiting
voltage-dependent current collection like a-Si devices. PV devices normally operate near
their maximum-power point. The spectral responsivity is assumed to be the same at the
maximum-power and short-circuit points. Voltage-dependent spectral responsivities have
been reported for a-Si [144], CdTe [145], and Cu(Ga,In)(S,Se) [146] material systems.
(See Chapters 12, 13, and 14 for further discussion of voltage dependent collection in
these types of devices).

The PV community has designed a variety of spectral response measurement
systems, including ones based on interference filters, grating monochrometers, and inter-
ferometers [74, 77, 80, 81, 147–154]. For a single-junction solar cell, S(λ) is determined
by illuminating the cell with periodic (i.e. “chopped”) monochromatic light and continu-
ous broadband bias light of much greater intensity. The AC photocurrent from the device
due to periodic monochromatic light is converted to an AC voltage and measured with a
lock-in amplifier. An AC voltmeter may be used instead of a lock-in amplifier if the AC
signal is large compared to the AC noise. The measured photocurrent is often in the µA
to mA range with a broadband DC bias light near the device’s intended operating point,
for example, 1 sun.

For a two-terminal multijunction device, measuring the spectral responsivity of the
individual junctions requires that the junction to be measured is the one which actually
determines the photocurrent through the device (e.g. is the current-limiting junction).
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Limiting the current is normally achieved by illuminating the other junctions not being
measured with a DC bias light whose spectral irradiance covers their response range [154].
To measure S(λ) for the top cell in a two-junction device, the bottom cell must be
illuminated with “red” light that is absorbed mostly in the bottom cell. To measure S(λ)

for the bottom cell in a two-junction device, the top cell must be illuminated with “blue”
light that is absorbed mostly in the top cell. In practice, the intensity of the bias light is
increased until S(λ) for the junction being measured is a maximum and S(λ) values for
the other junctions are minima. If the multijunction device terminals are at zero volts,
then the cell being measured is at some reverse-bias voltage since the other junction is
forward-biased owing to the bias light [154]. Because S(λ) can depend on voltage, the
cell being measured should be at zero volts, [154] which is accomplished by forward-
biasing the multijunction cell. If each junction of a two-terminal device has about the
same VOC, then the cell should be forward-biased to half the VOC of the tandem cell. In
practice, the VOC of the individual junctions is not well known; therefore, the forward-
bias voltage must be adjusted to maximize the S(λ) of the cell being measured and
to minimize the S(λ) of the other junctions. In practice, for an unknown multijunction
device the procedure of increasing the bias light intensity and adjusting the bias voltage to
maximize S(λ) of the cell being measured while minimizing S(λ) of the other junctions
is an iterative process.

16.4.1 Filter-based Systems

A filter-based spectral responsivity S(λ) measurement system is characterized by shining
broadband light through interference filters and directing the light to the device under test,
as shown in Figure 16.9 [147]. The filter wheel can be rotated with stepping solenoids
controlled by digital logic or stepper motors. The use of the shutter shown in Figure 16.9
is essential when using an AC voltmeter to measure the signal when no monochromatic
light is incident on the sample; it is less important though when using a lock-in amplifier to
measure the periodic monochromatic signal. The monochromatic beam power is measured
with a pyroelectric radiometer and calibrated Si detector. The reference detector can
measure the power real time or the power versus wavelength data can be stored in a file.
The advantage of real-time calibrations is that intensity fluctuations in the monochromatic
beam can be corrected. The advantage of a stored calibration file is that the measured
power is much higher, minimizing sensitivity to background light, and polarization effects
associated with a beam splitter are not present.

It is often desirable to measure S(λ) of modules consisting of multiple cells
in series. The simplest approach would be to illuminate the whole module with AC
monochromatic and AC broadband light with the module at 0 V, just as in the case of
cells. Because of their high monochromatic light power density and large-beam area,
filter-based S(λ) systems are capable of fully illuminating any commercial module. The
problem with this method is that different cells may be current limiting at various wave-
lengths, and the bias point of the current-limiting cell whose S(λ) is being measured is
not at 0 V. This problem is solved by voltage biasing, similar to the multijunction S(λ)

measurements [104, 154]. Figure 16.10 illustrates the geometry for measuring the spec-
tral responsivity of an individual cell in a packaged module in which the individual cells
are inaccessible.
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Figure 16.9 Typical narrow-band interference filter-based spectral responsivity measurement
system
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Figure 16.10 Apparatus for measuring the spectral responsivity of a single cell in a multicell module

The solution to the problem of measuring S(λ) of a single cell in a module is the
following sequence of steps [147]:

1. Bias the module with light to simulate “1 sun.”

2. Forward-bias the module to the measured module open-circuit voltage (VOC) under the
bias light in the previous step multiplied by (n − 1)/n, where n is the number of cells
in series. Another procedure is to apply monochromatic light at a wavelength that the



SPECTRAL RESPONSIVITY MEASUREMENTS 741

cell responds to and then to reduce the forward-bias voltage from the measured VOC

toward 0 V until the AC signal is a maximum.

3. Shine the monochromatic light on only one cell.

4. By using a mask, reduce the bias light on the cell in step 3 in regions where there is no
bias light. This procedure ensures that this cell is current limiting (see Figure 16.10).

5. Finally measure the S(λ) of the chosen cell in the module.

If the cells S(λ) in the module are not a function of bias light intensity, then the region
where the monochromatic light illuminates the cell does not need to be illuminated by a
DC bias light. To measure each junction in a multijunction module, the spectral content
of the bias light must be adjusted and the voltage bias and intensity of the bias light must
be iterated. These procedures have been shown to produce the same relative spectral
responsivity for an electrically isolated cell in a module as when all of the cells in the
module were series-connected [147].

16.4.2 Grating-based Systems

The grating system shown in Figure 16.11 was developed to measure the responsivity
of cells from 400 to 3200 nm. Grating-monochrometer-based systems are especially use-
ful for their broad-wavelength range and high spectral resolution. If a double-grating
monochrometer is used, then the stray light in the UV can be eliminated, which is impor-
tant for UV or high-bias-light measurements [77, 151]. Long wave pass order-sorting
filters are commonly used to suppress modes (e.g. 1

2λ) due to shorter wavelengths. For
example, a Schott WG360 color glass filter is commonly used for S(λ) measurements in
the 400- to 700-nm region and a Schott RG630 filter is used as an order-sorting filter for
measurements over a 700- to 1150-nm wavelength range. If a single-grating monochrome-
ter is used with a tungsten light source, a band-pass filter may be needed for measurements
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Figure 16.11 Typical grating-monochrometer-based spectral responsivity measurement system
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in the 300- to 600-nm wavelength region to suppress modes at longer wavelengths and
shorter wavelengths (e.g. 1

2λ and 2λ). The light power of the grating-monochrometer-
based system can be focused on a rectangular spot of about 1 mm by 3 mm by imaging
the monochrometer exit slits onto the test plane with a magnification of less than 1. Chro-
matic aberrations in the lens(es) cause the beam size to change with wavelength. This
effect can be eliminated by eliminating all lenses and using a spherical or, better yet, a
parabolic mirror. Typically, grating-based systems have lower optical throughput (lower
intensity) but higher spectral resolution than filter-based systems.

16.4.3 Spectral Responsivity Measurement Uncertainty

Spectral responsivity measurements involve the measurement of the photocurrent pro-
duced by light of a given wavelength and power. The spectral responsivity is typically
measured with bias light simulating reference conditions, because the device may be
nonlinear [74, 77, 80, 81, 147–151, 154]. Typically, the spectral correction factor for effi-
ciency measurements is calculated on the basis of S(λ) measurements near 0 V and is
assumed to be the same as at the maximum-power point. This assumption is valid for
most PV systems and results in a negligible error for amorphous silicon, which has a
voltage-dependent spectral responsivity [144, 155] assuming a reasonably well-matched
reference cell is used such as a Schott KG5 filtered mono-Si cell.

The photocurrent is measured with a current-to-voltage converter. A power oper-
ational amplifier (±40 V, 8 A) with computer-controlled gain resistors (50 to 10 000 �)
is useful for wide bias ranges and signal levels [147]. A simple current sense resistor
may be adequate for systems that measure the same type of PV device all the time.
The major limitation is that resistor and thermal noise at the microvolt level limits the
measured currents to microamperes. Commercial current preamplifiers typically have a
maximum current rating of 1 to 10 mA, limiting their usefulness for measuring the spec-
tral responsivity with bias light (i.e. a 1 cm2 device with JSC = 30 mA cm−2 produces
30 mA of DC bias current with a 1 sun bias light). An operational amplifier configured
as a current-to-voltage converter allows the insertion of a power supply in series with the
PV device, giving a wide range of bias voltages. This feature is critical when measuring
modules, multijunction devices, or devices with a voltage-dependent spectral responsiv-
ity [105, 147, 153]. Most groups use a lock-in amplifier to detect the periodic AC signal,
but this is not required because the intense monochromatic light afforded with interfer-
ence filters allows the AC signal to be amplified to the range where AC voltmeters are
quite accurate [155]. Modern digital lock-in amplifiers have rapid auto-ranging capabilities
and will outperform an AC voltmeter for noisy signals because of their large dynamic
range. Error sources related to the measurement of the photocurrent are summarized in
Table 16.7. If semiconductor-based calibrations are employed with the same electronics
used to measure the test and reference device, then all multiplicative errors drop out. For
pyroelectric-radiometer-based calibrations, the absolute photocurrent must be measured
for absolute S(λ) measurements.

For absolute current measurements, the measured lock-in signal must be multiplied
by a waveform correction factor that relates the measured root-mean-square (RMS) signal
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Table 16.7 Spectral responsivity error sources for measurement of the photocurrent

I. Electrical instrumentation
A. Current-to-voltage (I to V ) converter

1. Commercial current amplifier, lock-in amplifier or custom amplifier gain, linearity, noise,
offset, shunt resistor, calibration, drift, thermovoltages

B. Signal from I to V converter measured with the following:
1. Lock-in amplifier calibration, resolution, accuracy, waveform to sine wave correction factor,

overloading, noise, dynamic range, time-constant, procedures for using lock-in amplifier
2. An AC voltmeter gain, offset from noise level, linearity, time-constant

II. PV cell or module
A. Temperature, response time to periodic light, linearity of PV device, white-light bias spatial

uniformity, monochromatic light spatial uniformity, voltage bias of cell being measured, spectral
content of bias light, device sensitivity to polarization of light

III. Mechanical
A. Mechanical movement of optics, mechanical vibration, monochromatic beam wandering with

wavelength, chopped stray monochromatic light

with the peak signal. This factor is
√

2/2 for a sine wave, 2
√

2 for a square wave, and
2
√

2 a sin(π/a)/π2 for a trapezoid, with the constant π/a being the radian angle at the
top of the rising edge of the trapezoidal waveform [156].

The response time of PV devices to chopped light can be a problem for electro-
chemical cells or those cells with many deep-level recombination centers. Many systems
operate with chopping frequencies of 71–93 Hz as a compromise between stability, noise,
and deep level response. Chopping frequencies below 4 Hz are required to keep the AC
photoresponse independent of frequency [157]. This effect is more pronounced at low
light levels and in the infrared. It is important that the light from the bias light source
not be allowed to go through the light chopper. A simple procedure to determine if this
artifact is present is to turn off the monochromatic light source and measure the test
device’s response as a function of bias light intensity.

Semiconductor-based calibrations are useful where the photocurrent is known within
a multiplicative constant. Their primary limitation is their temperature sensitivity near the
energy gap (wavelengths greater than 900 nm for Si) and their limited response range. Cali-
brated semiconductors are not commercially available for wavelength ranges beyond 300 to
1700 nm (Si-Ge hybrid detector). Accurate calibrations for semiconductor-based detectors
are difficult to obtain for wavelengths greater than 1800 nm. If the same amplifier is used
to measure the reference and unknown PV devices, then uncertainties in the gain drop out.
For semiconductor calibrations, the chopper phase is irrelevant, whereas the electrically
calibrated pyroelectric radiometer requires that the chopper be manually adjusted until the
phase is correct. Semiconductor-based calibrations allow the test and reference signals to be
filtered independently to maximize the signal-to-noise ratio. Various error sources associated
with measuring the monochromatic light power are listed in Table 16.8. The measurement
of the monochromatic light power can be performed with radiometric detectors or semicon-
ductor detectors. When a quartz slide is used as the beam splitter, errors in the power can
arise because of polarization effects. The light off the monochrometer is polarized, and the
polarization angle can change with a grating change. The band gap, photoluminescence, and
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Table 16.8 Spectral responsivity error sources for measurement of the light power

I. Filament or Xe-arc light source
A. Intensity fluctuations, change in spectrum with age and current,

II. Real-time calibration
A. Source-light polarization with a glass beam splitter, signal to noise, detector characteristics,

calibration drift with time of monitor detector
III. Stored calibration file

A. Monochromatic source calibration drift with time
IV. Stray light

A. Detector sees light that cell does not see, area of detector different from device area, different
field of views

B. Monochrometer – incomplete attenuation of higher and lower grating orders, single versus
double grating

C. Narrow bandwidth filters – pinholes in the filter, degradation of blocking filter, insufficient
blocking of light (>10−4)

V. Detectors and associated electronics in general
A. Calibration, resolution, accuracy, gain, phase, offset, linearity, spatial uniformity of detector

element,
B. Drift in temperature of room, change in the detector’s field of view, degradation of detector,
C. Spectral response of detector

VI. Pyroelectric detector
A. Time constant of detector, microphonics, signal to noise, phase-angle adjustment, waveform

factor (square wave assumed)

absorption coefficient for PV devices can be sensitive to the polarization angle. The light
reflected from a glass surface will have a different polarization than the light reaching the
test plane and will be of much lower intensity. These effects are minimized if a calibration is
performed with the detector in the test plane and the file is stored to the disk. This procedure
is required at least once for real-time calibrations. Real-time calibrations account for the
change in spectrum with lamp age, current, and time.

If the beam is larger than the sample, then the spatial uniformity of the monochro-
matic beam is important. For the NREL filter monochrometer system, spatial nonuniformi-
ties of ±10% are typical and, more importantly, these errors can change with wavelength
because of variations in the transmission of the filter and spatial variation in the output of
the Xe-arc lamp. Electrically calibrated pyroelectric detectors are spectrally flat from the
UV to far-infrared and have a low broadband error of less than ±2%, but are sensitive to
microphonics, temperature changes within the detector’s field of view, and have noise at
the 0.01 µWcm−2 level. Semiconductor-based detectors are not sensitive to light outside
their relatively narrow response range and can be measured with the same electronics used
to measure the test device, eliminating any wavelength-independent multiplicative error
sources. Semiconductor-based detectors can drift with age [158] and have temperature
coefficients exceeding 1%/◦C near their band gap. Table 16.9 summarizes the error in the
QE that can occur because of the monochromatic light. The bandwidth of the monochro-
matic light can contribute to the error near the band gap or when the light transmitted
through a band-pass filter is highly asymmetric [156]. These errors have a small effect
on the spectral correction factor when the full width at half-maximum bandwidth of the
interference filters are less than 10 nm [156], as is commonly found in practice.
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Table 16.9 Spectral responsivity error sources related to the monochromatic light

I. Bandwidth, filter defects, polarization variation with wavelength
II. Wavelength offset, wavelength error, wavelength variation with room temperature

III. Beam wanders with wavelength
IV. Beam larger than the test device

A. Detector area versus PV area, position of detector and PV different, spatial uniformity of beam
V. Beam smaller than detector and device area

A. Partially shaded regions, spatial variation in responsivity of PV

16.5 MODULE QUALIFICATION AND CERTIFICATION

PV modules are designed to last 20 years or more in the field with no maintenance.
Modules are designed to withstand daily thermal cycling, hail, wind, sand and storms,
along with prolonged exposure to UV light. For safety reasons, PV cells and wiring must
be isolated from the frame, edges, or module surface to prevent a hazardous electrical
potential from forming. To verify that a particular product is reliable, domestic and inter-
national consensus standards have been developed for the design qualification and type
approval of terrestrial crystalline silicon and thin-film modules [159–162].

Ideally, modules should be subjected to long-term exposure under natural condi-
tions. Flat-plate silicon PV modules had poor reliability in the first years of development.
An extensive program was conducted in the late 1970s and early 1980s by the JPL for
the US government in an effort to improve the reliability of PV modules [163]. The
13 principal flat-plate module degradation mechanisms are open-circuited cell regions,
shorted cells, open-circuited interconnects, gradual cell power degradation, optical degra-
dation of the module package, front-surface soiling, glass breakage, open circuits in the
module wiring, hot-spot failures of cells in a module, shorted bypass diodes, shorts to
the frame or ground, delamination of the module encapsulant, and life-limiting wear
out [163].

Accelerated testing procedures have been developed to simulate 20 or more years
of exposure in the field and to identify the major failure mechanisms. Accelerated tests
have been developed by various governmental organizations such as ASTM [161] or the
Commission of European Communities [162, 164–166]. The tests described are from
the International Electrotechnical Commission, the international standards organization
relevant for photovoltaics [159, 163]. These tests include safety tests, mechanical integrity
tests, and thermal cycling. The thermal-cycle test determines the ability of a module to
withstand thermal expansion coefficient mismatch, fatigue, and other stresses caused by
repeated changes in temperature, and it includes 200 thermal cycles from −40◦C to
+85◦C. The damp-heat test, designed to determine the module’s ability to withstand the
effects of long-term exposure to moisture in high-humidity environments, consists of
1000 h at 85% relative humidity at 85◦C. The humidity-freeze test determines the ability
of the module to withstand the effects of high temperature and humidity followed by
subzero temperatures, and it consists of 10 cycles from 85% relative humidity and 85◦C
to −40◦C. This is not a thermal-shock test because the maximum change in temperature
with time above freezing temperatures is 100◦C h−1. This humidity-freeze test reveals
the detrimental accumulation of liquid water inside the module under high-humidity
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conditions. Because modules can have a substantially inferior performance under low
light levels when they have a low shunt resistance, modules are tested at an irradiance
of 200 Wm−2 (∼only 20% of 1 sun). Modules exposed outdoors under short circuit
conditions to 60 kWh m−2 of total solar irradiation are required to sustain a loss in power
of less than 5% to reveal any synergistic degradation effects that may not be detected
by other tests. The hot-spot test is designed to ensure that modules will not fail when
hot spots occur because of mismatched cells, partial shading, or interconnect failures.
A hot spot is a localized region in a module that is operating at a significantly higher
temperature (∼5–40◦C) than the rest of the module. The hot-spot test consists of five
1-h exposures at 1000 Wm−2 irradiance under the worst-case hot-spot condition. The
modules must also survive a hail test of 25-mm-diameter ice balls directed at 11 impact
locations with a velocity of 23 ms−1 [159, 163]. Modules are also subjected to a twist
test to detect module defects that might arise when the module is mounted on a nonpla-
nar surface. The twist test consists of supporting the module on three of its corners and
deflecting the fourth corner 1.2◦ with respect to the plane defined by the other three cor-
ners [159, 160]. Modules are also expected to withstand wind, snow, or ice loads without
mechanical or electrical failure. The static-load test simulates a wind load of 130 km h−1,
with a safety factor of 3, and consists of mounting the module in the manner prescribed
by the manufacturer and applying a force of 2400 Pa uniformly to the front surface for
1 h and then the rear surface for 1 h. The insulation test is a safety test designed to
determine if the current-carrying parts of the module are sufficiently well isolated from
the module edges or frame and requires a resistance of greater than 50 M� at 500 V
DC resistance to ground, and less than 50 µA current to ground at an applied voltage
of 1000 V plus twice the maximum system voltage [159, 160]. For frameless modules,
ground is obtained by attaching a metal conductor to the outside perimeter. The wet-
leakage-current test is a stringent safety test to ensure that the current-carrying parts are
well isolated, preventing a ground-fault condition from occurring even when the module
is wet. The wet-leakage test is also designed to verify that moisture does not enter the
active part of the module, where it might cause delamination or corrosion. The module
is placed in a tank of water with resistivity of 3500 �-cm or less at 22◦C ± 3◦C and a
surface tension less than 3 Nm−2 and the leakage current at 500 V is measured. The max-
imum allowed leakage current for the wet-leakage test (sometimes called the wet hi-pot
test) is 10 µA plus 5 µA times the surface area in m2. The wet-leakage test is performed
before and after the various stress tests. The number of modules, sequence of events,
and the pass/fail criteria are specified in the standard documents [156, 157]. Thin-film
module testing procedures also require the I –V characteristics under SRC to be mea-
sured periodically during light exposure (between 800–1000 Wm−2, between 40–50◦C)
until the module power changes by less than 2% over 3 consecutive periods of at least
48 h [160, 166].
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17
Photovoltaic Systems

Klaus Preiser

Fraunhofer ISE, Freiburg, Germany

17.1 INTRODUCTION TO PV SYSTEMS AND VARIOUS
FORMS OF APPLICATION

The modular nature of photovoltaic generators – consisting of photovoltaic mod-
ules – means that energy supply systems can be constructed for an extremely wide power
range. The power spectrum ranges from a few milliwatts for wristwatches or scientific
calculators, to kilowatt systems in remote area power supplies, for example, for moun-
taineering lodges or water pumps, to large central photovoltaic (PV) power stations in the
megawatt range. An overview on the manifold application areas of photovoltaic systems
is given in Figure 17.1.

Photovoltaics are generally considered to be an expensive method of producing
electricity. However, in off-grid situations photovoltaics are very often the most eco-
nomic solution to provide the required electricity service. The growing market all over
the world indicates that solar electricity has entered many areas in which its application
is economically viable. Additionally, the rapidly growing application of photovoltaics in
grid-connected situations shows that photovoltaics are very attractive for a large number
of private people, companies and governments who want to contribute to the establish-
ment of a new and more environmentally benign electricity supply system. In parallel,
considerable cost reductions are envisaged with the mass production of photovoltaic
systems, leading to further attractiveness of this technology and its extension to other
fields of applications. In Figure 17.2 the market development for photovoltaic modules
is shown, indicating outstanding rates of growth of more than 15% per year in the eight-
ies and early nineties cumulating in up to 40% annual increase in the late nineties and
the year 2000.

As can be seen from Figure 17.2, about 45% of all modules installed in 2000 have
been connected to the public electricity grid. These applications include both smaller
decentralised systems, with the solar modules typically installed on rooftops, as well as

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
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Figure 17.1 Application areas of photovoltaic systems. The applications are subdivided into
“off-grid” and “grid-connected” systems
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Figure 17.2 Market development of photovoltaic modules in the years 1980 to 2000 [1]

large central systems, with large areas of solar modules usually mounted on dedicated
support structures. Still, the majority of the photovoltaic modules are applied in off-grid
situations, like consumer products (e.g. camping, caravanning, small appliances), industrial
applications (e.g. telecommunication, signalling, cathodic protection, water pumping) and
remote habitation (e.g. solar home systems, hybrid systems, village power supply).
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17.2 PRINCIPLES OF PHOTOVOLTAIC POWER SYSTEM
CONFIGURATION AND THEIR APPLICATION

Photovoltaic systems are solar energy supply systems, which either supply power directly
to electrical equipment or feed energy into the public electricity grid. In the following
chapters, the most important application areas will be described in detail and pictures of
prominent examples will be shown.

17.2.1 Grid-independent Photovoltaic Systems for Small Devices
and Appliances

Solar electric power supplies for appliances and small loads in the power range from
several milliwatts to several hundred watts are being applied generally because of its
cost-effectiveness against a grid connection, in many cases even when the consumer is
situated very near to the next grid connection point. Other advantages are their reliability,
portability and their environmentally benign production of energy. In very small systems
such as wristwatches or scientific calculators, the solar generator consists of one or only
a few solar cells. When more power is needed, the individual solar cells are connected
together to form solar modules.

An energy storage unit is needed to bridge times when no light or not enough light
is available to power the appliance directly. Nickel–cadmium rechargeable batteries are
used in most photovoltaically powered appliances, but lead-acid batteries and capacitors
(so-called supercaps) can also be used. For caravans, boats and weekend accommoda-
tion, special types of car batteries with particularly thick lead plates and special alloys for
mobile application can be used. In photovoltaic systems for continuously occupied houses
and daily charge/discharge cycles, heavy-duty industrial batteries, the so-called “OpzS”
batteries, are most commonly used. They are characterised by very low self-discharge,
extremely good tolerance to cycling and thus a long operating lifetime. For small sys-
tems, maintenance-free batteries with the electrolyte integrated in matting or in gel form
are used. They cannot leak and can thus be operated in any position. As lifetime costs
for a stand-alone photovoltaic system are highly dependent on the battery costs, careful
selection of the best suited technology for the respective application, operation and bat-
tery management schemes are crucial for satisfactory use (see also Section 17.3.1 and
Chapter 18 of this book).

A charge controller is included between the solar generator and the battery to
prevent it from being overcharged or deep discharged. The charge controller usually has
a blocking diode, which prevents the battery from discharging during the night via the solar
generator. A good charge controller has very low internal power consumption and includes
a load cut-off switch that protects the battery against discharge. Power conditioning may
be needed to adapt the voltage level of the photovoltaic system to that of the load. For
photovoltaically powered appliances, this is usually a DC/DC converter, which transforms
one DC voltage to another. If AC voltage is needed by a consumer, an inverter must be
used. This converts the DC voltage delivered by the solar generator or the battery to
an AC voltage.
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17.2.1.1 Consumer applications

Power systems for appliances and small devices in which the energy supply and demand
occur simultaneously do not need an energy storage unit. Pocket Calculators, fans and
electric letter balances are examples of such applications [2–4]. As one example of an
appliance in the small power range, Figure 17.3 shows an electric balance.

When an electric display is used, these devices are normally powered by dry-cell
batteries. As energy demand and photovoltaic energy supply are very well correlated in
this application – reading the LCD-display is not possible without light – the system may
be designed without any energy storage. Besides environmental aspects, one fact is often
neglected – the cost per kWh supplied with dry cells is extremely high – for example,
a 1000 mAh dry cell with nominal voltage of 1.5 V contains 1.5 Wh. Its cost of about
1 euro per unit means that the kilowatt hour stored in this way costs about 700 euro/kWh.
Not relying on a storage battery means that the system reliability is higher, negative
environmental effects are reduced and the comfort in using these systems is increased.

Another example is the fountains that can be found in many public parks, squares,
cemeteries and zoos. Usually, the water is recirculated rather than being constantly replen-
ished with fresh water. In general, just a few standard solar modules are sufficient to
operate the circulation pump. As circulation during the night or overcast periods is not

Figure 17.3 Electrical balance for use in households and as letter scale (Source: Maul, Bad König)
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absolutely necessary, a storage element is not needed and the solar generator can be
connected directly or via an adaptive converter to the water pump.

17.2.1.2 Photovoltaically powered intelligent emergency telephone

Emergency telephones along motorways and roads across sparsely populated country
are necessary, sometimes even life-saving [5]. Extensive cabling can be avoided, both
during new road construction and when emergency roadside telephones are subsequently
installed, if photovoltaically powered emergency telephones with radio contact to a central
receiver station are used (see Figure 17.4).

A solar generator of only a few watts power is sufficient, as the telephones are not
used frequently. The “multifunctional emergency call and information system” developed
at Fraunhofer ISE does not require external cabling, has an autonomous power supply and

Figure 17.4 Photovoltaically powered emergency telephone (Source: Fraunhofer ISE, Freiburg)
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operates reliably. In addition to the original emergency call function, contact can be made
to various emergency services and information can be obtained. Furthermore, information
such as traffic flows and meteorological data can be recorded at the system location and
communicated to predetermined central stations.

17.2.1.3 Solar lantern for rural households in developing countries

A photovoltaic application that is particularly interesting with regard to its ecological
and social aspects is the replacement of fossil-fuelled light sources – usually petroleum
lamps – in remote regions of developing countries with photovoltaically powered lights.

The robust lighting unit illustrated in Figure 17.5 consists of the light, an electronic
ballast, the rechargeable battery and a charge controller. During the day, it is connected

Figure 17.5 Photovoltaically powered light in a hut in Tunisia (Source: Ludwig-Bölkow-Stiftung,
Ottobrunn)



PV POWER SYSTEM CONFIGURATION AND APPLICATION 759

via a cable and plugged to the permanently mounted solar generator for charging. In the
evening it can be used as a portable light inside or outside the dwelling and can be carried
and positioned wherever it is most needed. A solar generator with 4 Wp (module size
20 × 20 cm2) is sufficient for a daily lighting period of 3 to 5.5 h (depending on the solar
radiation). At the same time, the solar-powered light with a luminous flux of about 80 lm
is three times as bright as a petroleum lamp.

17.2.1.4 Solar home systems

The designation “Solar Home System” has become a well-defined concept [6–8]. A 50-W
photovoltaic module (size about 50 × 100 cm2) typically supplies power for three lamps
and a black-and-white television set in a single household (Figures 17.6 and 17.7). A
lead-acid battery with a charge controller stores the energy from the day for the night and
can run alone for two to three overcast days. Depending on the size of the local market,
customs duties, taxes and the share of locally manufactured components, the cost of a
Solar Home System is between US$500 and US$1500.

In many situations, Solar Home Systems (SHS) offer cost advantages over the clas-
sic alternative for electrification, which is the extension of electricity grids into sparsely
populated regions and connection of power lines to all rural households [9]. The World
Bank assesses the average cost worldwide of grid extension to be US$900 per household.
In unfavourable cases, with long distances, difficult terrain and low population density, a
power line for one household can cost many tens of thousands of dollars.

The investment needed for this cannot be financed via the low energy consumption
of rural households, which ranges between fractions of kilowatt hours and a few kilowatt
hours per day. Political decisions to electrify rural areas despite this imbalance have
contributed to electricity utilities going into debt in developing and threshold countries,
so that necessary investments to modernise distribution grids and power stations cannot
be financed. The result is the poor quality of the electric power supply, which can be
observed in many regions around the world. Increased privatisation of the power supply
is intended to provide a remedy to the described situation [10, 11].

The situation described above is the main reason small diesel generators in the
power range of some kilowatts are installed in many remote locations. Because of their low
investment costs, they appear economically attractive. However, calculating the lifetime
costs shows that the expenses for repair and maintenance of the motor generator and the
fuel costs add up to considerably high costs, leading to a situation in which photovoltaics
are very often cost-competitive.

Decentralised electrification with privately financed Solar Home Systems fits in
perfectly with the aim of sustainable and cost-effective rural electrification. Light that
allows information and communication for private users and that lengthens the working
time into the evening in farms and shops, schools and community centres cannot be
underestimated in its importance. It is therefore actively supported by the energy plan-
ning authorities of various countries and by multilateral organisations such as the World
Bank [12].
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Figure 17.6 Block diagram of a Solar Home Systems to cover the basic electricity demand (lighting and
communication) in rural households

Figure 17.7 Sukatani, the first SHS pilot village in Indonesia, was the origin of the currently
running rural electrification programme to electrify one million rural households in Indonesia
(Source: Fraunhofer ISE, Freiburg)
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17.2.2 Photovoltaic Systems for Remote Consumers of Medium
and Large Size

Electricity also solves other supply problems. Workshops, food storage and processing,
telecommunication, health services and tourism normally demand higher daily amounts of
energy and power than can be supplied by a Solar Home System. The usual supply levels,
classified according to small and medium loads, and local, regional and national supply
with the corresponding voltage levels and power ranges, are illustrated in Figure 17.8. For
very low power requirements, pure photovoltaic systems with an appropriate energy stor-
age unit are the best option. With increasing power demands, other electricity generators,
like wind turbines and solar thermal generators, become technically and economically
attractive. Small stand-alone grids that are supplied by various electricity generators are
the next step in remote area power supply. With increasing demands, the connection to the
public electricity grids makes good sense. Here, of course, all renewable energy technolo-
gies can play a role; the decision on their application, however, has to compete with the
energy prices of conventional power stations driven by fossil or nuclear fuels. Because
of the price reductions in the last years, photovoltaic power technology is cautiously
expanding into the range “supply of small and medium loads” at present.

17.2.2.1 Photovoltaically powered telecommunication system

Owing to their high reliability and low maintenance, photovoltaics are already widely used
to power remote telecommunication systems, for example, repeater stations. Repeaters are
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Figure 17.8 Classification of power supply technology for electrification with renewable
energy – energy sources, application classes and trends (Source: ISET, Kassel [13])
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digital radio signal amplifiers that increase the connection reliability of mobile telephones
within radio cells and raise the accessibility level throughout the network. In rural areas
and in mountainous regions, repeaters often have to be installed and operated at sites
remote from the public electricity grid (see Figure 17.9).

Because of seasonal fluctuations in solar radiation in temperate zones, an exclu-
sively photovoltaic power supply leads to very large and thus expensive systems. In
order to avoid these disadvantages, the photovoltaic generator may be combined with
other power generators. In Figure 17.10 is shown the prototype of a photovoltaic hybrid
system, consisting of a PV generator, a battery and a thermoelectric generator used as
auxiliary power source. A micro-controlled energy management system ensures fully
automatic operation with minimal consumption of fossil fuel and appropriate battery
operation management.

Figure 17.9 PV powered repeater station on a hill in Tuscany, Italy (Source: Fraunhofer ISE,
Freiburg)
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Figure 17.10 Prototype of a hybrid system (photovoltaics and thermoelectric converter) to power
a remote repeater station (Source: Fraunhofer ISE, Freiburg)

17.2.2.2 PV powered battery-charging stations

Experience with locally centralised battery-charging stations (Figure 17.11) worldwide is
by far not as convincing as it is with solar home systems. Normally there is no deep
discharge protection (DDP) of the battery foreseen, which besides other effects causes
sulphatation of the electrodes and thus an early end of the lifetime of the battery. Using
the batteries in a full cycling process means that not the corrosion coefficient but the cycle
capability determines the lifetime. Therefore, battery lifetime tends to be very short, only
some hundred cycles, especially with locally produced car batteries [14].

Another aspect, which is often neglected with battery-charging station, is that peo-
ple have to carry a dangerous freight over a quite long distance. In industrialised countries
no one would expect this of somebody, even if the means of transport were more com-
fortable as they are in rural areas of developing countries. The hazard of accidents when
transporting batteries, the high risk of wrong connection afterwards and the very poor
charge and discharge protection regimes sum up to an unsatisfying operation of this kind
of electricity service.

17.2.2.3 Photovoltaic hybrid systems

If higher power is needed or if conventional household appliances and industrial equip-
ment are to be used, a system voltage of 230 or 110 V alternating current is desirable.
To increase the reliability of off-grid power supply systems and to reduce the investment
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Figure 17.11 A typical PV powered battery-charging station in rural Thailand (Source: Fraunhofer
ISE, Freiburg [14])

costs for a certain energy service needed, larger systems (i.e. consumption of several
kilowatt hours a day) are typically constructed as “hybrid” systems, that is, the combi-
nation of a diesel generator and a photovoltaic generator. Depending on the availability
of natural resources, other electricity generators like wind converters or hydroelectric
power stations may be used to complement the power supply system. A battery bank
ensures that power is available continuously. Under favourable weather conditions, the
consumer’s total energy demand is met by the solar generator operating silently and with-
out exhaust gases. Surplus energy is stored in batteries. During the night or unfavourable
weather conditions, the energy demand is initially met by the batteries. If there is danger
of battery deep discharge, the diesel or gas-fuelled generator provides the electricity and
simultaneously charges the battery.

Even in Europe there are still many houses, hikers’ inns and mountaineering lodges
that are not connected to the public grid because of the long distances and the resulting
connection costs. The only option open to the owners up to now was to install a diesel
generator. As they are used to directly supply the consumer load, the diesel generators
are often operated in the inefficient partial load range and when they are switched off,
no electricity is available at all. However, continuous operation of stand-alone motor
generators is undesirable, not only because of the low partial load efficiency, the noise
and the exhaust gases but also because of the limited lifetime of combustion motors.
Therefore, the Rotwandhaus, a hikers’ inn in the Bavarian Alps, which is open throughout
the year, was equipped with a hybrid system consisting of a photovoltaic generator, a wind
energy converter and a diesel generator (Figure 17.12).
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Figure 17.12 Rotwandhaus with its solar generator and wind energy converter (Source: Fraun-
hofer ISE, Freiburg)

When the wind is strong enough, the wind energy converter supplies the power
and charges the battery. As soon as the battery is fully charged, the wind energy converter
is throttled. An inverter converts the direct current from the battery to 230 V alternating
current so that all conventional electrical appliances can be operated. The necessary supply
reliability even during extremely unfavourable weather conditions is guaranteed by the
diesel generator. A computer monitors and controls the whole system to ensure that the
supplied energy is used as effectively as possible.

Most of the hybrid PV-diesel-battery systems realised worldwide are so-called
DC-coupled systems (see Figure 17.13).

Different generators are working via separate charge controllers/rectifiers to the DC
storage battery. An inverter generates the desired AC sine wave, it builds the AC grid in
frequency and voltage; if power generation and consumption are equal, the battery does
not take part in the power flow. Otherwise, the battery stores the surplus of generated
power or delivers the additional power that is needed by the load. In order to protect
the battery against damage, a charge controller, in most cases the PV charge controller,
disconnects the inverter before the battery becomes completely discharged. If there is not
enough renewable power and if, at the same time, the state of charge of the battery is low
or if the consumers need more power than the inverter can deliver, a back-up generator is
started from the control system. In this case, the back-up generator supplies the consumers
directly with AC power and charges the battery via its own rectifier.

The big advantage of the DC-coupled system layout is that it is proven in many
applications and that reliable components are available on the market. The necessity
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Figure 17.13 “DC coupling” of different electricity generators. Example from the Rotwandhaus,
a mountain lodge in the Bavarian Alps

of adapted charge controllers for each generator, however, may lead to systems with
relatively high installation costs, which will further increase with the number of the
power generators installed.

The other possibility for hybrid system design is the so-called AC-coupled system
(Figure 17.14).

The heart of an AC coupled system is a bi-directional inverter. The photovoltaic
modules and all the generators are connected to an AC bus bar via suitable inverters. Thus,
primarily the AC consumers are supplied with electricity and only the surplus of power is
fed back to the storage batteries. Power management is done by only one electronic device,
the bi-directional inverter. This may lead to a simplified system concept. The inverter now
must be able to work in different modes (charging or discharging the battery), it has to
build the local AC-grid in frequency and voltage and it has to be synchronised to any
other synchronous electric generator in the system. Because of these high requirements
of the inverter, there are only very few bi-directional inverters available on the market,
some of which still have prototype character.

17.2.2.4 Village power supply systems

While Solar Home Systems for the decentralised power supply of rural households are
considered to be a standard system ready for the market, and while the suitability of PV
hybrid systems to power single houses has been proven in various pilot and demonstration
programs all over the world, this positive experience is up to now not available for
central power stations to supply remote villages with off-grid PV power. Nevertheless,
the research and development in rural electrification are increasingly directed towards
these systems. The main reason is that with a central system, installation and operation
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Figure 17.14 “AC coupling” at an example of a three-phase stand-alone power supply system
(Source: ISET Kassel)

costs may be lowered compared to the single-house supply option. Today, as more and
more electric utilities enter the off-grid market, their interest is to lower the cost as much
as possible for operation, maintenance, money collection and so on, which is needed to
assure a durable energy service. Experience and reports from those having been involved
in PV dissemination programmes for rural electrification confirm that technical problems
in the village supply are not the main barrier preventing lasting success. Rather, an
appropriate introduction method, user involvement at various levels and planning that
allows flexible reaction to the situation as it develops are necessary to achieve optimal
joint use of the limited resource.

Today there are technical components, like the inverter, the charge controller, the
energy management systems, available in various countries, which are much better suited
than they were in the early demonstration projects. The R&D efforts in the development
of village power supply systems are now focused on the fair distribution of the energy
available, and a suitable limitation of the power consumed by each individual house-
hold. Prepayment schemes or energy limiters are in development and demonstrated in
several companies and international pilot programs. These systems meter system energy
consumption in each individual household and cut the load if the pre-set values or the
energy budget has been consumed. A typical representative is the village Llaverı́a, where
SEBA, a Spanish user association, together with the Spanish company TTA are operating
a hybrid system (Figure 17.15).
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Figure 17.15 PV-Diesel-Hybrid system in Llaverı́a (Source: TTA, Barcelona)

17.2.2.5 Photovoltaic pumping systems

An important field of application for battery-free solar electricity systems are water-
pumping stations [15]. In this case, water reservoirs serve as product storage devices.

High-power pumps are applied to draw drinking water from great depths for a
whole village. The system shown in Figure 17.16 supplies the drinking water for 4000
people on Sumba Island in Indonesia. Using a 6-kWp photovoltaic system, 40 m3 water
can be drawn every day.

17.2.2.6 Photovoltaically powered water purification

Besides the water provision, the purification of water also becomes increasingly important
(see Figure 17.17; [16–18]). Different technologies exist, like chlorination, UV radiation
and ozonisation. From this broad range of purification methodologies, the best-suited
system has to be chosen and integrated in a complete photovoltaically powered system
for continuous and safe operation.

17.2.2.7 Social aspects in off-grid rural electrification

Providing stand-alone photovoltaic systems for remote locations is often defined and
approached as a purely technical matter. However, in numerous applications such as
mountaineering lodges, rural households or village power supply systems, it has become
clear that other aspects in addition to the technical ones affect the optimum use and
effective conversion of solar energy into electricity [8]. There is a danger that expectations
of a photovoltaic system will be unrealistically high. It cannot really be compared with
the “inexhaustible” supply known from the public grid, but must be placed in a realistic
perspective defined by the respective context. This must happen actively and consciously
as many users (and also planners) of photovoltaic systems underestimate the amount of
redundancy, safety precautions and maintenance work necessary to achieve the high level
of safety and reliability afforded by the centrally administrated public grid. This means
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Figure 17.16 Photovoltaically powered system to provide drinking water for 4000 people
(Source: TÜV Rheinland, Cologne)

that the people involved in the whole process must be taken seriously in their ideas
about the design, advantages and disadvantages of the PV system. The behaviour of
the users influences the system’s performance tremendously, because they may purchase
components, may install and/or change the system, determine the use of energy, may take
over maintenance jobs and even repair the PV system. From this it becomes evident that
the functioning of PV Systems can be optimised when the interaction between the new
technology and their users can be improved. From this assumption, at Fraunhofer ISE the
user-centred approach on rural electrification, called “socio-technical system approach”,
was developed.

The socio-technical system approach originates from work and organisational psy-
chology and was applied first to labour organisations in Europe. When new technologies
were introduced, it was found that not only the technology had to be designed according
to the needs of the organisation but also the social organisation needed restructuring to
increase the productivity. The approach is based on the open system theory in which
the introduction of technology consists not only of hardware and software but also of
orgware [19], the human part of the socio-technical system.

“Applied on stand-alone electricity systems” means that a properly reflected energy
concept in the planning phase is the basis for the system design. But it is not only the
quantity of components and their power consumption that finally determine the energy
consumption in the PV system. The users have a decisive influence on the energy con-
sumed, on the energy management carried out to optimise the energy available from the
PV generator and to undertake the first level of maintenance (cleaning the PV module,
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Figure 17.17 Photovoltaically powered purification unit at a wind powered water pump in Balde
del Sur de Chucuma/Argentina (Source: Fraunhofer ISE, Freiburg)

re-filling battery water etc.). Therefore, involving them in the operation of the PV system,
making them responsible for operation and maintenance is not only a measure to reduce
the costs but also to increase their own satisfaction with the energy service provided (see
Figure 17.18) [8, 20].

The users also play a decisive role in the evaluation of photovoltaic systems. They
make the final decision on whether photovoltaics is a practicable and useful form of
electricity generation for them. Satisfaction with the systems is – apart from economic
arguments – the factor determining their further dissemination. Only contented operators
will recommend this form of electricity generation to further potential users, which is
certainly the most effective form of advertisement. In order to best adapt the system to
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Figure 17.18 A photovoltaic stand-alone system consists not only of technical components but
also of the users interacting with the technology on different levels

the particular needs of the intended users, they must be involved from the start in the
process of system dimensioning, construction, installation, use and maintenance. The aim
of adaptive measures must be to motivate the user to adapt his/her consumption patterns
to the electricity generation profile, as one aspect, and at the same time to match the
technical system to the demand and usage customs of the users.

17.2.2.8 Economic aspects in off-grid rural electrification

In Figure 17.19(a) the cost breakdown of a solar home system in the first year is presented
on the basis of data available in a project on rural electrification carried out by the German
Agency for Technological Co-operation GTZ GmbH. As expected, the purchase costs of
the different components are the dominating factor. The photovoltaic module typically
represents the major single cost component [9].

However, regarding the lifetime costs of such a system after 20 years of operation
shows a completely different picture (Figure 17.19b). The proportion for the PV mod-
ule decreased to about 12% and the costs for new batteries as well as the efforts for
maintenance and repair become the most important factors.

The reason for this shift in the cost distribution is the difference in the quality
and reliability of the components. PV modules are highly standardised and worldwide-
validated certification procedures have been established, both leading to high-quality
components. Up to now, no equivalent standards have been available for the balance
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of system components (BOS), that is, battery, charge controller, installation material and
the electric appliances.

To achieve highly reliable systems, recommendations for the quality improvement
of Solar Home Systems and their components have been prepared in different institu-
tions together with industry partners worldwide and are currently being introduced and
implemented in national and international standardisation committees. The guarantee of
high-quality standards is seen as the main necessity to bring in financing agencies and
companies. Up to now, the risk that is due to the uncertainty about the durability and the
handling of PV systems can be identified as one of the main barriers for bank, insurance
companies, private fee for service providers, governments and last but not the least, for
the users of the systems for becoming involved in this new technology.

The main components of small PV-systems are the PV module, the storage battery,
the charge controller, if necessary a DC/AC inverter, the appliances (lamps, radio, TV
sets, refrigerators, fans etc.) and the installation material (safety boxes, cables, plugs,
sockets etc.). While today and at least in the near future, the PV module will be imported
from industrialised countries – in some developing countries the module assembly has
already started – all the other components are suited for local production. Of course,
these components have to fulfil the high-quality standards as well, which are needed for
all components in a PV-system. This is the reason in today’s larger PV programmes for
rural electrification often components from industrialised countries are used.

However, there are several reasons for the assumption that in the near future – and
in reality this development has already started in many countries – good quality
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components will be produced locally. The proximity to the markets, that is, close matching
with the users’ needs and desires, the lower price of the components due to the lower
expenses for manpower and the better commercial situation (no import barriers), the
ability to repair and replace faulty components very quickly and the promotion by local
governments show clearly that there is a large potential for local production.

Today, many local manufacturers work in joint ventures with industrialised coun-
tries, which may bring benefits for both sides, quick establishment of a production line
of high-quality products for the local partner and increased market shares for the foreign
partner. If local producers make wise use of international and national quality rules and
quality control bodies, they will increase their market competitiveness considerably [21].

PV-systems have a high investment price, while the running costs are normally
lower than those of the conventional alternatives. To overcome the barrier of high price
for low-income customers, commercial and to-be-developed financing schemes have to
be used. In the following list, the characteristics of the different delivery models applied
in rural electrification are given (Figure 17.20).

• Cash and carry:
typical: the dealers are based in main cities; customer comes there and pays sys-
tem cash; ownership is transferred with payment; user is responsible for installation;
operation and maintenance is done by the users.

• Cash sales:
typical: the dealers are based in main cities and operate a salesmen network; customer
pays system cash; system provider installs the system; ownership is transferred with
payment; user is responsible for operation and maintenance.

• Dealer credit:
typical: dealers with local offices; customer pays system on credit directly offered
by system provider (down-payment plus instalments); system provider installs system;
ownership is transferred with contract conclusion; user is responsible for operation and
maintenance supported by system provider.

• Instalment credit:
typical: dealers with micro-finance institutions; customer pays system on credit chan-
nelled from financial institution through system provider to customer (instalment =
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Figure 17.20 Categorisation of different delivery models in off-grid rural electrification
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redemption plus interest); system provider installs system; ownership is transferred
with contract conclusion; user is responsible for operation and maintenance supported
by the system provider.

• Personal credit:
typical: customer enters loan agreement with the financial institution of his choice to
purchase system from a system provider of his choice; for other characteristics see cash
and carry, cash sales.

• Operate leasing/renting:
typical: customer rents system for payment of regular leasing fee; system provider is
the owner of the system; system provider is responsible for installation and operation
and maintenance of the system.

• Finance leasing/hire-purchase:
typical: customer leases system for payment of regular leasing fee; system provider
owner during basic leasing period; ownership title transferred with payment of remain-
ing amount; system provider installs the system; user responsible for operation and
maintenance.

• Fee-for-service:
typical: dealer, service company (e.g. utility), customer pays regular service fees for
electric service through individual power supply system or village power supply system;
service provider is the owner of the system and responsible for installation, operation
and maintenance.

• Energy service:
typical: ESCO (energy service company), customer pays regular service fees for ser-
vices such as light, communication, cooling and so on; service provider is the owner
of the system and responsible for installation, operation and maintenance.

17.2.3 Decentralised Grid-connected Photovoltaic Systems

17.2.3.1 Rooftop PV generators

Photovoltaic systems can be connected to the public electricity grid via a suitable inverter
(Figure 17.21). Energy storage is not necessary in this case. On sunny days, the solar
generator provides power for the electrical appliances in a house. Excess energy is supplied
to the public grid. During the night and overcast days, the house draws its power from
the grid [22, 23].

Photovoltaic systems operating parallel to the grid have a great technological
potential [24]. However, without subsidies from government or utilities, they are not yet
financially competitive. Therefore, in the last few years in various countries, programmes
have been initiated that push the dissemination of grid-connected systems, for example,
the 70 000 PV roofs programme in Japan or the 100 000 PV roofs programme in Ger-
many (see Figure 17.22). In addition, national laws on paying higher fees for renewable
electricity fed into the grid, like in Germany 99 Pfennig, in Spain 66 Pesetas per kWh,
make it more and more attractive for private consumers and investors to become engaged
in photovoltaics.
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Figure 17.22 Grid-connected photovoltaic roof on a private house in Germany (Source: Fraun-
hofer ISE)

17.2.3.2 Building integration

Standard modules are most commonly used for retrofitting buildings with PV systems, as
little alteration of the building is required. Usually, they are mounted on the roof using
an intermediate, added mounting structure. Integration into the building envelope is more
difficult and few examples exist (see Figure 17.23). By contrast, frameless modules, so-
called laminates, can replace conventional glass panes and thus allow easy integration.
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Figure 17.23 Facade integration on the Mataro Library in Barcelona, Spain (Source: IES-UPM)

They enable the use of a wide product spectrum from the glazing industry. Demands
by building owners and architects have stimulated some PV production firms to produce
customised modules. These can be “trimmed” for every purpose to a certain extent. Such
modules are offered with several options:

• Variable dimensions up to 6 m2.

• “Arbitrary” connections of cells.

• Choice of colour.
• Crystalline cells in black, dark blue, light blue, greenish violet and bronze and amor-

phous modules mostly in brown shades.

• Various inter-cell distance to allow transmission of light (crystalline modules). Amor-
phous modules can even be made semi-transparent, by incorporating many microscopic
holes into the Si layer.

• Rear surface covers can be matched to the colour of cells; they can also be used to
influence daylight (e.g. diffusing).

• Cells can be selected to have the same colour.
• The front surface grid can be matched in colour.

By integrating PV cells into conventional double-glazing cells, other functions can be
combined with PV (e.g. sound protection). Modules that are to be integrated into a building
envelope need to allow enough clearance around the edges. Cells and junction boxes must
be placed at an adequate distance to the edge. If not, problems such as partial shading or
assembling problems may occur.
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17.2.3.3 The Japanese residential PV promotion program

One of the worldwide largest dissemination programs has been launched in Japan in 1994.
In the following years the number of small grid-connected systems skyrocketed [25].
This programme was to some extent combined with low-interest consumer loans and
comprehensive education and awareness activities for PV. The programme makes blocks
of funds available to PV system retailers in a competitive bid programme.

In 1997, the “New Energy Promotion Law” was introduced with subsidies for PV
and a target of 400 MWp by 2000 and 4600 MWp by 2010. Up to the end of 1998, about
15 000 small grid-connected systems with an average capacity of about 3.6 kWp have
been installed; in 1999 alone, about 18 000 systems were installed. This led to cumulated
installed capacity of 200 MW in Japan by the end of the year 1999 (see Figure 17.24).

It appears that the Japanese programme has brought down the PV prices over
the last years substantially along with the continuously decreasing subsidies. They were
reduced from 50% of the total investment costs in 1994 to about 30% in 1999. The upper
limit for rebates has been reduced from 900 000¥ per kW in 1994 to 270 000¥ per kW in
2000 (see Figure 17.25).

A result of this effort is that Japan is now the world leader in the development
of grid-connected systems. This success is the direct result of a conscious policy to
promote PV technology, both for reasons of national energy security (Japan imports
most of its fuels) and for reasons of economic development (Japan aims to dominate PV
manufacturing to the same extent as it dominates the production of electronic equipment).
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Figure 17.25 Japanese residential PV promotion programme: development of investment costs
and rebates 1994–2000 [25]

17.2.3.4 The German 100 000 photovoltaic roofs programme

The German government has made climate protection one of its key policy issues. A
25% carbon dioxide reduction target by the year 2005 compared to 1990 levels was
announced. The use of renewable energy sources can help achieve this ambitious goal.
By 2010, the German government wants to double the contribution of renewable energies
to the total energy demand. In 1998, the use of renewable energies in Germany reached
284 PJ of primary energy demand, which corresponds to a penetration rate of 2% of the
total primary energy demand or 5% of the total electricity demand [26].

As the German government and administration are organised in accordance to
the federal structure of the country, federal, regional and local authorities are promot-
ing the use of renewable energy sources in many different programmes. The Federal
Ministry of Economics and Technology (BMWi) will support within the 100 000 Roofs-
PV-Programme the installation of up to 350 MW of photovoltaics (see Figure 17.26). One
billion DM will be spent between 1999 and 2004 by giving favourable credit conditions
by the government bank KfW, that is, for PV systems between 1 and 5 kW, a soft loan
for a 10-year credit is offered with an interest rate that is 4.5% below market conditions.

Since 1991, the “Electricity Feed Law” regulated the input and favourable payment
of electricity from renewable energies by the utilities. In 2000 the law was replaced by
the “Renewable Energy Law (EEG)” with improved conditions. This law serves as the
basis for the implementation of renewable energy technologies in Germany. For electricity
generated by photovoltaic generators, the payment amounts to (at least) 99 Pfennig (i.e.
about 0.51 ¤) per kWh for PV systems installed until December 31, 2001. Starting with
January 2001 this minimal payment limit will be reduced each year by 5%, that is, for an
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Figure 17.26 Installation already done and prospects of grid-connected photovoltaic systems in
Germany (Source: Deutscher Fachverband Solarenergie DFS)

installation done in the year 2002 “only” 95 Pfennig will be valid and for an installation
finished in 2003 and connected to the public electricity grid 90 Pfennig will be valid.
This law expires when a cumulative power of 350-MW photovoltaics has been reached.

17.2.4 Central Grid-connected Photovoltaic Systems

17.2.4.1 Utility systems

Whereas the photovoltaic systems discussed earlier are usually small decentralised systems
in the lower kilowatt range, it is also possible to build large central photovoltaic power
stations in the higher kilowatt to megawatt range. It is then possible to feed directly into
the medium- or high-voltage grid.

One of the most impressive installations done in the late nineties was the megawatt
power plant at Toledo in Spain (Figure 17.27).

Another architectural well-designed solution is the megawatt power plant on the
roof of the new fair in Munich, installed in 1999 (Figure 17.28).

17.2.4.2 Joint ownership

In Germany, 60% of the total population live in rented apartments. Consequently, they
will generally not be able to install grid-connected PV plants on the rooftops of their
house. When these people become interested in PV, they can only become PV owners if
PV projects are established with “joint ownership”. To create this, a legal entity is set up
to deal with the project management as well as with the related financial questions and
the distributing scheme of the profits generated through the investment. In most cases,
contracts are signed between various project partners to resolve management issues during
project realisation (see Figure 17.29).

Contracts contain operational, financial and legal items concerning the collabora-
tion of the different parties in project realisation. Signing parties are mostly the project
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Figure 17.27 Central PV system installed at Toledo (Source: IES Madrid)

Figure 17.28 Central PV system installed on the roof of the new fair in Munich, Germany
(Source: Siemens Solar)

developer, the owner of the electricity grid, the end owner of the PV system and the
so-called limited partners. The projects are financed either by purely equity capital of the
owners or by a mix of equity and debt capital through credits. The (major) portion of
the capital is generated by the project through a public placement. In this case, transaction
costs are minimal and risk-funding is supplied by the larger public participating with risk
equity (see Figure 17.30).

17.2.5 Space Application

The number of artificial satellites launched by the world’s nations exceeds more than
5000. Some of them return to Earth as part of their mission and others fall to Earth after
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Figure 17.29 Example of the organisational structure of a joint ownership project [27]

Figure 17.30 Joint ownership PV installation of 100 kW on the soccer stadium Freiburg, Ger-
many [27]

their orbits decay. Those that remain in orbit number about 2300 and in addition there
are about 5700 items of “space debris”, such as rocket bodies, apogee kick motors and
so on, making a total of some 8000 manmade objects currently in orbit around the Earth.

Satellites can be classified by their function since they are launched into space to
do a specific job. The type of satellite that is launched to monitor cloud patterns for a
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weather station will be different from a satellite launched to send television signals across
Canada. Below, the classification into nine different types of satellites is given as well as
a prominent representative of each of it:

• Astronomy satellites, for example, Hubble Space Telescope

• Atmospheric studies satellites, for example, Polar

• Communications satellites, for example, Anik E

• Navigation satellites, for example, Navstar

• Reconnaissance satellites, for example, Kennan, Big Bird, Lacrosse

• Remote sensing satellites, for example, Radarsat

• Search and rescue satellites, for example, Cospas-Sarsat

• Space exploration satellites, for example, Galileo

• Weather satellites, for example, Meteosat (see Figure 17.31)

17.2.5.1 The international space station ISS

The International Space Station is the largest and most complex international scientific
project in history (Figure 17.32). When it is complete the station will represent a move
of unprecedented scale off the home planet. Led by the United States, the International
Space Station draws upon the scientific and technological resources of 16 nations: Canada,
Japan, Russia, 11 nations of the European Space Agency and Brazil. More than four times
as large as the Russian Mir space station, the completed International Space Station will
have a mass of about 502 000 kg. It will measure 120 m across and 95 m long. Assembly
is planned to be completed by 2004. Most of the 256-kW solar arrays will be delivered by
United States; only Russia will provide a science power platform that can supply about
20 kW of electrical power. This PV generator – worth about 450 million US$ – will be
the largest object ever transported by human being into space. Each of the 6560 solar
modules consists of 40 8*8 cm2 mono-crystalline silicon cells. Cell efficiency will be
around 14.5%, which seems to be not very outstanding; however, when the production
of the cells started in 1988, the technology of the much more efficient GaAs cells – up
to 26% is now possible – was not yet available.

17.2.5.2 The unmanned airplanes “Pathfinder” and “Helios”

The Pathfinder is one of several unpiloted prototypes under study by NASA’s ERAST
(Environmental Research Aircraft and Sensor Technology) program, a NASA-industry
alliance that is helping develop advanced technologies that will enable aircraft to study
the Earth’s environment during extremely long flights at altitudes in excess of 30 km.
The Pathfinder is a remotely controlled, solar-powered flying wing, designed and built as
a proof of concept vehicle for a much larger aircraft capable of flying at extremely high
altitudes for weeks at a time. Pathfinder is constructed of advanced composites, plastics
and foam, and despite a wingspan of nearly 30 m, it weighs only about 300 kg. Current
from solar arrays provides power during daylight, while stored energy allows flight after
dark. The batteries allow an endurance of about 2 h in darkness.
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Figure 17.31 The weather satellite Meteosat, developed by the European Space Agency ESA

A further development of the Pathfinder is the Helios Prototype (Figure 17.33).
The craft has a wingspan of 80 m, 2 1

2 times that of the solar-powered Pathfinder’s flying
wing, and longer than the Boeing 747 jetliner. Helios, which is relatively cheap to run and
is harmless to the environment, is being developed mainly for commercial uses. Since the
plane will be able to observe the Earth from a high-level altitude and will also function
as a relay station for radio communications, its potential applications include weather
observation as well as a collection of information in case of volcano eruptions and/or
earthquakes.
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Figure 17.32 The International Space Station

17.3 COMPONENTS FOR PV SYSTEMS

As has been seen in Section 17.2.2.8, the so-called balance of systems play a key role
in the lifetime costs of photovoltaic systems. Therefore, the main components will be
described as a summary; for more details, see the respective chapters in this book.

17.3.1 Battery Storage

Stand-alone PV systems require energy storage to compensate for periods without or
within sufficient solar irradiation, such as during the night or during cloudy weather.
In all cases in which electric energy storage is required, the classical electrochemical
accumulator battery is the most convenient form of energy storage for a PV system,
especially since its DC (direct current) characteristic allows for direct connection between
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NASA Dryden Flight Research Center Photo Collection
http://www.dfrc.nasa.gov/gallery/photo/index.html

NASA Photo: EC99-45186-3     Date: September 1999     Photo by: Tom Tschida

Helios Prototype in flight over lakebed during second battery-powered flight

Figure 17.33 Helios, an unmanned prototype aircraft for flights at 30 km of altitude

the PV generator and the battery, without need for any conversion or transformation of
the supplied PV energy.

Unfortunately experience has shown that in stand-alone PV systems, the battery
appears to be the “weakest point” of the system, since its lifetime expectancy is usually
an order of magnitude lower than that of all the other PV system components, and thus
30% of the lifetime costs of solar off-grid systems or even more may be attributed to the
storage. Although a variety of storage technologies are under development, the lead-acid
battery still is, and will be for some years to come, the working horse for electricity
supplies in remote areas.

Typically, the storage battery of a stand-alone PV system is dimensioned to ensure,
if the solar irradiation is insufficient, that the envisaged loads can be powered for at least
3 to 4 days. The result of such typical dimensioning is that the daily depth of discharge of
a PV battery is in the range of about 25 to 30% of its rated (10 h) capacity. Furthermore,
the dimensioning of the PV generator may usually be assumed to cover the entire energy
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Figure 17.34 Operating conditions of batteries in PV systems

demand of the envisaged loads under average irradiation conditions. These two basic
assumptions allow the following points regarding the typical operating conditions of a
battery in a stand-alone PV system to be deduced (see also Figure 17.34):

• Excess energy operation: In summer, any PV system operates under excess energy
operating conditions, since it is designed for lower (average) solar irradiation conditions.
As a result, the battery reaches the maximum charge voltage threshold nearly every day
at midday or during the early afternoon, and, until evening, it is fully (100%) charged.
During the night, the battery discharges and in the morning, at sunrise, it reaches its
minimum state of charge, approximately 70% of its rated capacity. During the next day,
it repeats the same charge cycle as during the previous day and is again fully charged
in the evening. These are optimum operating conditions for a PV battery.

• Energy deficit operation: In winter, if not significantly over-dimensioned, the same PV
system will encounter energy deficit operating conditions more or less frequently. Each
time cloudy weather (without direct sun) persists for some days, the state of charge
of the battery will gradually diminish and sooner or later the battery voltage will drop
below the minimum discharge voltage threshold. Unless the user reduces consumption
voluntarily, the result will be that the DDP cuts off the load. Load cut-off will be
maintained by the DDP until the battery is recharged during the next sunny day and
reaches a reasonable voltage level, allowing the DDP to switch the load on again.
During winter, depending on how carefully the user manages his/her PV system, the
battery may very frequently suffer long periods of harmful deep discharge.

• Float cycling operation: During those days when the battery reaches neither the 100%
full charge condition nor the minimum discharge voltage threshold, it cycles in a semi-
charged float condition that is difficult to characterise. However, in comparison to
the other two previously described operating conditions, this intermediate operating
condition is of little overall significance for the life of the battery since it does not
occur nearly as frequently as the other two.

Accordingly, the operating conditions and lifetime of a PV battery are primarily
determined by the number of days when the battery reaches 100% full charge condition
(which is the optimum) and the number of days when it reaches the minimum discharge
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voltage threshold (worst operating condition). If the PV generator has been dimensioned
to be too small for the envisaged loads, the battery will reach deep discharge conditions
more frequently during the year and its lifetime will be short. If, instead, the PV generator
is over-dimensioned, the battery will reach 100% full charge conditions nearly every day
of the year, and its lifetime will be longer.

As battery lifetime is one of the key factors that determine lifetime costs of the
whole stand-alone Photovoltaic system, one must obey a complex set of rules when
aiming for maximum battery lifetime, that is, choose the best suited technology for your
application, define properly suited end-of-charge and end-of-discharge thresholds, avoid
deep discharge, avoid acid stratification in the electrolyte, avoid high battery temperatures,
assure frequent full charging, avoid individualisation of single cells in a series of connected
batteries and so on [28, 29]; for more details see Chapter 18.

In Table 17.1 the most important rules to achieve long battery lifetime are
summarised.

It must be pointed out that some of the rules are generally in contradiction to each
other (e.g. full charging needs high voltages but high voltages accelerate corrosion). In
photovoltaic stand-alone systems, it may be difficult to follow these rules at all times. A
compromise must be found between the demands of the battery for regular recharging and
the investment into expensive photovoltaic generators, so energy may not be available
during low insulation periods for recharging of the battery. As the application of the
rules is the responsibility of the charge controller, it becomes evident how complex the
technical design for this important electronic system component can be.

17.3.2 Charge Controller

Although photovoltaic systems can be used without charge controllers and this practice
can be found very often in small PV systems, it has to be stated that while planning the
long-term operation of a stand-alone photovoltaic system, it is a must to avoid overcharge
and deep discharge. As has been seen in the previous chapter, battery costs over the
lifetime of a PV system take the major share of the cost of the system. Battery lifetime
again depends to a large degree on its operation strategy.

Table 17.1 Rules for battery management and their positive effects when they are applied

Rule for battery management Effect when applied

Avoid high voltages during charging on the battery Less corrosion and loss of water
Avoid low voltages during discharge of the battery Less corrosion
Avoid extended periods without full charging of the

battery
Less sulphatation

Avoid deep discharge Less sulphatation and growth of dendrites
Avoid reverse charging of the cells Less degradation of negative electrodes
Avoid stratification of the electrolyte Less sulphatation
Avoid high battery temperatures Slower ageing processes
Overcharge the battery slightly once a month Frequent full charging is assured
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The charge controller is the link between the solar generator, the battery and the
load. It prevents both overcharging and deep discharging of the battery. A list of the most
important requirements of the charge controller follows.

• Low internal consumption (<5 mA).

• High efficiency value (96 to 98%).

• Load disconnection if deep discharge occurs (current-dependent, discharge cut-off volt-
age, if possible).

• Regular charging at a higher voltage to promote gassing.

• Temperature compensation of the charging cut-off voltage (4 to 6 mV/K).

• Reverse poling impossible.

• Breakdown voltage of the semiconductor components at least twice the open circuit
voltage of the solar generator.

• Integrated overvoltage protection (conducting capacity limit by a 8/20 norm impulse:
3 kA per installed kWp of the solar generator).

• Ambient temperature (0 to 50◦C standard model).

When system complexity increases, then other aspects have to be considered in design-
ing a stand-alone PV system: with appropriate energy management schemes, the use of
the electricity generated and the lifetime of sensitive system components can be further
optimised, for example, switching off less priority loads, switching on water pumps to
access energy to fill a water storage, starting the back-up generator to avoid critical situa-
tions for the battery. These energy management units have to be designed specifically for
the foreseen application. As described earlier, it is highly recommended that the system
displays units that inform the user about the current status of the system and give them
advice about how to react in an appropriate way.

17.3.3 Inverters

Inverters are power electronic devices used in various photovoltaic (PV) system configu-
rations:

• grid-connected systems

• stand-alone systems with rechargeable batteries

• pumping systems without storage batteries.

17.3.3.1 Inverters for grid-connected systems

The planning of a grid-connected photovoltaic system begins with the choice of a suitable
inverter. This determines the system voltage on the DC side, and the solar generator can
then be configured according to the input characteristics of the solar inverter. The inverter
is the second most important component of a grid-connected photovoltaic system (after
the solar generator). Its task is to convert the direct current generated by the solar cells
to a 50-Hz alternating current conforming to the grid. In contrast to inverters intended
only for stand-alone operation, those intended for parallel operation must respond just as
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well to the grid characteristics as to the solar generator performance. As all of the solar
current flows through the inverter, its properties fundamentally affect the behaviour and
operating results of the photovoltaic system.

Apart from the efficient conversion of direct to alternating current, the inverter
electronics also include components that are responsible for the daily operation mode.
They ensure that operation starts at the right time in the morning as soon as the solar
cells deliver enough power. Unsuccessful start attempts require energy from the grid and
should be avoided by good controls. During the day, the optimum working point on the
I-V characteristic curve shifts according to the fluctuations in solar radiation and module
temperature. Intelligent inverter control includes maximum power point (MPP) tracking
and continuous readjustment to the most favourable working point. Protective devices are
also integrated into the inverter, which automatically disconnect the system if irregularities
in the grid or the solar generator occur.

Today most inverter models are additionally equipped with data loggers and mea-
surement computers, which allow the power, voltage, current and other operating param-
eters to be recorded continuously. These data can be read out at intervals via a serial
interface with a laptop computer and analysed.

17.3.3.2 Inverters for stand-alone systems

Because of the specific operating conditions of stand-alone inverters, different design
aspects have to be considered.

In a typical domestic power supply, the ratio of the peak power to the average
power is about 25:1, so the inverter must have a high efficiency of approximately 90%,
particularly in the partial load range (5–10% of the rated power). Only a few invert-
ers satisfy this condition together with a sinusoidal output voltage and the capacity to
withstand short-term, double to triple overloading. Depending on the requirements, both
sinusoidal and rectangular waveforms can be used.

The most important requirements on inverters for stand-alone photovoltaic systems
are summarised in the following list.

• Large input voltage range (−10% to +30% of the rated voltage).

• Output voltage as close to sinusoidal as possible.

• Little fluctuation in the output voltage and frequency.

• ±8% voltage constancy, ±2% frequency constancy.

• High efficiency for partial loading; an efficiency value of at least 90% at 10% par-
tial load.

• Ability to withstand short-term overloading for appliance starting conditions, for
example, two to three times the rated current for 5 s for refrigerators and washing
machines.

• Lowest possible overvoltages for inductive and capacitive loads.

• Half-wave operation possible, caused by power reduction with a diode, for example,
in hair dryers.

• Able to withstand short circuits.
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However, the following restrictions apply to the use of inverters with a rect-
angular waveform:

• Because the voltage level at the zero crossing is not clearly defined, the function of
some appliances with electronic controls (e.g. modern washing machines) is affected.

• The steep voltage gradients destroy resistors in simple power supplies (e.g. in freezers)
by overloading.

• The steep voltage gradients result in increased noise and heat generation in transformers
and motors. Further, a reduction of about 10% in the efficiency value must be expected.

17.3.4 Auxiliary Generators

In general, diesel generators are used today in larger photovoltaic hybrid systems with
an energy demand of around 10 kWh/day. For systems with a daily energy demand of a
few hundred watt hour up to a few kilowatt hour, small combustion motors, small fuel
cells, thermoelectric generators (TEG), thermophotovoltaic generators (TPV) or appro-
priate thermodynamic converters such as small Stirling motors all come into question in
principle. If adequate commercial availability is regarded, at present the choice is nar-
rowed essentially to small combustion motors (diesel, petrol) with a coupled generator,
and thermoelectric generators. While the investment costs and the availability in nearly
all countries make petrol and diesel generators very attractive, the inherently high reliabil-
ity, low maintenance and the almost silent operation and simple remote starting facilities
speak for the application of thermoelectric generators in small photovoltaic hybrid systems
(Table 17.2).

Table 17.2 Comparison of the characteristics of small, commercially available auxiliary gene-
rators [30]

Small combustion motors Thermoelectric

Petrol Diesel

Electric power range >0.3 kW >3 kW >0.03 kW
Efficiency value at full

load
App. 5–15% App. 20–25% App. 3%

Adjustability Good Good Limited
Remote starting Yes, >3 kW Yes Yes
Reliability Medium Medium High
Maintenance demand High High Low
Environmental Pollution emission Pollution emission Pollution emission

acceptability CO2 emission CO2 emission CO2 emission
Noisy Noisy Almost silent

Commercial manufacturers
available

Globally Globally Few

Fuel:
Type Petrol Diesel e.g. propane/butane
Availability Medium High Medium
Consumption 0.6–1 l/kWh 0.4–0.5 l/kWh 2–2.5 kg/kWh
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A significant disadvantage of combustion motors is their need for regular mainte-
nance. Car manufacturers recommend for diesel motors a change of the lubricant at least
every 10 000 km. If we assume an average speed of 50 km/h, this means that after 200 h
of operation a complete service is necessary. Keeping in mind that a back-up generator in
a stand-alone system is working in optimised systems at least for 2 h and in conventional
systems for about 6 to 8 h a day, this means that in optimised systems every 3 months
and in conventional systems every 30 days a complete maintenance service has to be
calculated. Together with the high costs for fuel transport, this is the main reason for the
low attractiveness of combustion motors in off-grid electrification.

17.3.5 System Sizing

In addition to the quality of the system components and the construction of the system,
the sizing of the solar generator and the storage battery plays an important role in the
operating reliability of a photovoltaic power supply. The dimensions of the solar generator
and the storage battery determine what proportion of the consumer’s energy demand can
be met by the photovoltaically generated electricity. A photovoltaic system should be
sized in accordance with the other planning steps:

1. Determination of the energy demand and optimisation of the consumption: This step
includes determining the energy demand of the intended consumers as exactly as possi-
ble and investigating possibilities for saving energy by reducing the power consumption
of the appliances or systems used.

2. Development of the concept: Setting the voltage level (in many cases this is determined
by the user) and thus the type of photovoltaic system (DC, AC, combined DC and
AC, grid-connected, stand-alone, with or without a back-up generator).

3. Choice and dimensioning of the system components for power condition-
ing: Converters to match the power generation and consumption sides are chosen
according to the system type. The efficiency values of these components often have a
decisive influence on the system energy balance and thus must be taken into account
when sizing (step 4). This applies particularly to inverters used to supply power to
conventional 230-V appliances.

4. Sizing the solar generator and the storage battery.

5. Dimensioning the solar charge controller.

6. Dimensioning the cables: The voltage drops occurring in cables should not be ignored,
particularly in larger systems operating at a low voltage level.

It may be necessary to iterate steps 1 to 4 several times. For example, the result obtained
in the sizing step 4 may demand a further reduction in consumption or a change in
the system concept (e.g. incorporation of an additional generator), for various reasons
(insufficient area for the solar generator, system cost etc.).

Generally, several variants are considered during the planning stage, which dif-
fer in aspects such as supply reliability, cost, maintenance demand and electrical and
structural configuration. The priority given to each aspect depends on the particular
application intended for the photovoltaic power supply. For a system that is required to
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operate completely autonomously, the supply reliability is decisive, whereas this issue
is of secondary importance for a household supply in which a back-up generator is
included anyway.

The operation behaviour of the photovoltaic system is characterised and evaluated
with the help of a suitable computation procedure. It is particularly important to know
the system’s operation behaviour with regard to the supply reliability and the effective
use of the photovoltaically generated electricity.

The optimal tilt angle for the solar generator depends on the specific conditions
under which the system is operated. A clear distinction must be made between grid-
connected and stand-alone systems. Grid-connected systems are generally optimised to
achieve the maximum possible annual yield. As all of the energy output from the solar
generator is used either by direct consumption or by being fed into the public electricity
grid, the system yield has the same dependence on the orientation and tilt angle as the
solar radiation incident on the solar generator (Figure 17.35).

The optimum tilt angle of about 30◦ is smaller than the average solar zenith (equal
to 90◦ latitude), as the major share of the solar radiation is incident during the warmer
six months for the Central European climate.
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In stand-alone systems, the fundamental difference in operating behaviour as com-
pared to grid-connected systems is due to the storage battery. As stand-alone systems
generally have to achieve a certain, pre-determined solar fraction within a given operat-
ing period, the decisive time within that period for the system sizing is the one during
which the radiation level is lowest. The optimal tilt angle depends not only on the radiation
characteristic but also on the system itself. Figure 17.36 shows the optimal tilt angle, for
which the solar generator area is minimal for the relevant pre-determined solar fraction,
and the corresponding solar generator power.

Whereas in summer, the storage capacity does not have any effect on the optimal
tilt angle (solid line), a dependence can be observed in winter (dotted line); higher solar
fractions lead to less steep inclinations, particularly for small storage capacities. The
explanation for this difference is the variation in the daily radiation in winter. If the
storage capacity is small, sunny days lead to surpluses, so that the available radiation
cannot be fully used. Thus, on overcast days, the (weak) diffuse radiation must be used
optimally, with a less steep slope (smaller tilt angle) as a result.

17.3.6 Energy-saving Domestic Appliances

On average, a four-person household in Germany consumes about 3500 kWh electricity
per year, if electricity is used neither for space heating nor for water heating. In order to
meet this demand, for example, with a grid-connected photovoltaic system, about 4-kW
rated power, that is, a module area of about 40 m2, would be needed in Southern Germany.
With a module price of about 4 ¤ per watt of rated power, the solar modules alone would
cost ¤16 000. In view of these high investment costs, the potential for saving energy with
the appliances used in the household should be exploited as far as possible, rather than
investing in a large system.
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Table 17.3 Electricity consumption (kWh/year) of household appliances

Appliance Wasteful Average Energy saving

Refrigerator (upright, 270 230 87
No freezer, 100 liter) (100%) (85%) (32%)
Freezer (upright, 200 liter) 800 426 168

(100%) (53%) (21%)
Refrigerator/freezer combination

(upright, 200 liter)
625
(100%)

343
(55%)

267
(54%)

Washing machine (without a hot
water connection)a

522
(100%)

366
(70%)

280
(54%)

Washing machine (with a hot – – 202
water connection, 60◦C)b – – (38%)

Dishwasher (without a hot water
connection)c

614
(100%)

481
(68%)

296
(48%)

Lighting 438 – 87
(5 × 60 W)d (100%) – (20%)

aUse: 3 full loads per week, each with 5 kg of washing
bRelative to a machine with 522 kWh/year
cUse: 5 loads per week with 10 settings per load
dUse: 4 h per day

Table 17.3 demonstrates how large the potential is for saving energy with house-
hold appliances. The absolute electricity consumption is given for a wasteful, an average
and an energy-saving appliance in kilowatt hour per year. The table shows that the elec-
tricity consumption for some appliances can be reduced by up to 80%, without a loss
in convenience, simply by using modern, energy-saving models. It is also evident that
connecting the washing machine and the dishwasher to a non-electric hot water supply
can reduce the electricity consumption still further.

Refrigerators and freezers, washing machines and dishwashers are purchases that
are expected to last for many years. Thus, it is certainly worthwhile investing in energy-
saving appliances that have a particularly low electricity and water consumption.

If energy saving is taken seriously, a four-person household can achieve an annual
consumption of about 700 kWh, not including electricity for building services (electric
doorbell, outside light, heating pump etc.). Even when not completely energy-optimised, a
four-person household can manage with an annual consumption of 1500 kWh, including
building services.

17.4 FUTURE DEVELOPMENTS IN PHOTOVOLTAIC
SYSTEM TECHNOLOGY

17.4.1 Future Developments in Off-grid Power Supply
with Photovoltaics

Rural electrification with photovoltaics has become a rapidly emerging market in the last
few years. While grid extension is getting more and more difficult because of the high
costs of connection in remote households with their relatively low-energy consumption
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for lighting and communication, about two billion people worldwide stay without access
to electricity as the modern form of energy supply. As the population, especially in rural
areas of developing countries, grows rapidly, there are more people each day without
access to electricity than the day before!

This is why in many countries rural electrification programmes have been initiated.
These programmes explicitly foresee the application of photovoltaic systems to provide
electric power to remote rural households and public facilities, for example, Argentina
has electrified 300 000 households and 6000 public facilities, in Morocco all villages in
rural areas shall be electrified within the year 2010, which takes into consideration that
about 200 000 households have to be supplied by photovoltaics; in many other countries
such as China, Indonesia, India, Sri Lanka, Philippines, Mexico, Bolivia, Kenya, Uganda
or South Africa large programmes do exist or are in preparation for realisation in the near
future. The World Bank as one of the major support organisations in rural electrification
is involved in more or less all these national programmes, thus helping to cover the high
up-front costs of PV rural electrification and establishing innovative financing schemes.
Most of these programmes today concentrate on Solar Home Systems, as these systems
are relatively easy to install and operate. However, the key for success or failure of
these programmes lies in the establishment of appropriate infrastructures for installation,
operation and maintenance of these systems as well as in the introduction of schemes for
quality certification, microfinancing and adequate involvement of the users [9, 21, 31].

After some disastrous experiences with village power supply systems in the seven-
ties and early eighties, they see today a revival in many rural electrification programmes.
The reason for this is that much better suited and more reliable components are avail-
able today and that more and more utilities or other energy service companies (ESCO)
are starting to enter the market. With these new players a different concept appeared,
which is the provision of energy service instead of selling PV systems. In Argentina,
for example, the companies getting engaged in rural electrification – and benefiting from
the subsidy scheme set-up there – have to sign a contract of serving the rural population
with electricity for at least 45 (!) years. Here, often village power supply systems are
applied: a small electric grid is created that may be considered as similar to the already
existing public electricity grid. However, because of the strong limitation of the resources
compared to a large electricity grid, new models have to be developed to plan, market,
operate and sell this service. The involvement of the users in these central systems is
seen as essential as the behaviour of the whole community does have a major impact
on the appropriate use of the limited power and energy provided. Appropriate financing
schemes, such as prepayment meters or the involvement of microfinancing institutions
in the whole process, are new developments that will have to be elaborated further in
the near future.

Today about two billion portable appliances are used worldwide and the market
is rapidly growing. In the near future, the doubling of this number is expected. Watches,
laptops, mobile phones, palm pilots and so on are characteristic for the new information
society. This means the future of information is free of cables. Most of these devices
are powered by batteries, but they are often flat and have to be recharged at a grid-
based charging station. Photovoltaics are considered to be one of the best solutions to
cover the often low-energy demands of these grid-independent devices. First prototypes
do exist. The development of the market will be successful if adapted systems can be
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developed that can cope with the often extreme restrictions of miniaturisation and the
often lacking availability of sunlight or at least of artificial light. Highly efficient solar
cell highly miniaturised and also efficient energy conversion and new product design
adapted and suited to the energy source will be the key factors of a successful market
penetration.

In parallel to the power supply of the appliances themselves, a need arises for
repeaters of the signals to be transmitted, which will be lower in its energy and power
demands but will have to guarantee permanent availability. As these repeaters will have to
be located on peaks or tops of hills and mountains, grid connections will be very often too
expensive. Therefore, low-maintenance hybrid systems will gain a natural market where
they can compete with the extremely high requirements concerning reliability and ease
of operation.

In all stand-alone applications, the storage unit is one of the technical components
that still needs the most development. Often described as the weakest link in the chain,
it is responsible for a large share of the costs in long-term operation. Thus, optimisation
of the interaction of all components in the system with the aim of reducing the overall
lifetime costs is today the main issue on this sector. As also the battery industry has
recognised, there is a great need for the development of better battery management prin-
ciples, adaptation of the existing battery technologies to the charging and discharging
requirements in photovoltaic systems and the development of completely new and better
suited storage units.

17.4.2 Future Developments in Grid-connected Photovoltaic Systems

Today’s electricity supply systems in industrialised countries are based on a structure
with large central power stations that supply consumers via a dense distribution grid.
This structure will suffer increasingly in the liberalised markets, as it is not flexible
enough in the choice of primary energy sources to allow energy flows and energy costs
to be optimised. In addition, obtaining authorisation for large technological power plants
or grid extensions will become more and more complicated. Furthermore, this type of
capital-intensive structure could hardly be implemented for comprehensive electrification
in developing countries. There are several ongoing approaches to develop novel grid
structures, which enable both the optimisation of existing grids in industrialised countries
and ecologically acceptable electrification in threshold countries. These approaches aim
to help in a transition to a decentralised structure of small and medium sized generators.
In these concepts new devices such as cogenerations sets, fuel cells, renewable energy
systems, such as photovoltaics, wind, micro hydro, biomass and so on, can play a key
role (Figure 17.37).

However, because of specific operational constraints of all these components, new
devices have to be incorporated in such a structure to achieve an optimised use of these
new technologies. Short-term energy storage consisting of locally installed batteries or
flywheels, power quality management (also on the low voltage side to reduce voltage
breakdowns and compensate harmonic distortions) and intelligent communication sys-
tems between the single components and a central energy management unit have to be
applied.
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Figure 17.37 Future, decentralised grid structure with superimposed communication network
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org (2000).
27. Hille G, Preiser K, “Innovative Financing Scheme: Joint Ownership of Photovoltaics”,

ALTENER-Conference 2000 (Toulouse, France, 2000).
28. Bopp G et al., “A Systematic Effort to Define Evaluation and Performance Parameters and

Criteria for Lead-Acid Batteries in PV Systems”, 13th European Photovoltaic Solar Energy
Conference (Nice, France, 1995).

29. Sauer D et al., J. Power Sources 64, 197–201 (1997).
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18.1 INTRODUCTION

The availability of solar energy is not only different with respect to the annual yield
but varies within the seasons of the year, during day and night and from day to day
due to the weather conditions. So do the electrical loads. To balance the differing time
patterns of loads and solar energy production, energy storage must be included in almost
all autonomous power supply systems. Thirty percent or even more of the lifetime costs
of autonomous power supply systems based on solar energy may be attributed to the
storage. Only very few autonomous photovoltaic (PV) power supply systems have no
battery storage system. These are PV or wind-pumping systems where the difference
between water demand and energy supply (solar radiation) is levelled out by means of a
water storage tank.

PV-powered autonomous power supplies power the complete range of appliances
from very small appliances (watches, calculators) with a few milliwatt power requirements
to large village power supply systems with about 10 kW power requirements. This chapter
is dedicated to applications of PV generators in the range of approximately 10 W to
10 kW. This excludes very small appliances where different storage concepts are used.

There are a number of technical solutions to the problem of energy storage. Storing
energy in the electric field of a capacitor is a solution for storage times ranging from
microseconds up to 10 s. Storing energy in the magnetic field of a coil is a technology
that has been under development for many years (supraconducting coils). It has, however,
until today, not resulted in a product that has entered the commercial market.

Medium and high-speed flywheels are being operated in small numbers in grid
support, uninterruptible power supplies and in underground railways or buses to overtake

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
 2003 John Wiley & Sons, Ltd ISBN: 0-471-49196-9
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energy from regenerative breaking and to support acceleration. However, storage times are
in the range of seconds. Compressed air storage in the MWh range, which after decades
of development has not reached the market, and pumped water storage are the other tech-
nologies that store the energy mechanically. Pumped water storage shows a pronounced
economy of scale, which means that larger systems have lower specific investment costs
and better storage efficiencies. This is the reason pumped storage has its application in
small grids that supply power in megawatt hours per day rather than in the domain of
energy systems based on photovoltaics, which are and will be designed to deliver some
10 kilowatt hours per day.

The most promising storage technologies today for the application of which we
are discussing here, are electrochemical systems [1]. Therefore, this chapter is dedicated
to electrochemical storage systems only.

Although a variety of storage technologies are under development, for the systems
focused in this chapter the lead acid battery still is, and will be for some years to come,
the working horse for autonomous power supply systems. The ageing effects that limit
battery lifetimes are treated in detail. Optimised control strategies allow increasing the
battery lifetime and a considerable reduction of the overall system costs.

For storing large energy quantities with low power requirements, electrochemical
storage systems with separate storage and power conversion units are under development.
These are namely hydrogen storage systems with an electrolyser and a fuel cell as con-
verters and redox-battery systems. The latter use charged ions from metal salts dissolved
in liquids as the storage medium and a converter unit quite similar to a fuel cell. These
systems are getting more and more interesting as seasonal storage systems and for bal-
ancing power generation and power demand in grids with a high penetration of renewable
power sources (mainly wind and sun).

There are numerous requirements for storage systems in autonomous power supply
systems. Their importance in different applications is different; some of them are in con-
tradiction to each other and therefore they cannot be fulfilled at the same time. Table 18.1

Table 18.1 Requirements to electrical storage systems in autonomous power supply systems (the order
of appearance does not imply any weighting of their importance)

• High energy efficiency • Low exposure
• Long lifetime (years) • Easy recycling
• Long lifetime in terms of capacity

throughput
• Low toxicity of materials

• Low costs • Fail-safe behaviour at overcharging or deep discharge
• Good charge efficiency even at very low

currents
• Easy extendibility in voltage and capacity through

series and parallel connection
• Low self-discharge rate • Low voltage gap between charging and discharging

(allows direct connection of loads to the battery)
• Low maintenance requirements • Fast charging ability
• High availability worldwide • No memory effect
• High power availability • Low explosive potential
• Easy estimation of state of charge and state

of health
• High reliability in operation: high MTBF

Note: MTBF: mean time between failure
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gives an overview of the most important requirements of batteries in autonomous power
supply systems.

System designs for autonomous power supply systems should track the properties
and the requirements of the storage system from the very beginning. Planning of a system
and later on just adding the storage will neglect the numerous interactions between the
storage, its peripherals and its operation strategy and the overall system design and control.
Therefore, only an integrated planning of the system allows to use all synergies and to
design systems that can be operated during their lifetime at minimum costs.

18.2 GENERAL CONCEPT OF ELECTROCHEMICAL
BATTERIES

18.2.1 Fundamentals of Electrochemical Cells1

18.2.1.1 The equilibrium potential

The basic element of each battery is the electrochemical cell. A positive and a negative
electrode are immersed in an electrolyte. The reactive substances (the active materials) are
stored in the electrodes.2 Chemical and electro chemical reactions, the electrode reactions,
occur at both electrodes, which release or absorb electrons according to

S(N)red → S(N)ox + n · e− or S(P )ox + n · e− → S(P )red

N and P indicate negative and positive electrodes, Sred and Sox indicate the reduced and
oxidised states of the chemical compounds that react and n is the number of electrons
involved in the process. The possibility of splitting up the cell reaction into two separate
electrode reactions is a decisive prerequisite for the realisation of any electrochemical cell.
Only then can the electron exchange connected with the electrode reactions be collected
as a current that flows through the consumer (or the charging device), and the energy
input or output connected with the chemical reaction be converted into electrical energy.
Otherwise, the reaction would occur merely as a chemical reaction. The electrical charge
would be exchanged directly between the reacting substances and the released energy
would be converted predominantly into heat and to some extent into volume energy.

The electrochemical storage system is based on the conversion of chemical energy
into electrical energy and vice versa. The amount of energy that can be stored in a
cell is determined by the different energy content of chemical substances that represent
the charged and discharged states. Consequently, the characteristic parameters of the
system are determined by a number of electrochemical reactions and the energetic changes
connected with these reactions. In total, these reactions result in the cell reactions that
characterise the battery system.

1 This section is based on Chapters 2.1, 2.2 and 2.3 from the book of D. Berndt “Maintenance-free batteries”
[3] which can be highly recommended for a deeper insight into applied battery technology.
2 Please note: the wording used herein is characteristic for classical electrochemical secondary accumulators
with solid active masses and a liquid electrolyte. In fact, batteries with solid electrolytes and liquid active
masses exist as well. Examples are redox-flow batteries (see Section 18.5.1) or the NaS batteries (liquid Na
and S as active masses, solid oxide ceramic as electrolyte).
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The laws of thermodynamics generally apply to the equilibrium, which means that
all reactions are balanced. In the electrochemical cell, these data can only be measured
when no current flows through the cell or the electrodes. On account of this balance, the
thermodynamic parameters do not depend on the reaction path; they depend only on the
difference between the final and initial components of the electrochemical reaction.

Because of the equilibrium conditions, the laws of thermodynamics describe the
possible upper limit of the performance data. As soon as the current flows through the
cell, energy losses occur due to kinetic restrictions and ohmic resistance.

The energy exchange, connected with electrochemical reactions, is described by
the following thermodynamic parameters. As far as these parameters concern chemical
or electrochemical reactions, they actually describe the difference between the parameters
before the reaction started and after it was completed. Therefore, they are expressed as
the difference between the initial and the final state of the reaction.

• Enthalpy of the reaction �H , which describes the amount of energy released or absorbed.
It is derived from the energy content of the chemical compounds H .

• Free enthalpy of the reaction �G (also called the Gibbs free energy), which represents
the (maximum) amount of chemical energy that can be converted into electrical energy,
and vice versa.

• Entropy �S, which characterises the energy loss or gain connected with the chemical
or electrochemical process. The product T �S represents the heat exchange with the
surroundings when the process occurs reversibly. This is synonymous with minimal
heat loss or gain of the system, which is true only when no current flows through
the battery.

T is the absolute temperature. The most important relation among these parameters is
given by the following formulae:

�G = �H − T · �S

As �G describes the amount of energy that can be converted into electrical energy, a
simple relation between the Gibbs free energy and the equilibrium voltage3 E0 of the cell
can be derived.

�G = −n · F · E0

where n is the number of exchanges of electronic charges, F is the Faraday constant
(96485 As) and nFE 0 describes the generated electrical energy.

Thermodynamic quantities like �H and �G depend on the concentration of the
reacting components as far as these are dissolved according to the relation

�G = �GS + R · T ·
∑

i

ln[(ai)
ji ]

3 Occasionally, the equilibrium voltage is called the open-circuit voltage. However, strictly speaking this term
only means a voltage without external current flow, and may concern a mixed potential as well. On account of
secondary reactions, the rest potential in batteries are usually mixed potentials, but this is not strictly observed
in practical languages.
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with ai = activity4 of the reacting components i (closely related to the concentration),
ji = number of equivalents of this component that take part in the reaction,
R = molar gas constant for an ideal gas (R = 8.3413 J/K/mole),

�GS = standard value when all activities are unity.

From these equations, the Nernst equation describing the concentration dependence
of the equilibrium voltage can be derived, where E0,S is the equilibrium potential in
standard conditions.

E0 = E0,S + R · T

n · F ·
∑

ln[(ai)
ji ]

The temperature coefficient of the equilibrium cell potential can be derived from the
following thermodynamic relation.

dE0

dT
= − �S

n · F
Thermodynamic calculations are always based on a complete cell, and the derived volt-
age refers to the potential difference between two electrodes. The potential difference
between the electrode and the electrolyte, the “absolute potential”, cannot be deter-
mined. The name electrode potential always refers to a potential difference measured
with the aid of a reference electrode. To get a basis for the electrode-potential scale,
the zero point was arbitrarily equated with the potential of the standard hydrogen elec-
trode (SHE5).

18.2.1.2 Electrode kinetics at current flow

When current flows through a cell, the reaction must take place at a corresponding rate.
For each delivered ampere–second, a corresponding number of electron exchanges must
have occurred. This means that at the electrodes the elementary processes

Sred � Sox + n · e− or Sox + n · e− � Sred

must take place 6.42 · 1018/n times (reciprocal of one elemental charge). To achieve this
current flow, additional forces are required, which intensify the electron and ion flow in
the required direction. These additional forces find their expression in deviations from the
equilibrium data, which means irreversible energy loss.

4 Activity described the “effective concentration”. Thermodynamic rules are derived for dilute solutions. The
activity is equivalent to the concentration in very dilute solutions, but the activity can be different at higher
concentrations as interactions among the ions in the solution need to be taken into account.
5 The standard hydrogen electrode means a hydrogen electrode immersed in acidic solution with H+ ion activity
of 1 mole/dm3 and H2 pressure of 1 atm. The specification of the electrolyte concentration is required because
the potential of the hydrogen electrode depends on the H+ ion concentration and is shifted by −0.0592 V when
the H+ concentration is reduced by one decade. The potential of the standard hydrogen electrode at 25◦C is
synonymous with the zero point of the potential scale. The temperature coefficient of the standard hydrogen
electrode is +0.871 mV/K.
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Usually, the reaction path consists of a number of reaction steps that precede or
follow the actual charge-transfer step, and the rate of each these reaction steps is deter-
mined by its kinetic parameters, such as exchange current density, diffusion coefficient
or transport numbers. The slowest partial step of this chain is decisive for the rate of the
overall reaction. As a consequence, limitations of the reaction rate are often not caused by
the electron-transfer step itself, but by preceding or following steps such as the transport
rates of the reacting ions to and from the electrode surface.

Transport processes play an important role, because electrochemical conversion
can only take place when reaction partners and electrons are available at the same time.
Frequently, the reaction substances must be brought to these places or transported away,
for example, when the reactions include substances in the dissolved state.

Electrochemical equilibrium is always composed of two reactions, the actual reac-
tion and its reversal. The resulting current/voltage relation is called the “current/voltage
curve” or the “current/potential curve”. It is composed of two curves, one for the forward
and the other for the reverse reaction. At equilibrium, both reactions are in balance.

The forward and reverse reactions of an arbitrary electrode are shown in Figure 18.1.
The horizontal axis represents the electrode potential related to the equilibrium potential E0.
The vertical axis represents the current density, which is synonymous with the reaction rate.

C
ur

re
nt

 d
en

si
ty

[A
]

E < E0

E > E0Resulting
current/voltage

curve

Cathodic reaction
e.g. Pb2+ + 2e− → Pb

i0

E0

Potential difference (E − E0)
[V]

Anodic reaction
e.g. Pb → Pb2+ + 2e− 

Figure 18.1 Current/voltage curve based on the Butler–Volmer equation (example taken from the
lead electrode of a lead-acid battery)
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The exponential relation between voltage and current is based on the fact that the
charge/discharge reaction, in which the electrons are released or absorbed (the so-called
“transfer reaction”) can be approximately described by an exponential law, called the
Butler–Volmer equation.

i = i0 ·
{

exp
[

α · F
R · T · (E − E0)

]
− exp

[
− (1 − α) · F

R · T
· (E − E0)

]}

Therein i is the current density, i0 the exchange current density, E the actual potential, E0

the open-circuit electrode potential and α the transfer factor describing the efficiency of
the overvoltage on forward and backward reactions. The difference E − E0 is called over-
voltage or polarisation. The difference expresses the additional energy voltage required to
force the current through the surface. The exponential relation between current and volt-
age means that the increase in current might be enormous when the overvoltage exceeds
certain values.

The equilibrium voltage E0 is determined by the point at which the forward
and reverse reactions are equally fast. In lead acid batteries, this is the point where
metal dissolution and deposition balance each other, which means that the current den-
sities of the forward and reverse reaction equal each other. This equilibrium potential
represents a dynamic equilibrium: current flow occurs in both directions, but does not
appear externally.

The current density for the forward and reverse reactions at the open-circuit poten-
tial is called the exchange current density i0, which describes the rate at which this
equilibrium is adjusted. The exchange current density represents an important kinetic
parameter. High exchange current density means that the equilibrium potential is rather
stable, while a low exchange current density indicates that the electrode potential will
be polarised even when very small current densities flow through the electrode. On the
other hand, it is important that unwanted side reactions have rather small exchange cur-
rent densities. In the lead electrode, the exchange current density for the charge/discharge
reaction is of the order of 10−5 A/cm2 while it is only of the order of 10−13 A/cm2 for
the hydrogen production.6 Therefore, the hydrogen evolution at open-circuit voltage is
rather small.

In the literature, simplified versions of the Butler–Volmer equation can be found.
For high overvoltages caused by the electrochemical charge-transfer (trans) process, the
so-called Tafel equation is a proper approximation.

(E − E0)trans = R · T
α · F

· ln
(∣∣∣∣ i

i0

∣∣∣∣
)

Using a semi-logarithmic plot results in straight lines, called the Tafel lines. For mathemat-
ical reasons, α is signed positive for positive currents and negative for negative currents.

6 It is worth noting that the current density caused by the current flow through the electrode during a charge
or discharge of a lead-acid battery (approximately 10 h discharge or charge) is of the order 10−5 A/cm2 to
10−6 A/cm2 for the Pb electrode (assumptions: capacity of the lead electrode 3.865 g/Ah, inner surface of Pb
active material 0.5 m2/g and discharge current 0.1 A/Ah). This gives a feeling for the very high activity in
equilibrium conditions.
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For small overvoltage, the first-order approximation of the exponential terms in
the Butler–Volmer equation results in the following equation:

(E − E0)trans = R · T
F

· i

i0

Electrochemical reactions, chemical reactions as well as transport processes that pre-
cede or follow the charge/discharge step, lead to changes in the concentration of the
reacting substances at the electrode surface and thereby may change the current/voltage
curves. Each of these steps can cause an overvoltage. If the diffusion of one of the
reacting partners to the electrode surface is the slowest partial step, then the concentra-
tion of this substance is reduced more and more with increasing overvoltage. A limit
is reached when the concentration of the reaction partner is reduced to zero at the
electrode surface. From this point, further increase in overvoltage no longer increases
the current. In fact, with rising overvoltage typically a side reaction becomes domi-
nant and the current goes into this reaction. This is the case with the hydrogen evo-
lution at the lead electrode. If the electrode is totally charged and the overvoltage is
increasing, the current going into the hydrogen-evolution reaction takes over the com-
plete current through the electrodes. This happens even though the current-exchange
density for the hydrogen evolution is several decades smaller than that of the lead charg-
ing/discharging reaction.

Diffusion processes can be characterised by a limiting current ilim, which describes
the maximum flow of charge carriers that can be transferred through diffusion to the
reaction site. The overvoltage of this diffusion process (diff) can be described by the
following equation.

(E − E0)diff = R · T
n · F · ln

(
1 − i

ilim

)

An effect not often described explicitly is the “production” of the charge carriers from a
chemical process. Typically, this is included in the diffusion overvoltage, but for a deeper
understanding of the battery processes and the effects of ageing (diffusion itself is not
affected directly by ageing) it is worthwhile to separate these effects.

To explain the effect, the lead acid battery is taken as an example. Figure 18.10
in Subsection 18.4.7.1 will describe the process in more detail. From the electrochem-
ical process described by the Butler–Volmer equation or the Tafel equation charged
ions are released into the electrolyte during the discharge process. This increases the
concentration c of charged ions in the electrolyte above the equilibrium concentration
c0 (defined by the solubility of the ions in the electrolyte) resulting in a concentration
(conc) overvoltage. The following equation gives the mathematical formulation of this
overvoltage.

(E − E0)conc = −R · T
n · F · ln

(
c

c0

)

As soon as the concentration of any species in a solution deviates from its equilibrium
concentration, chemical processes driven by concentration gradients occur. In the case



GENERAL CONCEPT OF ELECTROCHEMICAL BATTERIES 807

of the lead electrode, dissolved Pb2+ ions form the lead sulphate crystals (PbSO4) with
SO4

2−. The rate of formation of sulphate crystals (and the dissolution of the crystals during
charging) determines the concentration of the charged ions in the electrolyte and therefore
the concentration overvoltage. The rate of forming and dissolving of sulphate crystals
depends strongly on the crystal size, shape and number. These parameters depend on the
operating conditions of the battery and on the ageing of the active material. Therefore,
battery ageing and active material structure is reflected by the values of the concentration
overvoltage and the charge-transfer overvoltage.

The diffusion overvoltage describes the transport of ions that are available in suffi-
cient volume (in the lead acid battery these are the SO4

2− ions), thus a classical transport
phenomenon. The concentration overvoltage describes the generation with respect to the
absorption of ions from a chemical process.

Chemical processes are always driven by concentration gradients. Electrochemical
processes are driven by the external currents. Therefore, the electrochemical process must
take place exactly at the rate given by the external current. The rate of the chemical
process depends only on ion concentration. With respect to the charge/discharge process in
a battery, this means that the electrochemical process follows without delay any changes in
the external current flow. Chemical processes have time constants as the rate of the process
depends on the concentration in the electrolyte. In steady-state charge and discharge
conditions, the rates of the electrochemical process and the chemical process need to
be equivalent. This means that the ratio of the ion concentration and the equilibrium
concentration in the electrolyte is constant.

All processes strongly depend on the temperature. The temperature dependence of
the reaction rate k of a chemical reaction is described by the Arrhenius equation (C is a
constant, EA the activation energy).

k = C · exp
(

− EA

R · T
)

The activation energy for many processes is of the order of 50 kJ/mole. From this expe-
rience, the rule of thumb “increase of temperature by 10 K increases the reaction rate by
a factor of 2 ” is derived.

18.2.2 Batteries with Internal and External Storage

Electrochemical accumulators convert electrical energy into chemical energy. The energy
is stored in a chemical compound. In secondary electrochemical batteries, this process
is reversible. During discharging, the chemical energy is converted back into electrical
energy. Thus, the converters determine the charging and the discharging power and the
storage determines the energy capacity of the systems. This principle concept is described
in Figure 18.2.

In secondary electrochemical batteries with internal storage, the converter and the
storage cannot be separated. The interface of the active material to the electrolyte is
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Figure 18.2 Schematics of electrochemical storage systems

equivalent to the converter; the transformed active mass is the storage. In conventional
secondary electrochemical batteries, power and capacity depend on each other and can-
not be designed independent of each other. In practice, there is a small margin for the
design. For high-power and low-capacity requirements, very thin electrodes having a
high surface-to-capacity ratio are used. Section 18.4 will go into the details of this type
of batteries.

Nevertheless, the margin is limited and this is a drawback for autonomous power
supply systems where high energy capacity is required and the power requirement is mod-
erate. Therefore, electrochemical storage systems with separated converters and storage
are of interest. The electrolyser/hydrogen storage/fuel cell system is a well-known option
for the problem even though it is not yet a common commercially available solution.
Details of this system will be discussed in Section 18.5.2.

A second class of storage systems with separated converter and external stor-
age units are electrochemical Redox systems, where the reaction partners like iron and
chromium salts or vanadium salts are dissolved in liquids and stored separately in tanks.
The converter functions quite similar to a fuel cell. During charging or discharging, the
electrolyte is pumped into the converter. These systems are not available in large quantities
in the market yet, but there are several R&D activities on these systems. Section 18.5.1
will discuss this technology in more detail.

For a clear understanding of this chapter and to get familiar with the wording
used in the “storage community”, the following two sections explain some basics. They
are oriented very much on the application of storage systems in autonomous power
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supply systems. They are by no means complete but should help to understand this
chapter without additional literature. For more information, References [2, 3] are highly
recommended.

18.2.3 Commonly Used Technical Terms and Definitions

A battery is made from two or more electrochemical cells connected in series. Primary and
secondary electrochemical cells can be distinguished. Secondary batteries – also called
accumulators – have reversible reactions and are rechargeable. This chapter is centred
around them.

An electrochemical cell consists of two electrodes. Commonly, one is called the
“positive” electrode and the other, the “negative” electrode. The positive electrode has a
more positive potential than the negative electrode with respect to the standard hydrogen
electrode.7 Each combination of charged and discharged active material has a specific
electrochemical potential. The potential difference between the positive and the negative
electrode is called the cell potential or cell voltage. The equilibrium voltage of a cell is
a function of the electrolyte concentration and the temperature. The open-circuit voltage
can be measured if no external current flows through the battery. It is identical to the
equilibrium voltage if all the internal overvoltages mainly caused by diffusion processes
have levelled out. The time until this stadium has been reached depends on the battery
technology and the operation condition. It is in the range of some seconds to many hours.

The capacity of a cell is measured typically in ampere-hours (Ah). The capacity is
determined by a constant current discharge down to a defined end-of-discharge voltage.
The capacity depends significantly on the discharge current and the temperature. Battery
manufacturers can define the discharge current and the end-of-discharge voltage on their
own. Therefore, it is very important to check the reference conditions defined by the
manufacturer while comparing the capacity of different products.

Typically, nominal cell voltages are in the range between 1.2 and 3.6 V. Therefore,
several cells are usually connected in series to build a string of higher nominal voltage.
The nominal voltage of a battery is therefore defined by the number of cells connected
in series times the nominal cell voltage of a single cell. Batteries are often sold in so-
called blocks or modules. Therein, several cells have been integrated and connected in
series with only one set of terminals. A well-known example is the starting, lighting,
ignition (SLI) battery for cars where 6 cells are connected in series but are sold as one
12 V block. To increase the capacity of a cell, often several sets of positive and negative
electrodes are connected in parallel within a single cell. To increase the capacity even
more, two or more strings can be connected in parallel. The nominal energy content (Wh
or kWh) of a battery is defined by the nominal battery voltage times the nominal battery
ampere-hour capacity.

The state of charge (SOC) gives the capacity that can be discharged from a battery
at a certain moment. Hundred percent state of charge means a fully charged battery, 0%
SOC means that the nominal capacity is discharged. State of charge is defined in more

7 The standard hydrogen electrode is a platinum electrode rinsed with hydrogen gas in 1 N electrolyte. Its
potential is defined as 0 V.
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detail in Section 18.2.4. Often, instead of SOC the depth of discharge (DOD) is used in the
literature or in data sheets. DOD is defined as 0% when the battery is fully charged and as
100% after the nominal capacity is discharged from the battery (DOD = 100% − SOC).

When looking up literature related to autonomous power supply systems, typi-
cally a positive battery current is defined to increase the SOC of the battery while a
negative current decreases the SOC. However, please be aware that some authors use the
opposite definition.

A cycle refers to a discharge followed by a recharge. Cycles used in data sheets
always start from a fully charged battery up to a certain DOD. A nominal full cycle
is a discharge down to 100% DOD. The cycle lifetime for a battery is given by the
number of cycles as a function of the DOD. Nevertheless, in autonomous power supply
systems cycles as defined above do not occur as can been seen from Figure 18.6. Many
partial cycles within a macrocycle (time between two full charging states) occur, where
a partial cycle is defined as the charge transfer within the time of the change of the
direction of the battery current. Overall, charge transfer of batteries in autonomous power
supply systems can be defined by the capacity throughput. It is given by the accumulated
ampere-hour discharged from the battery divided by the nominal capacity. The resulting
number is formally equivalent to the number of 100% DOD cycles delivered during the
battery life. This normalised number will be referred herein as the capacity throughput.

The ampere-hour efficiency ηAh is defined as the ratio of the ampere-hours dis-
charged from the battery divided by the ampere-hours charged to the battery within a
certain period (typically one month or one year or within a period between two full
charging processes). Often the charge factor is used instead of the ampere–hour effi-
ciency. It is defined as 1/ηAh. For a sustainable battery operation, charge factors greater
than one are necessary.

The energy efficiency ηWh is the ratio of the energy discharged from the battery
divided by the energy charged to the battery within a certain period (defined as above).

The size of a battery is given by its nominal energy content in the fully charged
condition. To express the relative size of a battery concerning the load in autonomous
power supply systems, often the term days of autonomy is used. The “days of autonomy”
is defined by the ratio of the nominal energy content of the battery (kWh) (sometimes the
practical capacity according to Figure 18.3 instead of the nominal capacity is also used)
to the average energy consumption per day (kWh/day). Therefore, the unit is “days” and
expresses how long a system can be supplied only from the fully charged battery.

Battery currents are usually given relative to the battery size. The reason is that
the strains and the current-dependent electrical properties are related to the specific cur-
rent loads to the electrodes with respect to the active materials. For larger capacities just
formed from parallel-connected electrodes or cells or from larger electrodes, the normali-
sation of the current to the capacity is an appropriate measure. Therefore, battery currents
are expressed as multiples of the ampere-hour capacity or as multiples of the capacity-
defining discharge current. For a battery with a capacity of C = 100 Ah, a current of 10 A
is defined as 0.1 × C. In the example, 100 A is called the C-rate. I10 is the current that dis-
charges a fully charged battery within 10 h down to the defined end-of-discharge voltage.
The typical nomenclature for the capacity is Cx where x is the time in which the battery is
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discharged. For example: C10 = 10 h × I10, or C10 = 100 Ah, I10 = 10 A = 0.1 × C10.
Note that 1 × I10 is not equivalent to 10 × I100 as the C100 capacity is typically larger
than the C10 capacity. For a more detailed example, see Section 18.4.7.3.

The end-of-charge voltage defines an upper voltage limit. Charging of the bat-
tery usually is not stopped on reaching the end-of-charge voltage (other than the end-
of-discharge voltage), but the charge current is reduced accordingly to maintain the
end-of-charge voltage over time.

The lifetime of a battery depends very much on the operating conditions and the
control strategy. Manufacturers usually define two types of lifetime: the float lifetime
(calendar lifetime) gives the lifetime under constant charging conditions without cycling
(typical applications are uninterruptible power supplies), and for continuous cycling (cycle
lifetime, typical applications are fork-lift trucks). Sometimes, the shelf lifetime is given.
It defines the time for which a battery can be stored before usage.

Self-discharge describes the (reversible) loss of capacity on open-circuit conditions.
It depends very much on the temperature.

The state of health is defined as the ratio of the actual measured capacity and the
rated or nominal capacity. The state of health indicates to which extent the battery is still
able to fulfil the requirements. According to the norms, lead acid batteries are at the end
of their lifetime if the state of health is under 80%. However batteries can be operated
significantly longer, but the days of autonomy are reduced accordingly and a system might
not fulfill the energy requirements any more in a proper way. Batteries operating at a state
of health of 50% are found frequently especially in hybrid systems. As a consequence,
the share of the motor generator is increasing.

18.2.4 Definitions of Capacity and State of Charge

For operation and energy management in autonomous power supply systems, the battery
capacity and the actual state of charge of the battery are the most important parameters.
State-of-charge determination is difficult in autonomous energy supply systems with
renewable energies because full charging of the battery as it is done frequently with
conventional battery chargers is very unusual.

If state of charge is displayed, the question that arises is, what is the meaning of
the specific values. Figure 18.3 shows different definitions of the battery capacity and the
corresponding definitions of state of charge. The measured capacity of a battery might
be smaller or even higher than the rated capacity given by the manufacturer. During
the lifetime, the measured capacity decreases more and more due to ageing effects. The
practical capacity is less than the measured capacity. Owing to the special conditions of
renewable energy sources, batteries are almost never completely recharged (number of
charging hours is limited) [4]. The maximum state of charge that is reached during normal
system operation is called a “solar-full state of charge”. Further on, the system defines an
end-of-discharge criterion to avoid deep discharging of the battery and therefore accel-
erated ageing, which usually differs from the end-of-discharge criteria used for capacity
tests. Therefore, the practical battery capacity is lower than the measured capacity. In
the literature and other publications, no common definition of the state of charge is used.
Therefore, any data and results must be handled with care.
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Figure 18.3 A Comparison of the different definitions of battery capacity and the corresponding
definitions of state of charge

Within this chapter the following definitions according to Figure 18.3 and [5] will
be used.

The rated or nominal capacity is defined as the 10-h discharge capacity C10. This
is the basis for the SOC determination. The rated or nominal capacity does not change
during the life of a battery whereas the measured capacity changes with time. The state
of charge with respect to the measured capacity is called relative state of charge (SOCr).
The practical capacity Cp is always lesser than the measured capacity. The state of charge
definition related to the practical capacity is the practical state of charge (SOCp). SOCp

is 100% if a solar-full state of charge is obtained.

In [5], a complete review of the different definitions for the capacity, state of
charge and full state of charge is given. Further on, definitions of open-circuit voltage
and state of health are included, because some state-of-charge meters and algorithms use
these definitions as well.

18.3 TYPICAL OPERATION CONDITIONS OF BATTERIES
IN PV APPLICATIONS

To understand the requirements of storage systems for autonomous power supply systems,
an analysis of the typical operating conditions is necessary. The operating conditions vary
very much according to the location and application of the system, the load patterns, the
installed power generators and the operation strategy.

The most important parameters for the classification of the operating conditions
are the charge and discharge currents, the state-of-charge profile and the temperature.

18.3.1 An Example of an Energy Flow Analysis

Photovoltaic stand-alone systems may be roughly separated into two groups. There are sys-
tems consisting of the PV modules that charge the batteries. A charge controller prevents
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overcharging or deep discharging. The appliances are supplied from the battery either
directly or via a DC/AC converter. The typical representative of this first system group is
the Solar Home System (SHS), which is operating in hundreds of thousands of rural house-
holds. It will supply lights and TV sets and delivers, in a standard version, approximately
0.25 kWh of electricity per day. Larger systems may deliver up to 5 kWh per day.

The second group of systems combine a photovoltaic generator with a diesel gen-
set and possibly with additional wind turbines or hydroelectric generators. Including a
diesel gen-set as a controllable generator gives an additional degree of freedom to the
system sizing.8 It allows reducing the battery capacity, especially if the solar radiation
undergoes strong seasonal variations. These systems are called hybrid systems. They are
designed to deliver from 1 kWh per day to typically between 10 and 100 kWh per day.
They may be used to supply power to telecommunication equipment, mountain lodges,
hospitals or hotels in non-electrified rural areas and small villages.

A typical hybrid system with a 4.5-kWp PV generator, a diesel generator and
32 kWh of lead acid battery storage is in operation since 1992 in the Black Forest in
Germany. It has to deliver 10 kWh per day to the hikers inn “Unterkrummenhof”. An
analysis done in model calculations based on measured data shows the flow of energy
in the system and the effect of internal losses (Figure 18.4). Two-thirds of the power
delivered (Econsumer) is drawn from the battery storage. The numbers given in the diagram
are normalised to the nominal energy production of the PV generator under the radiation
conditions at the site. A detailed discussion of the energy-flow diagram is given in [6].

Figure 18.4 underlines the key role that battery storage has to fulfil in hybrid
systems. More than 80% of the energy used goes via the battery storage. This is a typical
value for all hybrid systems and is even higher in many pure PV battery systems.

18.3.2 Classification of Battery-operating Conditions in PV Systems

An intensive study of the operational data of close to 30 batteries in stand-alone PV
systems with and without a diesel generator was made. All systems were operated under
European radiation conditions [7]. The study resulted in a classification of the battery-
operating conditions into four classes. Figures 18.5 and 18.6 show measured data on
the annual operating conditions of four systems selected to represent the four different
classes. Figure 18.5 shows scatter graphs of the battery current versus battery voltage and
Figure 18.6 shows the time series of the state of charge within a complete year.

The hybrid system “Unterkrummenhof”, characterised in Figure 18.4 is a system
from Class 2. Class 3 and Class 4 represent systems with an increasing role of the diesel
gen-set and relatively smaller PV generators and batteries. The “Class 1” system is a
system without a back-up generator, designed to operate with high reliability in Europe.

Solar home systems (SHSs), which were not included in the survey, operating
under the favourable conditions of low latitudes would typically be equipped with a
three- to five- “day” battery and would not show the pronounced long-lasting period of

8 Diesel gen-sets are currently the most common solution for an additional controllable generator. Other solutions
like thermoelectric, thermophotovoltaic or fuel cell generators have been developed in many places and might
be alternatives in the near future.
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Figure 18.4 Energy-flow diagram on a one-year basis of the autonomous power supply system
Unterkrummenhof (PV diesel battery) near Freiburg/Germany [6]

deep discharge during the winter months. Classical SHSs are very much like Class 2 or
Class 3 systems and village power supply systems like Class 4.

An extension of the classification including the Southern Europe climatic conditions
is necessary but is not available yet.

The time series of a battery’s state of charge (Figure 18.6) and the current/voltage
representation (Figure 18.5) demonstrate that batteries in stand-alone systems have to
operate under very specific conditions such as the following:
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• The charging and discharging currents are small compared to the standard 10-h dis-
charging current I10 (at least for system Classes 1 and 2).

• For long periods, sometimes weeks or even months, the batteries do not reach a fully
charged state (SOC = 100%).

These features are distinct from other battery applications in, for example, uninter-
ruptible power supplies, where the batteries are kept at a full state of charge for the
longest time of the year or in vehicle traction applications, for example, fork-lift trucks,
where the batteries are fully recharged regularly with high charging current. Figure 18.6
also demonstrates that in systems of Classes 1 and 2 – the same is true for the solar
home system application – the daily discharged capacity is between 5% and 30% of
the nominal battery capacity. This is equivalent to the annual full cycles between 20
and 100.

Table 18.2 gives a comprehensive view of the requirements of the battery in the
different system classes. In Table 18.3, suggestions for the selection of adequate lead acid
battery types out of the variety of products available in the market on the basis of this
classification are made.

On the basis of this classification, an evaluation of the properties of a battery
according to the requirements of the systems is possible. Solar fraction and storage size in
days of autonomy are the output of all commercial system design and simulation-software
packages. Therefore, the classification allows the system designer to ask the battery manu-
facturers for an appropriate battery type by showing him the typical operating conditions.

Table 18.2 Identification of classes by typical system indicators (solar fraction, storage size) for
the different classes of operating conditions and importance of battery features for the different classes.
The storage size is given in units of battery capacity divided by the mean daily load (days of autonomy).
The solar fraction is the amount of energy produced by the PV generator divided by the energy produced
by all the energy sources within the system (including the diesel generator in hybrid systems) [9]

System indicators Class 1 Class 2 Class 3 Class 4

Solar fraction 100% 70–90% About 50% <50%
Storage size/days of autonomy 3–>10 days 3–5 days 1–3 days About 1 day
Capacity throughput9 10–25 30–80 100–150 150–200
Necessary battery features
Number of lifetime cycles9 Low (<300) High (>1200)
Capability to withstand long periods

in deep discharged states
Important Less important

Low self-discharge rate Important Less important
(<1% per month) (5% per month)

Measures against acid stratification Important Very important Important
Resistance against corrosion Important Less important

9 The capacity throughput is defined as the number of ampere-hours discharged from the battery divided by
the nominal capacity of the battery. The given numbers are typical of the applications in the defined classes of
operating conditions. A full cycle with regard to lifetime cycles is defined by a one capacity throughput. This
is equivalent to a complete discharge (100% DOD) of a fully charged battery. In data sheets, often the cycle
number is given for cycles with a depth of cycle other than 100% (e.g. 80%). This has to be taken into account
while comparing the design capacity throughput of different products (see also Figure 18.24).
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Table 18.3 Continuation of Table 18.2. Different product groups of lead acid bat-
teries are classified with respect to the different classes as defined in Section 18.3.2
( optimum, acceptable) table from Reference [9]

Type of battery Class 1 Class 2 Class 3 Class 4

SLI – – – –
Stationary –
Traction –
Electric vehicle –
“Solar battery” (from SLI) – –

VRLA
Flooded

The differences in the operating conditions and the requirements listed in Table 18.2
show clearly that one “solar battery” cannot exist. The range of operating conditions
in autonomous power supply systems is very large and requires appropriate individ-
ual solutions.

An additional parameter for differentiating the operating conditions of batteries is
the amount of capacity throughput caused by an AC ripple. Loads and generators are
connected to the battery at the same time. This results, in many cases, in so-called micro-
cycles in which the battery current changes from charging to discharging and vice versa
with a frequency between 1 and 300 Hz. Measurements and calculation have shown that
this can cause an additional capacity throughput of up to 30%. This in fact shortens the
lifetime of the batteries. Taking into account the optimum operating strategies, battery age-
ing is related strongly to the capacity throughput. The amount of this additional capacity
throughput depends very much on the system’s sizing and the electrical properties of the
loads, the inverters, the converters and the generators [10].

18.4 SECONDARY ELECTROCHEMICAL ACCUMULATORS
WITH INTERNAL STORAGE

18.4.1 Overview

There are several secondary electrochemical accumulators available on the market. They
differ in parameters concerning the materials of the electrodes and the electrolyte. This
results in different electrical properties like energy and power density, efficiency, lifetime,
cycle life, operation temperature, inner resistance and self-discharge and last but not the
least economic properties like battery costs and maintenance requirements.

Products like lead acid batteries, ZnBr2, NiCd, NiFe, NiZn, nickel-metal hydride
(NiMH), Zn-air, Li-ion, Li-polymer, Li-metal and rechargeable alkali mangan (RAM)
are available. They operate at room temperature, but also high-temperature batteries
like NaS and NaNiCl2 (“ZEBRA”) operating at 300 to 350◦C are possible. In addi-
tion, there are capacitors storing the energy in an electrostatic field instead of chemical
bonds out of which the double-layer capacitors are the most interesting for autonomous
power supply systems.



818 ELECTROCHEMICAL STORAGE FOR PHOTOVOLTAICS

V
ol

um
et

ri
c 

en
er

gy
 d

en
si

ty
[W

h/
kg

]

Gravimetric energy density
[Wh/kg]

300

200

100

50 100 150

Lead
acid

SuperCaps

NiCd NiNiCl

NiMH

RAM

Li- ion
Li-polymer

Figure 18.7 Practical specific volumetric energy density (Wh/l) versus specific gravimetric energy
density (Wh/kg) for various secondary battery technologies (data from Table 18.4)

The specific energy densities of batteries are an important parameter to characterise
the different battery types. For logistic reasons on supplying the batteries to the systems,
gravimetric and volumetric energy densities are a relevant cost factor also for autonomous
power supply systems. Figure 18.7 shows an overview of the energy densities of different
secondary battery technologies based on an analysis of commercially available products.
The figure does not show the theoretical limits of the different technologies.

Table 18.4 gives an overview of the most important properties of several sec-
ondary electrochemical accumulators. A more detailed description is given on the NiCd
(Section 18.4.2), the nickel-metal hydride (NiMH) (Section 18.4.3), the RAM (Section
18.4.4) and the Lithium batteries (Section 18.4.5) as well as on the double-layer capaci-
tors (Section 18.4.6). Lead acid batteries are treated in greater detail in Section 18.4.7. All
other battery types have no relevance in the field of autonomous power supply systems.
Details on all primary and secondary batteries can be found in [2].

18.4.2 NiCd Batteries

NiCd batteries have been available as a commercial product for many decades and are
well-proven products. They have very good properties concerning lifetime and lifetime
cycles. They are widely used in heavy-duty applications and in very cold climates.
Standard NiCd-battery designs can be operated easily at temperatures of −20◦C and
specially designed cells can be operated even up to −50◦C. Nevertheless, NiCd batteries



Table 18.4 Overview of the technical data of different secondary batteries based on actual available products. All numbers are typical data based
on the data sheets of existing products. The data are not the theoretical limits for the different technologies. Products for special applications may
have technical parameters outside the ranges displayed in the table

Battery Electrolyte Energy Energy Efficiency Life- Typ. cycle- Temperature for operation Typical applications
technology density density ηWh time lifetime (examples)

[Wh/kg] [Wh/l] [%] [a] [cycles] Standard Discharging
charging [◦C]

[◦C]

Lead acid H2SO4 20–40 50–120 80–90 3–20 250–500 −10 to +40 −15 to +50 Stationary application (UPS,
autonomous power supplies),
traction, SLI

NiCd KOH 30–50 100–150 60–70 3–25 300–700 −20 to +50 −45 to +50 Power tools, hobby toys,
consumer products, traction,
applications as for lead acid
batteries with higher power
requirements or lower
ambient temperature,
electrical cars

NiMH KOH 40–90 150–320 80–90 2–5 300–600 0 to +45 −20 to +60 Laptop, mobile phones,
camcorder, electric vehicles,
hybrid cars, hobby toys

Li-ion,
Li-polymer

Organic,
polymers

90–150 230–330 90–95 – 500–1000 0 to +40 −20 to +60 Laptop, mobile phones,
Camcorder, smart cards

RAM 70–100 200–300 75–90 – 20–50 −10 to +60 −20 to +50 Consumer products, hobby toys
SuperCaps 1–10 2–15 90–95 ∼10 500 000 −25 to +75 −25 to +75 For applications with typical

cycle periods of less than
10 s at very high power
requirements

NaNiCl β-AlO2 ∼100 ∼150 80–90 – ∼1000 +270 to +300 +270 to +300 Hybrid vehicles, electric
vehicles (prototypes
available)
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have a bad image due to the cadmium content, which is, known to be environmentally
incompatible.

Several different types of NiCd batteries are in the market with differences in the
plate technologies and the handling of evolved gases.

The basic reaction is the same for all construction types of NiCd batteries.

2NiOOH + 2H2O + Cd � 2Ni(OH)2 + Cd(OH)2 (18.1)

During discharge, trivalent NiOOH is reduced under consumption of water to divalent
Ni(OH)2. Metallic cadmium is oxidised to Cd(OH)2. The reversible backward reactions
proceed during charging.

The potassium hydroxide electrolyte (KOH) does not undergo a significant change
in its concentration or density during charging or discharging. Only water, which is
present in high concentrations, participates in the reaction. The electrolyte density is
about 1.2 g/cm3.

NiCd batteries are available with liquid electrolyte and as sealed, maintenance-free
types [3].

The rated voltage of NiCd cells is 1.2 V. Although the discharge rate and the
temperature significantly affect the discharging behaviour of all electrochemical cells,
the effect is noticeably less pronounced in NiCd batteries than in lead acid batteries.
As a result, NiCd batteries can be discharged at higher rates, without the accessible
capacity falling much below the rated capacity. Even for discharge rates of 5 × C5 a
high-performance NiCd battery can supply 60 to 80% of the rated capacity. Also, the
influence of the temperature on the capacity is comparatively small which is due to the
fact that diffusion processes have less impact on the reaction kinetics compared with lead
acid batteries.

High temperatures in the range of 40◦C and more should be avoided as the charging
efficiency is getting very low and the self-discharge rate is increasing significantly. Self-
discharge rates at 20◦C are in the range of 20%/month. The energy efficiency is in the
range of 60 to 70%, which is significantly less compared to lead acid batteries.

A NiCd battery can withstand occasional deep discharge, inverse charging and also
freezing of the cells without direct damage.

NiCd cells have a low internal resistance. Typical values for the DC resistance are
between 0.4 and 2 m� for a fully charged 100 Ah cell. The internal resistance is largely
inversely proportional to the cell size for all cell types. Falling temperatures and a decrease
in the SOC increase the internal resistance, but the internal resistance remains essentially
constant up to a DOD of 60 to 80%, and only increases significantly at higher DODs.
Thus, the internal resistance is not a suitable indicator to determine the state of charge.

Under normal operating conditions, a NiCd battery can reach up to 2000 100%
DOD cycles even under severe operating conditions. Depending on the application and
the operating conditions, the lifetime can be between 8 and 25 years. Starter batteries
for diesel generators reach lifetimes of about 15 years, batteries for train lighting achieve
10 to 15 years and stationary batteries have lifetimes of 15 to 25 years. Good charging
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(charge factors of approximately 1.2), frequent overcharging and frequent full discharges
are necessary to achieve long lifetimes.

A number of factors are responsible for the high reliability and the very long
lifetime of NiCd batteries: the design is mechanically very robust, the cells are not easily
damaged by incorrect technical handling, such as inverse charging, overcharging and long
idling periods at medium or low states of charge and the reactants involved are not very
corrosive with regard to the electrodes and other components in the cell.

One drawback is the so-called memory effect, which occurs under some operating
conditions. This term is used to describe the tendency of the battery to adapt its electrical
properties to the cycling conditions in which it has been operated over a long period of
time. This means that a battery that is cycled over prolonged periods up to a certain DOD,
tends to limit discharging to this DOD even if a higher discharge at high discharge current
is planned. This effect can be resolved by discharging the battery several times with a
low current. In modern NiCd batteries, this effect is not very pronounced any more.

Despite the good electrical properties, the market share of NiCd batteries in
autonomous power supply systems is not very high due to the high costs. Investment
costs for NiCd batteries are round about a factor of 3 higher than lead acid batteries.

18.4.3 Nickel-metal Hydride (NiMH) Batteries

The active material of the positive electrodes of a nickel-metal hydride (NiMeH or NiMH)
battery in its charged state is NiOOH, the same material as in a NiCd battery. The negative
active material in the charged state is hydrogen, a component of a metal hydride. The
metal alloy is subjected to a reversible absorption/desorption process during charge and
discharge of the cell. The reaction for the reversible charge/discharge process is indicated
below [11].

NiOOH + MH � Ni(OH)2 + M (18.2)

An aqueous solution of potassium hydroxide is the main component of the electrolyte.
Only a small amount of electrolyte is used in sealed nickel-metal hydride cells, most
of which is absorbed in the separator and the electrodes. In the cell, oxygen can be
transported from the positive to the negative electrode and can recombine there with
hydrogen to form water. Thus, the cells can be used like dry cells and can also be
installed in any desired position.

The discharge characteristics of sealed nickel-metal hydride cells are very similar
to those of sealed NiCd cells. The open-circuit voltage is between 1.25 and 1.35 V/cell,
and the nominal voltage is also 1.2 V.

The electrical characteristics are quite similar to NiCd batteries even though their
energy efficiency is about 80 to 90% and the maximum power available is less than that
in NiCd batteries. The latter is of little relevance in autonomous power supply systems.
Memory effects are less pronounced than in NiCd batteries. Self-discharge at 25◦C is also
in the range of 20%/month, but at 45◦C it is as high as 60%/month.

Nickel-metal hydride batteries are not as robust against polarity reversal as NiCd
batteries. If the positive electrode gains a negative potential, hydrogen is generated at
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the positive electrode. Some of the gas can be absorbed by the metal of the negative
electrode, but the rest remains as gas in the cell. If the discharge is continued, oxygen
is formed at the negative electrode, which further increases the gas pressure and leads to
oxidation of the metal electrode. When the overpressure is large enough, the safety vent
opens and the gas pressure falls again. To avoid this, appropriate measures must be taken
especially if long series-connected strings are used. References [12, 13], and Chapter 19
of this book discuss a number of possible solutions for this problem.

Nickel-metal hydride batteries have replaced NiCd batteries in the market for
portable appliances (e.g. mobile phones, camcorders and power tools) to a large extent
due to their better environmental compatibility and their higher gravimetric energy density
(Figure 18.7). However, NiMeH batteries are not commercially available in larger capac-
ities as necessary for autonomous power supply systems. The reasons for this are mainly
the costs that are actually approximately five times higher than the lead-acid batteries.
Currently, there is no evidence that NiMeH batteries will play a major role in storage
for autonomous power supply systems except for small technical appliances with some
10 Wp. It is more likely that Lithium batteries may enter this market, but NiMeH batteries
are seen as an interim technology between NiCd and Lithium batteries.

18.4.4 Rechargeable Alkali Mangan (RAM) Batteries

Alkali-mangan cells are well known as primary batteries for several decades. Over the past
few years this technology has entered the market as a secondary battery. In the beginning,
the primary batteries were used and recharged. Meanwhile, rechargeable alkali-manganese
(RAM) cells are in the market specially designed as a secondary battery. RAM batteries
are gas tight. The nominal voltage is 1.5 V/cell and is therefore 25% higher than that of
NiCd or NiMeH batteries. Currently, only small batteries with capacities of up to 5 Ah are
in the market. They are significantly less expensive than the NiCd batteries. RAM cells
have higher inner resistance than all other batteries discussed here. RAM cells are much
more environmentally compatible than NiCd batteries as they contain no heavy metals.

The major drawback is the low deep-cycling lifetime of the RAM cells. Up to
now only approximately 20 to 50 full cycles (100% DOD) are available. However, if
only very shallow cycles are required (1–5% DOD), several thousands of cycles can be
achieved. Even though RAM cells are currently not suited to larger autonomous power
supply systems, they are interesting storage systems for small appliances with limited
lifetime or usually very shallow cycling like, for example, some kinds of toys. Emergency
lighting systems may be another field of application where normally only the surveillance
electronics need any power (recharged by a small PV generator) and only in case of an
emergency the full capacity is needed.

18.4.5 Lithium-ion and Lithium-polymer Batteries

Lithium batteries have been the most emerging battery technology over the last few years.
Primary lithium batteries were already well known due to their very high energy density
and shelf lifetimes of up to 10 years without any major self-discharge. Nowadays, lithium-
ion and lithium-polymer batteries have captured the market for portable applications like
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camcorders, mobile and cordless phones and organisers. Even though they are not used
in larger autonomous power supply systems today, it is worth having a closer look at
this technology. Their electrical properties concerning efficiency and charge/discharge
characteristics are very well suited to these applications. At the moment, lithium batteries
are by far too expensive for applications where the high gravimetric energy density is
of little benefit. However, as this is an emerging technology and cost reductions in the
manufacturing process are expected, they might play a role in some autonomous power
supply applications in the next few years.

The lithium-ion rechargeable battery’s operation is based simply on lithium ions
migration between the cathode and anode. Lithium-ion rechargeable batteries are therefore
fundamentally different from non-rechargeable lithium and, for example, secondary lead
acid or NiCd batteries in that the basic form of the cathode and anode materials does
not change.

When the battery is charged, the lithium ions in the cathode material (lithium
compound) migrate via a separator into the layer structure of the carbon material that
forms the anode, and a charging current flows. During discharging, the lithium ions in
the carbon material migrate backwards to the cathode material. This is known as the
“rocking-chair” principle. Even though a large number of different material combinations
are known under the name of lithium ion batteries, the most important materials for the
commercial products are of the LiCo and the LiMn type.

The reactions for the reversible charge/discharge process are indicated below.

Li1−xCoO2 + CnLix � LiCoO2 + Cn (cobalt type) (18.3)

Li1−xMn2O4 + CnLix � LiMn2O4 + Cn (manganese type) (18.4)

Li-ion batteries of the modern types as marketed today have a nominal voltage of 3.6 V.
As this is far above the water-electrolysis voltage of 1.23 V, no aqueous electrolytes can
be used anymore. The electrolyte here is an organic solvent with dissolved lithium salts.
The cathode material is lithium cobaltite (LiCoO2) or lithium manganese oxide spinel
(LiMn2O4). The anode material is graphite of coke (graphitised carbon).

Lithium-ion rechargeable batteries have a three-layer structure consisting of a
porous separator sandwiched between sheet-like cathode and anode materials, which,
in the case of a prismatic cell, are wrapped around in an elliptical form. These materials
are impregnated in an electrolyte and sealed in a metal case. This metal case includes a
safety vent to protect the battery by releasing gas externally if the pressure inside the cell
builds up to extreme levels.

Lithium batteries are potentially risky due to their very high energy density and
the reactivity of metallic lithium. Incorrect handling of a lithium rechargeable battery
may cause heat, explosion or fire. Therefore, it is even more important with this battery
type to assure overcharge protection, over-discharge protection, over-current protection,
short-circuit protection and operation at too high temperatures. Today, lithium batteries
are only supplied with an integrated control electronic as a protection device. It works
independent of all external chargers or monitoring devices and is therefore fully controlled
by the battery manufacturer.
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The main differences between the lithium-ion and the lithium-polymer batteries can
be described as follows. Lithium ion batteries have a fluid organic electrolyte while the
negative electrode is made from a lithium/carbon intercalation electrode. The electrolyte
has a high conductivity. The non-metal electrode increases the safety in comparison with a
Li-metal electrode. What is sold today as lithium-polymer batteries is in fact a combination
of a polymer electrolyte and a lithium/carbon intercalation electrode. The use of the
polymer simplifies the manufacturing. Strictly speaking the so-called lithium-polymer
batteries are polymer lithium-ion batteries.

The lithium-polymer cell is just entering the market. In the long run, it is expected
that lithium-polymer batteries can be manufactured at lower costs than lithium-ion batter-
ies. Further, they allow very flexible battery designs. This makes lithium-polymer batteries
an interesting solution for chip integration or smart cards, but also larger capacities for
power applications are available for field demonstrations now.

Compared to NiCd or nickel-metal hydride batteries, a disadvantage of lithium
batteries is that they are less tolerant to operations with high currents, which makes
discharge at high currents noticeably more difficult. Also, they currently do not achieve
the same cycle life as NiCd or nickel-metal hydride batteries. However, both points are
subject to R&D and especially concerning the power rating, significant steps forward have
been achieved.

Lithium batteries require constant current/constant voltage charging (Figure 18.23a).
The recharge behaviour is very good. Full charging of the battery is not as important as
with lead acid batteries to achieve adequate lifetimes. However, the voltage limit must be
observed very accurately. The end-of-charge voltage is limited to 4.1 V and must not be
extravagated by more than 50 mV. High voltage causes the formation of metallic lithium.
In series-connected cells, it must be assured that the voltage limits are kept within the
acceptable limits for each individual cell.

The discharge of lithium batteries must be restricted to the material-specific end-
of-discharge voltage. Again, over-discharge leads to the formation of metallic lithium.
For the cobalt type, the end-of-discharge voltage is 2.3 V/cell and for the manganese
type 2.7 V/cell. Figure 18.8 shows the discharge curves of a lithium-ion battery at differ-
ent discharge currents. The battery capacity only slightly depends on the discharge current.
In addition, Figure 18.9 shows the temperature dependence of the discharge curves. As
the ion migration depends strongly on the temperature, the low-temperature performance
is not too good.

18.4.6 Double-layer Capacitors

Conventional capacitors have a dielectric between the electrodes. Their capacity is deter-
mined by the dielectric number and the area of the electrodes. The so-called double-
layer capacitors have an ion-conducting electrolyte between the electrodes. Therefore, an
agglomeration of charge carriers at the interface between the electron-conducting and the
ion-conducting interface is possible. The interface is called the electrochemical double
layer. In contrast to secondary batteries, no chemical reaction and no charge transfer from
the electrode to the electrolyte happened. Therefore, no changes in the material structure
occur resulting in cycle lifetimes of several hundred thousands. The storing of energy
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Figure 18.8 Voltage during discharge of a Li-ion battery with C5 = 1350 mAh capacity as a
function of the discharged capacity at different discharge currents and a temperature of 20◦C. The
charging is done with the constant current–constant voltage (cccv or IU, see Sub-section 18.4.7.6.1)
regime with a charge current of 1 C and an end-of-charge voltage of 4.1 V [14]
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Figure 18.9 Voltage during discharge of a Li-ion battery with C5 = 1350 mAh capacity as a
function of the discharged capacity at different battery temperatures at a discharge current of 0.2 C.
The charging is done as in Figure 18.8 [14]

only depends on the electrostatic effect. However, in contrast to classical capacitors in
which in the dielectric only electrons are moved, in double-layer capacitors a movement
of ions and therefore a significant mass movement occurs. This results in diffusion-time
constants during charging and discharging in the double-layer capacitor.

Depending on the electrode material, the capacity is approximately 20 to 40 µF/cm2.
The electrode materials are typically made of carbon with very high surface areas of
approximately 2000 m2/g. The number of charge carriers in the double layer is limited
because with increasing charge-carrier density the potential increases. If the potential is
too high, the charge carriers are forced to penetrate the electrode/electrolyte interface
resulting in electrochemical reactions like in secondary batteries. However, in this case
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this is an irreversible effect and destroys the double capacitor. An additional problem is
that in many double-layer capacitors aqueous electrolytes are used and the gassing must
be avoided as well (start of water electrolysis at 1.23 V). Therefore, the maximum voltage
needs to be limited to approximately 1.5 to 2.0 V. To avoid the electrolysis problem, organic
electrolytes are used which allow maximum voltages of 3 to 4 V, but they have significantly
lower conductivity than aqueous electrolytes. Therefore, for applications with very high
power requirements capacitors with aqueous electrolytes are used; if higher energy density
and lower power is required organic electrolytes can be used. Because overcharging of the
double-layer capacitors will destroy them, a careful single-cell control is necessary when
they are operated in long strings of series-connected cells.

Double-layer capacitors are often known by their brand names like SuperCaps or
GoldCaps. They all are based on the above-described technology.

The self-discharge of double-layer capacitors is in the range of 5%/day at 20◦C.
Especially at higher temperatures, the self-discharge rate (approximately doubling of the
self-discharge rate with a 10-K temperature increase as in all electrochemical systems) is
hardly acceptable for autonomous power supply systems.

The electrical characteristics are dominated on one hand by the low inner resistance
(resulting in high power) and on the other hand by the linear decrease in voltage with the
state of charge. On one hand, this allows easy estimation of the state of charge, but on the
other hand the voltage drop is very high and increases the requirements of the electronics
or limits the usable energy from the double-layer capacitor (e.g. operation only between
1.7 and 2 volts).

Today, double-layer capacitors are available in units of up to some thousand farads.
Their gravimetric and volumetric energy density is very low (Figure 18.7), but they may
have power densities up to 5000 W/kg. Therefore, double-layer capacitors are most suited
to applications with very high power requirements and low energy demand. As double-
layer capacitors are a new and emerging technology, it is difficult to give definite cost
figures. For orientation purposes, a cost of approximately 50 000 euro/kWh can be esti-
mated today. However, to supply a current of 200 A at 2 V for 2 seconds the cost is
approximately 10 euro for the storage.

For autonomous power supply systems, double capacitors are an interesting tech-
nology in applications with peak power demand or for smoothing of power flow. These
are, for example, pumping systems where pumps have a very high power demand to
overcome the initial inertia. Another application might be grid-connected PV inverters
with power quality control functionality. They are more efficient with a milli second stor-
age system. As a rule of thumb, it can be assumed that double-layer capacitors can find
their place in applications with discharge times of less than 10 s per cycle (for “power
storage”) or in combinations with conventional batteries. The big advantage of the capac-
itors is their almost unlimited number of cycles until the end of their lifetime (several
hundred thousands).

18.4.7 The Lead Acid Battery

Lead acid batteries have been commercially used for more than 100 years for storing
electrical energy. It has been the most widely used storage system for electrical energy
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for decades and still remains so. Lead acid batteries cover a wide range of applications
from SLI batteries in cars and trucks to uninterruptible power supplies, from load-levelling
batteries for grid stabilisation to traction batteries (fork-lift trucks and others) and last but
not the least autonomous power supply systems. Different battery designs have been
developed for different applications to cover the various requirements.

Lead acid is by far the cheapest battery type in comparison to all other readily
available storage systems with appropriate characteristics according to the list given in
Table 18.1. A major drawback of the lead acid battery is the low specific gravimetric
energy content due to the high molecular weight of lead. However, this is not a parameter
of major importance in autonomous power supply systems as the battery is stationary.

It is expected that the lead acid battery will remain as the working horse for
autonomous power supply systems for many more years, probably decades. Therefore, this
chapter gives a deeper insight into the lead acid battery. The lead acid–battery chemistry,
a detailed description of the battery design, ageing effects and recommendations for the
operating strategy are the main topic of the following sections.

18.4.7.1 Lead acid–battery chemistry

Lead acid batteries in the charged state consist of a positive electrode with lead dioxide
(PbO2) and a negative electrode with lead (Pb) as the active materials. Both electrodes
contain a support grid, which is made from hard lead alloys. Sulphuric acid (H2SO4)
diluted to 4M or 5M is used as the electrolyte. The following reaction equations describe
the main reaction:

Positive electrode PbO2 + 3H+ + HSO4
− + 2e− � PbSO4 + 2H2O (18.5)

Negative electrode Pb + HSO4
− � PbSO4 + H+ + 2e− (18.6)

Cell reaction Pb + PbO2 + 2H+ + 2HSO4
− � 2PbSO4 + 2H2O (18.7)

PbO2 and Pb are both converted to lead sulphate PbSO4 during discharging (double
sulphate theory). Sulphuric acid as the electrolyte is used up during the discharging of
the battery. Therefore, the concentration of the sulphuric acid decreases linearly with the
state of charge. This is an important difference with respect to almost all other battery
types, where the electrolyte has only the function of an ion conductor. In lead acid
batteries, it is in addition the source for the ions to counterbalance the charge dissolved
in the electrolyte from the electrochemical process. Therefore, the electrolyte is subject to
“structural” changes like the electrode materials themselves. This is an important reason
for several battery characteristics and ageing effects as will be discussed later.

In Section 18.2.1.2, it was described that during charging and discharging not
only the electrochemical process described by the Bulter–Volmer equation occurs but
a chemical process takes place as well. Figure 18.10 shows a schematic of this overall
process for the lead electrode which is described by equation (18.6).

The charged electrode consists of lead (Pb) in the solid state. When a discharge
current occurs, two electrons are withdrawn from the metallic lead and dissolution of
Pb2+ ions into the electrolyte occurs. Through diffusion, the charged ions are transported
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Figure 18.10 Schematic of the charge/discharge process in the lead electrode of a lead acid battery

away from the reaction surface. As the charged ions unbalance the number of positive and
negative ions in the electrolyte, negatively charged ions are necessary to counterbalance
the positive surplus. They are provided as SO4

2− ions from the sulphuric acid electrolyte.
The SO4

2− ions are transported by diffusion from the free electrolyte volume to the
reaction site of the electrochemical reaction. There, the Pb2+ and the SO4

2− ions meet
and form PbSO4 by a chemical precipitation process. This finally results in the formation
of PbSO4 crystals.

During charging, the reverse process takes place. Pb2+ ions are taken from the elec-
trolyte to form solid Pb during the electrochemical precipitation process. These ions are
transported by diffusion processes to the reaction site. To stabilise the Pb2+ ion concen-
tration in the electrolyte, a chemical dissolution process of the PbSO4 crystals takes place.
Because the positive ions are removed from the electrolyte through the electrochemical
precipitation process, the SO4

2− ions need to be transported away from the reaction site
to assure electrical neutrality.

All these processes cause overvoltages.

1. Electrochemical dissolution with respect to precipitation described by the Butler–
Volmer equation.

2. Transport of Pb2+ ions described by the diffusion law resulting in diffusion overvolt-
ages.

3. Transport of SO4
2− ions described by the diffusion law, law of migration of charged

ions in an electrical field and fluid dynamics caused by the change in the pore volume
during charging and discharging resulting in diffusion overvoltages.

4. Chemical precipitation or dissolution of the PbSO4 crystals forced by deviations of
the ion concentration in the electrolyte from the equilibrium concentration resulting in
concentration overvoltages.

All processes depend on the temperature. Further, the processes depend on the electrolyte
concentration. The concentration influences the equilibrium current density of the Process
1, the diffusion rate of ions in Processes 2 and 3 and it has a strong impact on the



SECONDARY ELECTROCHEMICAL ACCUMULATORS 829

equilibrium concentration of the Pb2+ ions and hence on the Process 4. Ageing of the
battery and the operating conditions (high currents, small currents and pulse currents)
have a significant impact on the overvoltages caused by Processes 1 and 4. This is mainly
caused by changes in the inner active surface on the charged active material side (Pb) as
well as on the PbSO4 side.

The nominal voltage of a lead acid battery is 2.0 V; the open-circuit voltage of a
charged battery is about 2.1 V, depending on the concentration of the electrolyte.

The open-circuit potential of the positive electrode in a fully charged battery is
approximately +1.75 V against the standard hydrogen electrode. The negative electrode
potential is approximately −0.35 V against the standard hydrogen electrode. The rela-
tionship between the electrolyte concentration and the electrode potential with respect
to the cell potential can be seen from Figure 18.14. The dependence of the open-circuit
potential on the temperature is as small as 0.2 mV/K. Therefore, it can be neglected for
practical reasons.

In addition, there is the main side reaction – the water electrolysis. As the elec-
trolyte is aqueous and the cell voltage is approximately 2 V and can be as high as 2.5 V,
water electrolysis takes place continuously. Hydrogen and oxygen are produced at the
negative and the positive electrodes, respectively. Hydrogen production starts at electrode
potentials more negative than 0 V against the standard hydrogen electrode. Oxygen evo-
lution starts at electrode potentials more positive than 1.23 V. Fortunately, the so-called
overvoltages at lead electrodes for the gas production are very high and therefore the gas
production is inhibited to a high extent. This allows the lead acid battery to be stable
even at the high cell potential of 2 V. The self-discharge rate caused by the gassing is
approximately 2 to 5% per month.

Positive electrode 2H2O → O2 + 4H+ + 4e− (18.8)

Negative electrode 4H+ + 4e− → 2H2 (18.9)

Cell reaction 2H2O → 2H2 + O2 (18.10)

Very comprehensive handbooks on lead acid batteries have been written by Bode [15] on
the fundamentals and by Berndt [3] on valve-regulated batteries.

18.4.7.2 Lead acid batteries – technology, fundamentals, concepts
and applications

All the different types of lead acid batteries discussed in the following text are based on the
reaction equation presented above. Whereas Figure 18.11 shows a complete battery system
in an autonomous power supply system, Figure 18.12 shows the schematic construction
of the electrochemical Pb/H2SO4/PbO2 cell.

Solid lead grids, rods or plates serve to conduct the current (grid) and to mechan-
ically stabilise the porous active mass in both electrodes. Depending on the battery type,
different lead alloys for the grid are used to increase the stability, improve the tooling
properties and to reduce corrosion. The porous active material is attached to the grid
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Figure 18.11 A battery in a photovoltaic system with a rated capacity of C10 = 37.5 Ah and a
rated voltage of 168 V (flat-plate technology, 28 blocks of 6 V connected in series, Picture courtesy
Fraunhofer ISE)

+ −

Porous PbO2
active mass

Hard lead
Grid

Porous
separator

Electrolyte
(diluted
sulphuric acid)

Porous
Lead sponge

Figure 18.12 Schematic construction of a Pb/H2SO4/PbO2 cell

PbO2 (lead dioxide) for the positive electrode and to the Pb sponge for the negative elec-
trode. Figure 18.13 shows a more detailed view of the structure of the active material.
The active material has an internal surface area of approximately 0.5 to 5 m2/g for the
negative and the positive electrode in the fully charged state. The reaction speed and thus
the charging and discharging properties are determined by the internal surface. Both elec-
trodes are completely immersed in diluted sulphuric acid (H2SO4). As described earlier,
the sulphuric acid plays a double role as the ion conductor between the electrodes and a
reagent in the charge and discharge reactions. While the battery discharges, the PbO2 and
Pb are converted to PbSO4 (lead sulphate). The sulphate ions (SO4

2−) are drawn from
the electrolyte, causing the electrolyte concentration to fall.

It is worth mentioning that the ratio of the specific volumes of PbSO4 and Pb is 2.4
and the ratio between PbSO4 and PbO2 is 1.96. This means that the solid-phase volume of
the active materials increases during discharge. This reduces the free electrolyte volume
in the pores and causes mechanical stress on the active material.
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Figure 18.13 A more detailed schematic drawing of the lead acid battery. The left-hand side shows a
macroscopic view of the cell including effects like acid stratification represented by the different electrolyte
densities in different horizontal heights of the battery followed by inhomogeneous vertical-current distri-
bution within the electrodes. The right-hand side shows a “microscopic” view of the active material in a
partial state of charge

A separator is located between the electrodes, intended to prevent short circuits
between the electrodes.

The above-described water electrolysis increases significantly as a function of volt-
age and temperature. As a rule of thumb, an increase in the so-called gassing rate by a
factor of two is caused by an increase of 10 K in the temperature and by a factor of 3 by
an increase in the cell voltage by 100 mV.

Regarding the hydrogen and the oxygen created as a result of the electrolysis
reaction, two different technologies can be distinguished. In so-called flooded batteries,
the electrolyte is in the liquid phase. To allow the gases to emerge from the battery,
batteries with liquid electrolyte are not sealed gas tight. However, this results in a decrease
in the water content of the battery and therefore the electrolyte level decreases and the
concentration of the sulphuric acid increases. The water loss needs to be compensated
during the maintenance that should take place once or twice a year. Deionised water must
be used for refilling and not sulphuric acid or tap water.

The so-called valve-regulated lead acid (VRLA) batteries are sealed gas tight
with a valve. The valve allows the release of gas only in the case of overpressure in
the battery. In normal operation, the gas is recombined to water within the battery.
This effect is achieved by an immobilisation of the electrolyte. Two different tech-
niques are state of the art: the electrolyte is transferred into a viscous gel by adding
SiO2 to the electrolyte or the electrolyte is absorbed within a highly porous glass matt
(absorbed glass matt type – AGM). In both cases, the oxygen can pass through the elec-
trolyte to the negative electrode. The recombination of oxygen and hydrogen occurs
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at the negative electrode. In VRLA batteries, the electrolyte is not in the liquid phase
and therefore no spillage of electrolyte occurs in case of any break of the case or
other accidents.

However, if the battery is incorrectly overcharged, more gas is generated than can
recombine, so the gas must be able to leave the cell through the valve if an overpressure
builds up. At the same time, the valve must prevent ambient air from entering the battery.
As these batteries cannot be refilled with water, blowing off the gas from the cell must
be reduced to a minimum to prevent the cell from drying out. As a rule of thumb, after
more than 10% water loss the battery is at the end of its lifetime. The water loss can be
estimated by the weighting of the battery.

To achieve low gassing rates in VRLA batteries, normally lead–calcium alloys
are used for the grids. Flooded batteries use mainly lead–antimony alloys with less than
2.5% antimony (Sb). This is a good compromise among the beneficial effects of antimony
grids (good grid conditions for casting and good contact of the active material to the grid
result in low contact resistance) and the harmful effect of the reduction of the hydrogen
overvoltage caused by the antimony. However, as gassing needs to be minimised in VRLA
batteries, antimony grids are not an appropriate choice. Especially, in the early days of the
VRLA batteries, the antimony-free grids caused a significant reduction in battery lifetime
through the so-called antimony-free effect. This effect is described in the literature as
premature capacity loss (PCL) [16].

While the rated capacity of a cell depends on the geometry and the number of
parallel-connected electrodes, the rated voltage of a cell is 2.0 V. The open-circuit voltage
U0 of the cell depends on the electrolyte concentration as shown in Figure 18.14, but
for practical purposes the open-circuit voltage can be determined by the following rule
of thumb:

U0

V
= ρ

g/cm3 + 0.84 . . . 0.86 (18.11)

where ρ is the density of the electrolyte. Electrolyte concentration and electrolyte density
have an almost linear relation. As the electrolyte density can be easily measured, the
electrolyte density is often used to express the electrolyte concentration. At 25◦C, 30%
H2SO4 in H2O has a density of about 1.22 g/cm3 and 40% H2SO4 in H2O has a density
of 1.30 g/cm3. Typical electrolyte densities in fully charged batteries are between 1.22
and 1.32 g/cm3, depending on the application, the technological type and the climatic
conditions. The acid density in the discharged state is between 1.18 and 1.05 g/cm3.
According to equation 18.11, the open-circuit voltage also varies with the density. It is
not a constant by any means.

Figure 18.14 shows the correlation between the electrode and cell potentials and the
acid concentration. The acid concentration can be measured by means of the concentration
in mol/l, the density in g/cm3 and the percentage of acid in the solution %weight. This allows
the translation of all values to one another.

According to equation (18.7), the electrolyte concentration decreases during dis-
charge. According to equation (18.11) the open-circuit voltage decreases in a manner
directly proportional to the acid concentration. VRLA (sealed) batteries have less elec-
trolyte per ampere-hour capacity than flooded batteries. Therefore, the open-circuit voltage
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Figure 18.14 Correlation between the acid concentration in percent, mol/l or density and the equilibrium
potential of the negative and positive electrodes and the cell potential. The graphs allow converting each
value to the other

decreases more rapidly in sealed batteries during discharge than in flooded batteries. This
must be taken into account, if the voltage is used as an SOC indicator.

Today, two different plate technologies are commonly used. The most common
type of plate is the flat plate (Fauré type). The porous active mass is applied to the hard
lead grid as a paste. The flat plate is simple and cheap to produce. The so-called tubular
plates10 are also widespread. A central lead rod, surrounded by active material, is inserted
into a protective tube that is permeable to the electrolyte. A plate then consists of a row
of adjacent tubes. While flat-plate electrodes have lower internal resistance and therefore
higher specific power than tubular plates, the latter show more cycles in their lifetime.
Manufacturing of tubular plates is more expensive than the manufacturing of flat plates.
Figure 18.15 shows schematics of a flat-plate and a tubular-plate electrode. Currently,
wounded lead cells come into the market consisting of a thin lead foil pasted with active
material and with a very thin glass-mat separator between the electrodes. These batteries

10 Tubular-plate electrodes are not very common in North America. Traditionally, tubular-plate batteries are
more popular in Europe for cycling applications like, for example, fork-lift trucks.
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(a) Flat plate

Porous protective
tube

Active material

Hard lead grid

Lead rod

(b) Tubular plate

Figure 18.15 Schematic diagram of (a) a flat-plate electrode and; (b) a tubular-plate electrode

are primarily used in high-power applications like the ignition of motors. The first results
show good cycle-life behaviour.

Lead acid batteries are used today in many different applications, therefore a large
variety of application-specific batteries are in the market. They can be distinguished
by their specific power, their cycle life and their float lifetime. Float lifetime is the
relevant parameter for batteries in uninterruptible power supplies where the batteries are
subjected to only very few cycles in case of failure of the mains, but they should have
long operating lifetimes while always being 100% charged. The main battery types for
different applications and their typical operating conditions are as follows:

SLI (starting, lighting, ignition) batteries: Used for starting of engines; very high power
capabilities even at low temperatures; traditionally only very low capacity throughput;
subject to high temperature fluctuations; the largest global market for lead acid batteries
with respect to the capacity; production companies in almost all countries throughout
the world; the operation profile is changing in modern cars as cars have a very high
power demand beside starting owing to numerous electric applications in cars like seat
heating, electric window lift or HiFi systems. The batteries are made from very thin
flat-plate electrodes to achieve high power. SLI batteries are a mass product, highly
automated and are therefore very cheap.
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UPS (uninterruptible power supply)/stationary batteries: Long idle periods at full SOC;
rapid discharge when required (discharge time in the range of 10 min to 1 h, in some
applications even longer); designs for lifetimes of up to 20 years available and market
grows strongly in connection with the expansion of telecommunications and computer
systems. The electrodes are thicker than for SLI applications to withstand corrosion
for long periods.

Traction batteries: Application in fork-lift trucks, traction engines, underground mining
vehicles and so on; designed for daily complete cycling with moderate currents and
regular and controlled complete charging and cycle lifetimes of 1000 to 2000 cycles
with 80% DOD can be achieved. The most common electrode technology in these
applications is tubular-plate. Flooded batteries show longer lifetimes than VRLA and
are widely used.

Electric-vehicle batteries: Widely fluctuating current profile; partial recharging phases
(regenerative braking); inadequate lifetimes to date; expanding market and strong
competition from other types of battery technology (see Table 18.3). Low gravimetric
energy density is a major drawback in this application. Lead acid batteries based on
thin pasted lead foils and wounded design are currently under development and are
already available in the market from some manufacturers to serve hybrid vehicles11

that are seen at the moment as a more realistic option than purely battery-powered
electric vehicles. Wounded cells have very high power capability and therefore can
serve electric motors for accelerating and regenerative breaking.

Batteries for photovoltaic systems: Operating conditions corresponding to the load profiles
illustrated in Section 18.3; complete charging very seldom and many partial cycles. Two
classes of so-called “solar batteries” are in the market. One class is the modified SLI
battery with typically thicker grids than those used in SLI batteries, quite cheap (often
from local production in developing countries [17]) but with limited lifetime. The other
class of “solar batteries” are modifications from high-quality batteries originally used
for cycling or standby applications. In general, flooded batteries show better lifetimes
in autonomous power supply systems than VRLA batteries. On the other hand, VRLA
batteries have significant advantages concerning electrolyte spillage, maintenance and
transport and very little release of corrosive and explosive gases. This reduces the
requirements on the battery housing significantly. Therefore, a final choice must be
made according to the specific application and the boundary conditions.

Operational experience, however, reveals that the lifetime of batteries in stand-
alone applications based on solar energy is in general unsatisfactory compared to battery
lifetimes in traditional applications. Batteries in solar home systems normally have to be
exchanged after 2 to 3 years and batteries in hybrid systems after 3 to 8 years. Lifetime
extensions to 5 years in solar home systems and 10 years in hybrid systems are achievable
with advanced batteries designed for the purposes of autonomous power supply systems
and appropriate system designs and operation strategies.

11 Hybrid vehicles have a conventional motor but with less power than in traditional cars. Acceleration is
supported by electric motors powered by the batteries. The batteries are charged during regenerative breaking
and from the main motor. This concept allows the conventional motor to run with small variations in power
and therefore at higher efficiencies. Fuel consumption was reduced with this concept in prototypes down to
2 l/100 km.
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18.4.7.3 Discharge capacity

The capacity that can be withdrawn from lead acid batteries depends strongly on the
discharge conditions.

For stationary batteries usually the C10 or C8 capacity, for starter batteries usually
the C20 capacity and for traction batteries usually the C5 capacity is specified. Solar
batteries often are rated as C100 and C120 at 100 or 120-h discharge current, respectively.
Typical end-of-discharge voltage is 1.8 V/cell or 1.85 V/cell for C10, C20 and C100. For
C5, 1.7 V/cell is commonly used. All other ratings and voltage limits can be found as well.

The measured and the practical capacity increase when the discharge current
decreases. If a battery is discharged with a lower current than the rated current, a higher
capacity than the rated capacity can be withdrawn. If the state of charge is specified with
respect to the rated capacity (a reasonable convention), negative values for the state of
charge can arise. This is the reason Figure 18.6 displays negative states of charge.

Figure 18.16 shows the voltage during discharge as a function of the discharged
capacity at different discharge currents. The lead acid batteries’ capacity depends very
much on the discharge current.

As a rule of thumb, it can be assumed that a battery with a nominal capacity of
100 Ah at C10 has approximately 50 Ah at C1 and approximately 130 Ah at C100. Please
note the fact that the corresponding currents I1 and I100 are not equivalent to 10 × I10

res. 0.1 × I10. In this example, I1 is 50 A and I100 is 1.3 A.

With respect to the electrical properties, the temperature influences the inner resis-
tance (increasing conductivity of the electrolyte with increasing temperature), the diffusion
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Figure 18.16 Voltage during constant discharge as a function of the discharged capacity at dif-
ferent discharge currents (tubular-plate lead acid battery, C10 capacity defined at I10 and 1.8 V),
data from Berndt D, Blei-Akkumulatoren (Varta), VDI-Verlag, 11. Auflage, Düsseldorf (1986) [18]
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processes and the reaction at the electrochemical double layer. Therefore, the capacity of
lead acid batteries depends strongly on the temperature. The capacity increases almost
linearly by approximately 0.6%/K with an increase in temperature. The capacity decreases
in the same way with decreasing temperatures. Depending on the battery technology, the
temperature coefficient can be as high as 1.0%/K.

18.4.7.4 Ageing processes and their influence on the battery properties

A comparison with other battery systems, for example, NiCd batteries, reveals that the
relatively short lifetime of lead acid batteries is a significant disadvantage. However,
the operating behaviour of the batteries is already affected during the lifetime by the
processes responsible for ageing. Thus, it is helpful to be aware of the most important
ageing processes and to avoid the conditions that accelerate them.

18.4.7.4.1 Acid stratification

Acid stratification is not an ageing process but affects the operating behaviour of the
battery. On one hand it reduces the available capacity and changes the current/voltage
characteristics. On the other hand it leads to inhomogeneous current distribution at the
electrodes. The latter effect accelerates sulphation (Section 18.4.7.4.2), which is a major
ageing effect. Therefore, acid stratification is a reason for ageing and not an ageing effect
by itself. Acid stratification in flooded batteries can be removed immediately by stirring
the electrolyte.

Because the electrolyte functions as an active component of the electrode reaction,
local variations in the density can arise, with the result that the acid density decreases
in the upper part of the cell and increases in the lower part. The potential difference
associated with the concentration difference leads to discharging of the lower section of
the electrodes, which can result in irreversible ageing effects (e.g. sulphation).

In batteries with liquid electrolytes, the acid stratification can be eliminated by
deliberate overcharging, associated with gas production. The same mixing effect can be
achieved by active circulation of the electrolyte. Such electrolyte stirring systems are
made from an air bubbling system (Figure 18.22).

Electrolyte stratification can also occur in batteries with immobilised electrolytes. In
a gel battery, the effect is very small and therefore is of little relevance. In AGM batteries,
the strength of acid stratification depends very much on the quality of the glass mat. Large
battery cells from AGM technology are mounted vertically to avoid any acid stratification.
While purchasing the batteries, it is important to check the manufacturer’s specifications
regarding vertical installation of the battery. The problem with VRLA batteries is that an
existing acid stratification cannot be removed.

From theoretical consideration [19, 20], it is obvious that small currents in con-
junction with acid stratification lead to a significant undercharging of the lower part of the
electrodes. This effect is getting more and more pronounced with smaller battery currents.
When an acid stratification occurs, the upper part of the electrodes is charge preferential
and the lower part is discharge preferential. This results in differences in the local state of
charge between the upper and the lower part of up to 30%. During the limited charging
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times, the upper part can reach a very high state of charge while the lower part is by
far not completely charged. This means, that the lower part of the electrode is cycled in
lower states of charge than from the average state of charge of the electrode. Further, the
lower part is cycled without a full charge for extended periods.

These findings are confirmed twofold by experimental results. On one hand, it was
possible to show experimentally the effect of inhomogeneous current distribution and the
state of charge within the electrode as a function of the charge/discharge currents [20].
On the other hand, almost all physicochemical analysis of lead acid batteries from PV
systems at the end of their lifetime shows a high degree of sulphation in the lower part
of the electrodes [21, 22].

Another problem related to acid stratification in batteries with liquid electrolytes
is that a measurement of the acid density, made at the only accessible position above the
electrodes, does not give any direct information on the battery’s state of charge.

As an example, Figure 18.17 shows the correlation between the acid density above
the electrodes in a flooded battery and the battery’s state of charge for a battery from a PV
system, with a large number of partial cycles.12 Without acid stratification, a measured acid
density of, for example, 1.18 g/cm3 corresponds to a real state of charge of approximately
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Figure 18.17 Acid density above the electrodes versus the actual state of charge, measured over
five months for a battery from a photovoltaic system (200 Ah cells, simulated acid densities based
on measured initial data 10-minute average values)

12 Figure 18.17 is based on a detailed battery model including modelling of the vertical acid-density distribution.
The model was verified by measurements in a battery. The model and verification are described in [19].
Therefore, the state of charge and the acid density above the electrode displayed in Figure 18.18 are calculated by
the model. The calculations are based on detailed measurements of the battery current, voltage and temperature
in the system.
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30%, whereas it can range between approximately 30% and 75% if the acid is stratified.
This measurement only allows a lower limit to be estimated. A measurement of the acid
density above the electrodes can lead to appreciable errors in determining the state of
charge and thus in associated operation-management measures.

18.4.7.4.2 Sulphation

When the electrodes are discharged, the active masses, PbO2 and Pb, are transformed
into PbSO4. The size of the sulphate formed depends on the strength of the discharge
current – high discharge currents result in small sulphate crystals. If a battery is not
recharged soon after its discharge, the sulphate crystals grow as a result of recrystalli-
sation processes. The rate of recrystallisation is linearly correlated with the solubility
of sulphate ions. Unfortunately, the solubility of sulphate ions increases with decreasing
acid concentration [15]. Therefore, periods of low states of charge (and hence low acid
concentrations and high sulphate solubility) harm the battery by accelerating the growth
of large sulphate crystals. During subsequent charging, large sulphate crystals with their
relatively smaller active surface are re-dissolved more slowly than smaller ones, so that
sulphate crystals are still present when charging is nearly finished. Figure 18.18 illus-
trates that for the same volume, small crystals have a larger surface area than large ones
(two-dimensional representation of the three-dimensional effect).

During the course of the operation, these remaining sulphate crystals can accu-
mulate, reducing the active mass and thus the accessible capacity [23]. Sulphation can
be reduced to a minimum if each discharging process is rapidly followed by sufficiently
complete charging. The effect of acid stratification is that complete charging is seldom
achieved for the lower part of the electrode, so that strong sulphation occurs there. This
sulphation effect can be clearly seen in the cross-sections of Figure 18.19.

As a result of sulphation, the amount of active material available for normal charg-
ing and discharging operations decreases. This reduces the capacity, and the voltage
during discharge is also shifted to lower values. If sulphation is too pronounced (as in
the lower section shown in Figure 18.19), larger areas of the electrodes can become
completely inactive.

(a) (b)

(a) Fine crystalline lead sulphate (b) Coarse crystalline sulphate

2 : 1Surface :
1 : 1Volume :

Figure 18.18 An example illustrating the effect of the crystal size on the active surface area of
the electrodes. Mass ratio a:b = 1:1, surface area ratio a:b = 2:1
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Figure 18.19 Cross-section of a negative flat-plate electrode after 3.5 years of operation in a
photovoltaic system. The sections were taken from the upper, central and lower parts of the electrode
(from left to right, respectively). Sulphation is clearly indicated in the lower section by the very
coarse pores between large crystals, and by the noticeable broadening of the electrode, due to the
difference in the specific volumes of Pb and PbSO4 (Photo source: ZSW)

18.4.7.4.3 Corrosion
The high positive potential at the positive electrode results in the corrosion of the lead
grid [24]. On one hand, this causes the cross-section of the grid to decrease, so that the
grid resistance increases. On the other hand, a layer consisting of lead dioxide, lead oxide
and lead sulphate forms between the grid and the active material, which also raises the
contact resistance. This becomes evident during charging and discharging as an increased
ohmic voltage drop. Figure 18.20 shows the cross-section of a tubular electrode from a
battery after 3.5 years of operation. The lead core (grid rod in the centre of the tube) has
almost completely disappeared due to corrosion.

The corrosion rate depends on the acid density, the electrode potential, the tem-
perature, the grid alloy, the active material coverage [25] and a most important factor,
the manufacturing quality of the grid. Corrosion is particularly pronounced for cell volt-
ages below 2.0 V and above 2.4 V [24]. Corrosion is minimal for cell voltages around
2.23 V. Corrosion is an irreversible ageing effect and increases the internal resistance
of the battery. An indirect consequence is that the current distribution becomes more
inhomogeneous in the vertical direction, so that sulphation is accelerated in the lower
parts of the electrodes. In batteries for PV systems, thicker grids are used to reduce the
effect of corrosion and thus extend the lifetime.

18.4.7.4.4 Erosion
Both electrodes are subjected to strong mechanical loads during cycle operation. The
reason is that up to 50% of the active material is converted to lead sulphate during
discharge. Lead sulphate has a volume per mole, which is 1.94 times larger than lead
dioxide and 2.4 times larger than lead.
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Figure 18.20 Cross-section through a tubular electrode of a battery after 3.5 years of operation.
The lead rod (light-coloured area in the centre) has almost completely disintegrated as a result of
corrosion. The diameter of the electrode is 8 mm. (Photo source: ZSW)

These large changes in volume act to loosen the active material. This effect
increases with increasing depth of discharge. Thus, deep discharge with low currents
has an additional negative effect on sulphation. Once the active material has become
loose, it can be separated from the electrode, for example, by gas movement, and gathers
as sludge at the base of the battery. If the volume below the electrodes that contains the
sludge is not large enough, there is a danger of short circuits between the electrodes.

The erosion effect is much less pronounced in sealed batteries, as the electrodes
there can be mounted under pressure. The pressure compensates the forces arising from
the volume change and increases the stability of the active masses.

The available active mass at the electrodes is reduced by the loss due to erosion.
This corresponds directly to a reduction in the accessible capacity. Accordingly, the battery
will be discharged earlier.

18.4.7.4.5 Short circuits
In addition to the danger of short circuits in the sludge volume of batteries with liquid
electrolytes, there are two further risks for short circuits.

The plate connectors from the positive electrode above the active material are also
subject to corrosion. This results in detachment of large corrosion flakes, which can fall
onto the electrodes and cause short circuits. This risk can be eliminated by including
separators that extend upward well over the electrodes.

Further, there is a risk for all battery types that dendrites (microscopic short cir-
cuits) may grow from the positive to the negative electrode through the separators. These
dendrites are so fine that they are usually not visible even when the battery is investigated
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in the laboratory. Their growth is accelerated by long periods at a low state of charge and
thus low acid concentrations. As described in Section 18.4.7.4.2, the solubility of PbSO4

increases at low acid concentrations. For example, the solubility of PbSO4 is 2 mg/l at a
sulphuric acid density of 1.28 g/cm3, and is already 35 mg/l at a density of 1.02 g/cm3.
The higher the solubility the higher is the rate of recrystallisation and hence the rate of
formation of large sulphate crystals and dendrites. The danger of dendrite growth can be
counteracted by thicker separators and by operating the battery at high states of charge.

In general, a short circuit is a defect that causes a sudden and complete breakdown
in the battery. Short circuits can occur from dendrites between the electrodes and the
sludge in flooded batteries from active material accumulated as a result of active-material
shedding under the electrodes. If the amount of material exceeds the free-electrolyte height
under the electrodes, short circuits occur through the “mud”. Microscopic short circuits
through the separator affect particularly the self-discharging properties of a battery.

18.4.7.4.6 Reverse charging

If a battery is subjected to a discharging current even after the battery has been fully
discharged, the potential changes its sign.

Reverse charging of an individual cell can occur in strings of series-connected
cells. The battery voltage and therefore the depth of discharge protection are controlled
on the basis of overall string voltage. A single cell within the string may have lower
capacity due to manufacturing deviations or due to accelerated ageing. In consequence,
the low-capacity cell can be over-discharged resulting in reverse charging.

In case of reverse charging, PbO2 is formed at the original Pb electrode and vice
versa. Although this type of reverse charging can sometimes increase the capacity for
a short time, it is certainly detrimental to the cell lifetime in the long term. The main
cause of damage is the oxidation of additives in the lead sponge of the negative electrode,
which are included to maintain the high porosity of the electrode. If these additives are
destroyed, large lead crystals form in the negative electrode resulting in a loss of internal
surface area and therefore in an irreversible loss of capacity.

The danger of reverse charging can be reduced if the voltage of the individual cells
is monitored and used as the criterion to end discharging (rather than the total voltage of
the battery). Alternatively, it can be prevented by allowing charge equalisation between
the cells of a series connection [12].

18.4.7.4.7 Ice formation

Figure 18.21 shows the dependence of the freezing point of diluted sulphuric acid on
the electrolyte concentration. Ice must be prevented from forming in a battery under all
circumstances, as it is then practically impossible to operate the battery (in particular, a
frozen battery can hardly be charged) and it is possible that the cell housing may burst
(battery breakdown and contamination of the surroundings with sulphuric acid).

For operating modes with very low discharge currents, or if the deep-discharge
protection is inactive or non-existent, it is possible to reach extremely deep discharge,
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Figure 18.21 Freezing point of diluted sulphuric acid as a function of the acid concentration

as the voltage does not break down until very late in the process. Batteries that are
subjected to temperatures below the freezing point should be dimensioned such that after
withdrawing 1.3 × C100 or 1.7 × C10, the acid density is still so high that freezing is not
expected, according to Figure 18.21.

18.4.7.5 Battery peripherals

For proper battery operation, several battery peripherals must be used. The following
gives a brief description of the most important devices.

Charge controller : Charge controllers are responsible for the charging strategies and the
deep-discharge protection. They limit the power from the PV generator if necessary.
More details on the operation strategies are given in Section 18.4.7.6 and on the hard-
ware in Chapter 19.

Chargers: Chargers are AC/DC converters that use the power from motor generators to
recharge the battery. They need a charge control as well to avoid overcharging of the
battery. The charging regime should be the same as for charge controllers.

Charge equaliser : In long strings of series-connected cells, problems with individual cells
like overcharging and reverse charging can occur owing to differences in the ageing
processes or tolerances in the production. Charge equalisers avoid the detrimental
effects by individual treatment of the cells. More details are given in [13] and in
Chapter 19.

Monitoring : To get actual information of the state of the battery, monitoring systems can
be used. A wide range of commercial products is available. They range from simple
voltage monitoring of the complete battery to complete monitoring of temperature,
current and voltage of individual blocks and cells as well as impedance of the battery.

State-of-charge meters : For proper battery operation (Section 18.4.7.6) and for the orien-
tation of the user, it is helpful to have proper information on the actual state of charge
of the battery. Several devices and algorithms are available, but only very few are
really suited to autonomous power supply systems [26].
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Electrolyte-agitation systems : To avoid the detrimental effects of acid stratification in
flooded batteries, electrolyte-agitation systems are an effective solution. Figure 18.22
shows a battery with an agitation system. Most systems are based on compressed air
that is pumped to the bottom of the cells. The ascending air bubbles cause an electrolyte
circulation and mixing.

Recombinators: To reduce the loss of water from flooded batteries, recombinators are
used. They consist of a catalyser that recombines the hydrogen and oxygen gas evolving
from flooded batteries. Figure 18.22 shows a battery with recombinators.

18.4.7.6 Operation strategies

The operation strategy and the charging strategy have an important impact on the bat-
tery lifetime. Therefore, in the following paragraphs some ideas on appropriate strategies
are discussed.

In most PV systems, the system and the battery control are realised through the
charge controllers; in some cases energy management systems take over this job. The
battery requires proper handling of frequent full charges, gassing for electrolyte-stirring
in flooded batteries, control of end-of-charge voltage and deep-discharge protection.

Figure 18.22 Flooded, tubular-plate battery (2 × 240 Ah in parallel connection, 12 V) with gas recom-
binators for reduction of water loss through gassing and an electrolyte-stirring system to avoid acid
stratification (only connected to the right hand unit), the membrane air pump is mounted on the wall,
operation of the pump: twice a day for 15 min, (Picture courtesy Fraunhofer ISE)
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18.4.7.6.1 Charging

As a result of the specific operating conditions, full charging occurs very rarely. Charge
and discharge cycles follow each other very frequently. Long charging times at constant
power supply as available in grid-connected systems do not occur. Nevertheless, field
experience showed that full charging is necessary to achieve long battery lifetimes.

The most common charging strategy is the constant current/constant voltage mode
(IU or cccv, Figure 18.23(a)). In autonomous power supply systems, this means that the
battery is charged with the fully available power until the battery voltage reaches the
defined end-of-charge voltage. From this moment, the charging power to the battery is
limited in a way that this voltage limit is not exceeded (constant voltage mode). The volt-
age drops at the moment when the battery charging is not high enough (due to decreasing
power generation or increasing load) to maintain the battery voltage at the given limit.
Most charge regulators and battery chargers use this charging procedure.

A more advanced charging method is shown in Figure 18.23(b). The charging starts
with a constant current/constant voltage charging, but the maximum voltage is reduced
after a certain time to a lower limit (IU0U). This allows higher voltages during the first
constant–voltage phase, but avoids negative effects like gassing and corrosion due to
long durations of the high voltage. Therefore, this charging method allows overall faster
charging but avoids hazardous conditions in the battery. More and more sophisticated
charge controllers in the market use this charging procedure.
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Figure 18.23 Schematics of different charge regimes. (a) Current and voltage during a constant
current/constant voltage charge IU or cccv; (b) a constant current/constant voltage charge with two
end-of-charge voltage limits IUU0; and (c) a constant current/constant voltage charge followed by
a limited constant current phase IUIa are shown
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Especially for VRLA batteries, it turned out that longer lifetimes can be achieved
with the constant current/constant voltage/constant current (IUIa) charging as shown in
Figure 18.23(c) ([4]). After the current drops during the constant-voltage phase below the
limit for Ia charging, the charging is continued for a limited time or amount of charge
with a constant current. The voltage is not limited during this phase, but the Ia current
must be limited in the range of I50 to I100. No commercial device in PV applications uses
such a scheme these days.

It is necessary to take into account that the batteries in PV systems hardly ever get
fully charged due to the limited charging time per day [4]. Therefore, the term full charge
has to be distinguished in a real full charge, defined by the point at which the complete
active material is converted into charged material, and a practical or solar full state of
charge (Figure 18.3). The latter is defined by the maximum state of material conversion
that can be achieved during a sunny summer day or the maximum operation time of the
back-up generator that is accepted by the system operator. A “solar full charge” requires
at least 5 h at a battery voltage of 2.4/cell.

In hybrid systems, a solar full charging can be achieved by operation of the back-up
generator or from the PV generator. Full charging every four weeks is recommended. A
detailed analysis of the operational data from systems showed that this has little impact
on the overall energy balance, but is obviously enhancing the battery lifetime.

For batteries in systems of Class 1, according to Figure 18.6 an end-of-charge
voltage of 2.4 V/cell is appropriate. However, the duration per day at this voltage should
be limited to two hours. During the rest of the day (if the charging power is available), the
battery voltage should be limited to 2.3 V/cell (charging regime as in Figure 18.23(b)).

In systems of Classes 2, 3 and 4, the end-of-charge voltage should be 2.45 V/cell
also limited to 2 hours per day. An end-of-charge voltage of 2.35 V/cell for the rest of
the day is appropriate (charging regime as in Figure 18.23(b)).

The values are valid for flooded and for VRLA batteries. In addition, for flooded
batteries an increase of the end-of-charge voltage up to 2.6 V/cell periodically for a
maximum of 5 hours per 14 days is appropriate. This causes gassing and therefore stir-
ring of the electrolyte. Nevertheless, an active electrolyte-stirring system as shown in
Figure 18.22 is the best and most efficient solution.

A significant lifetime extension can be achieved if the battery is charged to a really
full SOC at least twice a year. This can be achieved by charging the battery normally to a
solar-full SOC followed by a complete discharge with approximately I10. The discharge
must be followed by a recharge according to the IUI a charging regime (Figure 18.23c)
where the battery gets charged with 110 to 120% of the ampere-hour capacity taken from
the battery in the previous discharge or the nominal capacity (whatever value is higher).

The end-of-charge voltage limit depends on the battery-operating condition and on
the temperature. All values for the voltage limits given here are for a battery temperature
of 25◦C. At increasing temperatures, the voltage must be reduced by 4 to 5 mV/(K∗cell)
but not below 2.25 V/cell. At temperatures below 25◦C, the voltage must be increased
accordingly but not above 2.6 V/cell. To protect DC loads or electronic devices con-
nected directly to the DC bus bar, it might be necessary to limit the maximum voltage
accordingly.



SECONDARY ELECTROCHEMICAL ACCUMULATORS 847

18.4.7.6.2 Deep-discharge protection

Lead acid batteries suffer from deep discharge for several reasons. An increasing depth of
discharge results in a decreasing acid concentration and due to the increased sulphate
solubility in accelerated sulphation (Section 18.4.7.4.2), corrosion (Section 18.4.7.4.3)
and higher sensitivity to freezing (Section 18.4.7.4.7). Further, the mechanical stress is
increased because of the changes in the specific volume of the active materials and in long
battery strings, the risk of reverse charging of single cells (Section 18.4.7.4.6) increases.

Therefore, the maximum depth of discharge should be limited during normal
operation.13

While choosing the appropriate DOD for the operation strategy, the data-sheet
information given by the manufacturers should be analysed. They often give the number
of cycles during the lifetime of a battery as a function of the depth of discharge. However,
for the system design the number of cycles is not the most important parameter. The level
of capacity throughput that can be realised during the battery lifetime is of more relevance.
A cycle with 50% DOD means that only 50% of the capacity is used and therefore the
overall capacity throughput for, for example, 200 cycles with 50% DOD is equivalent
to 100 cycles with 100% DOD. However, from the point of view of the system design
a battery which is limited to 50% DOD during normal operation must have double the
size with respect to a battery with 100% DOD during normal operation. This is worthy
of mention because batteries are always limited by the capacity throughput on one hand
and by operation life on the other hand. Therefore, it makes no sense to operate a battery
which is, for example, rated for 10 000 cycles at 20% DOD in autonomous power supply
systems even though this might promise the highest capacity throughput. Assuming that
on a daily basis 10 000 cycles take place, it would take more than 25 years to achieve
this. However, the battery lifetime would not last that long due to other ageing processes.

Figure 18.24 shows for two different batteries the cycle life as a function of the
DOD (data taken from data sheets) and the resulting capacity throughput. It is obvious that
for the battery Type 2, the capacity throughput is almost independent of the DOD but for
battery Type 1 there is a strong dependency leading to higher throughputs at lower DODs.

For practical purposes, the following “rules” can be used, which have proved their
suitability in the field. In Classes 1 and 2 (Section 18.3.2), the maximum DOD should
be 60 to 70% and in Classes 3 and 4, 80 to 90%. The lower values are for flooded
batteries and the higher values are for VRLA batteries. Low-cost “solar batteries” should
be operated to a maximum of 50% DOD. It is very important to take into account that
the mentioned values for the DOD are given on the basis of the C10 capacity. Using, for
example, 80% of the C100 capacity means using more than 100% of the C10 capacity and
this is hazardous.

Control of the maximum DOD can be realised either by deep-discharge discon-
necting voltage or on the basis of the state of charge. Most commercial charge controllers

13 As stated in the subsection on charging, a complete discharge of the battery to 100% DOD twice a year is
of benefit to the battery. This is not in contradiction to a limited DOD during normal operation. The defined
discharge is done within a short time and is followed directly by complete recharging of the battery. In normal
operation, discharge times and duration in deep states of charge can be very long and the next full charging
may occur only weeks or month later.
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Figure 18.24 Number of cycles and overall charge transfer (capacity throughput) in units of the
rated capacity during the battery lifetime as a function of the depth of discharge during cycling.
Data from data sheets from battery manufacturers

Table 18.5 Typical end-of-
discharge voltages up to which
100% of the C10 capacity has
been discharged from the bat-
tery at different discharge cur-
rents at room temperature

Idischarge U

[V/cell]

1.0 × I10 1.80–1.85
0.5 × I10 1.85–1.90
0.2 × I10 1.90–1.95
0.1 × I10 1.95–2.00

control the maximum DOD by the voltage. The drawback of this method is that the
discharged capacity up to a certain voltage limit depends very much on the discharge
current. Table 18.5 shows typical end-of-discharge voltages up to which 100% of the C10

capacity has been discharged from the battery. This shows the problem of an efficient
DOD control. If the maximum DOD is assured by a high voltage limit even at small
currents (e.g. 1.95 V/cell), the available capacity at higher currents is very limited [27].
Figure 18.25 shows a more pronounced version of the problem. A given voltage limit
might be appropriate for one battery type, but for another with the same technology (flat
plates, lead acid and flooded electrolyte) the discharge curve looks quite different and the
same voltage limit results in significant differences in the maximum DOD with respect to
the minimum SOC defined to protect the battery as shown in the figure. The difference
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Figure 18.25 Discharge curves of six batteries rated for the same capacity, with the same tech-
nology (flat plate, flooded lead acid and all batteries new). The voltage is shown as a function
of the state of charge of the batteries. The state of charge is calculated on the basis of the dis-
charge ampere-hour and the nominal (not measured) capacity. Capacity tests were performed with
0.1 × I10. The voltage is given for a 12-V block battery made from 6 cells connected in series (a
typical design as used for SLI batteries for cars)

in SOC for the same voltage limit could be as high as 25%. Taking into account different
battery technologies, the differences in SOC are even higher. In autonomous power supply
systems, low and high currents occur (Figure 18.5, [9]).

Two solutions for the problem are available. One is a current-compensated end-
of-discharge voltage threshold and the other is the use of state-of-charge determination.
The latter solution is the most appropriate for autonomous power supply systems. There
are various methods for state-of-charge determination in lead acid batteries, which are
appropriate for autonomous power supply systems [26].

18.5 SECONDARY ELECTROCHEMICAL BATTERY
SYSTEMS WITH EXTERNAL STORAGE

The secondary batteries described in Section 18.4 use electrodes both as part of the
electron-transfer process and to store the energy via electrode solid-state reactions. Con-
sequently, both energy storage capacity and the power rating are intimately related to the
electrodes’ size and shape.

Electrochemical batteries with external storage overcome this drawback. The reac-
tion occurs within an electrochemical cell and the energy is stored in two tanks separated
from the electrochemical cell. The electrochemical cell has two compartments, one for
each storage medium, physically separated by an ion-exchange membrane. This allows
the designing of the battery power and the energy content separately.
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Here, a distinction between the so-called redox-flow batteries in which salts are
dissolved in liquid electrolytes and the hydrogen/oxygen storage systems based on the
electrolyser and the fuel cell will be made.

The costs for the converters and therefore the power sizing are independent of the
storage size. Therefore, these systems show an economy of scale concerning the energy
storage. The larger is the storage, the lower are the specific storage costs. This makes the
systems interesting for seasonal storage or other long-term storage applications.

18.5.1 Redox-flow Batteries

In redox-flow batteries, the active material is made from salts dissolved in a liquid elec-
trolyte. The electrolyte is stored in tanks. As the solubility of the salts is typically not
very high, the energy density is in the range of lead acid batteries. The electrochemical
charge/discharge reactions take place in the converter, which determines the power of
the system. Therefore, redox-flow batteries belong to the group of batteries with external
storage. Redox-flow batteries were already under investigation for stationary applications
in the 1970s and 1980s. An overview of these activities can be found in [28]. Owing
to problems with the materials, the investigations were almost stopped but were again
started in the last year.

Redox-flow batteries work with electrolytes in two circulations. Each circulation
contains a redox system whose valence is changed during charging and discharging. The
change in the valence of the two redox systems should take place at preferably high
potential difference as this forms the equilibrium voltage of the battery. Figure 18.26
shows the principle of the redox-flow battery with the vanadium battery (equation (18.14))
as an example. The valence of all ions during each step can be seen in the figure.

Several different combinations of salts were and still are under investigation.

Fe-Cr Fe3+ + Cr2+ � Fe2+ + Cr3+ (18.12)

Br2Cr Br2 + 2Cr2+ � 2Br− + 2Cr3+ (18.13)

Vanadium V5+ + V2+ � V4+ + V3+ (18.14)

Regenesys 3NaBr + Na2S4 � 2Na2S2 + NaBr3 (18.15)

Several problems with redox-flow batteries have occurred and are still unsolved. The
stability of the separator and the mixing of the electrolytes through the separators are
severe problems. Therefore, the vanadium system became the centre of interest in the last
few years as the materials and electrolytes are similar for the positive and the negative
electrodes. Therefore, a crossing of ions through the separator just causes coulomb losses,
but causes no deterioration of the electrolytes.

Defining the specific energy densities is difficult because of the independent sizing
of the converter and the storage. Typical values for 20 kW/20 kWh vanadium redox-flow
batteries are about 20 Wh/kg and 50 W/kg. For mobile applications in electrical cars,
this is not enough, but for stationary, especially in load levelling, applications it is an
interesting option. Figure 18.27 shows a prototype of a redox battery at laboratory scale
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Figure 18.26 General concept of a redox-flow battery with two electrolyte/active mass circula-
tions. The circulation in the upper row is equivalent to the negative electrode, the lower row denotes
the positive electrode. In brackets, the vanadium battery is given as an example. The figure is based
on an idea from [29] (EE: electrical energy, CE: chemical energy)

Figure 18.27 Prototype of a vanadium redox-flow battery with 32 cells and 14 Ah (Picture Cour-
tesy by ZSW [29])

and Figure 18.28 shows a schematic of a redox-flow battery in the megawatt hour. As
there have been no commercial products in operation for a long time, data on lifetimes are
hardly available. Theoretically, long lifetimes can be expected as no part of the system
undergoes structural changes as they occur in most other battery technologies. In literature,
data for a vanadium battery with more than 13 000 cycles have been reported [30]. In any
case, a regeneration of the electrolyte/active mass is possible. The influence of vanadium
batteries on the environment is described in [31]. No material loss or “down cycling” of
the electrolyte including the vanadium occurs.

What is true for the lifetime is also true for the costs. Rough estimations show,
for the vanadium battery, costs of approximately 200 ¤/kWh for batteries with more than
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Figure 18.28 Schematic of a redox-flow battery in the megawatt hour range [29]

20 h of discharge time at full power [29]. As no mass production is established, these
data are subject to speculations on the mid-term achievable cost figures.

The energy efficiency for the vanadium battery has been demonstrated to be 80
to 85% for the cell itself. As the system requires peripherals (mainly pumps for the
electrolytes), the system efficiency can be in the range of 75%, which is considerably
better in comparison with the hydrogen system described in Section 18.5.2. No self-
discharge of the electrolytes in the tanks occurs. An optimum operation temperature for
redox-flow batteries is defined by an optimum of the solubility of all the salts in the
electrolyte while avoiding any recrystallisation of a salt.

18.5.2 Hydrogen/Oxygen Storage Systems

The other major technology with external storage is the use of liquid water (discharged
state) and its gaseous components hydrogen and oxygen (charged state) [32].

Water can be split into hydrogen and oxygen gas by the fundamental
reaction (18.16).

2H2 + O2 � 2H2O (18.16)

Electrolysis of water starts at 1.23 V/cell. A hydrogen storage system consists of three
major components that are listed below:

1. An electrolyser for the production of the gases from electric power,

2. Gas storage for the hydrogen and, depending on the system’s design, for the oxygen.
Hydrogen is commonly stored either in pressure tanks or metal-hydride tanks.

3. A fuel cell to reconvert the gases into water and electric power. Hydrogen is taken
from the storage and oxygen either from gas storage or from air.

Electrolyser/fuel cell systems have been demonstrated; the technology, however, still has
to go through a long process of maturation until it reaches the market at acceptable costs
and with high reliability.
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18.5.2.1 Electrolyser

Electrolysers are needed to produce hydrogen and oxygen gas from water by using electric
power. Electrolysis is used in many industrial processes apart from hydrogen production.
Two technologies for low-temperature water electrolysis are available today:

• Alkaline electrolysers

• Polymer electrolyte membrane (PEM) electrolysers.

In addition, high-temperature steam electrolysers are under investigation, which are in
general good for higher efficiencies (see [33]).

Special electrolysers can release the gases already under pressure without using an
additional compressor. PEM electrolysers can have efficiencies of 80 to 85%. They are
commercially available, but are very expensive because only a few units are sold and
expensive materials (membrane, catalysts) are needed. Presently, there is no important
market for PEM electrolysers in the kW range. However, larger alkaline electrolysers for
use with wind or water power plants are commercial and in operation. Reference [34]
gives an overview on a research project on electrolysers operated by wind turbines.

18.5.2.2 Gas storage

Three major technologies for hydrogen gas storage are available today:

1. Pressure tanks (low pressure up to 30 bar, medium pressure up to 200 bar and high
pressure up to 700 bar).

2. Metal hydrides with adsorption of hydrogen.

3. Liquid hydrogen storage (only for large scale applications).

Low-pressure tanks can be used in conjunction with pressure electrolysers. Specially
designed electrolysers [35] produce hydrogen and oxygen at 30 bar without any compres-
sor and therefore a minimum of energy loss due to compression. Medium-pressure tanks
or bottles can be fitted to compressors. Today, hydrogen mechanical compressors with a
high efficiency for small gas volumes are hardly available. Presently, no compressors for
hydrogen with flow rates below approximately 10 Nm3/h are available.14 Another tech-
nology for gas compression is thermal compression with metal hydrides. The pressure in
a metal-hydride storage unit increases significantly with an increase in temperature. As
different metal alloys have different pressure/temperature curves, gas compression in a
multi-stage process is possible. High-pressure gas bottles from composite materials are
under development and in operation in R&D and demonstration projects.

Metal hydride is an interesting material for hydrogen storage. The hydrogen is
adsorbed within the highly porous metal hydride. In fully loaded metal-hydride tanks, 1 to
2% of the overall weight is hydrogen. The volumetric energy density of metal hydrides is
comparable with a 200 bar pressure bottle. The pressure in a metal-hydride tank depends

14 Nm3 is the typical dimension for a gas amount. It is a gas in a volume of 1 m3 at a pressure of 1 bar and a
temperature of 0◦C.
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on the temperature, the alloy and the state of charge. For outdoor applications, it is
important to be aware that the pressure in the metal-hydride tank at constant hydrogen
load approximately doubles with an increase of 20 K in temperature.

The energy content of 1 Nm3 of hydrogen gas is approximately 3.5 kWh. Depend-
ing on the fuel cell system and power-converter efficiency, between 1 and 1.8 kWh of
net energy can be drawn from 1 Nm3 of hydrogen gas.

A standard 200 bar pressure bottle contains 8.8 Nm3 of hydrogen gas. The cost
for metal-hydride storage systems is currently in the range of 500 to 1500 ¤ per Nm3.

For oxygen storage, currently only pressure tanks are commercially available. Mate-
rials with adsorption properties for oxygen are under investigation. A reduction in volume
by a factor of 3 has been achieved.

Nanotubes for hydrogen storage are under investigation. After a very optimistic
period some years ago, the optimism has been reduced, but meanwhile there are several
activities to investigate this technology which promises very low costs.

18.5.2.3 Fuel cell

As fuel cells can only replace batteries in conjunction with the hydrogen gas generation,
only the polymer electrolyte or proton exchange membrane fuel cell (PEMFC) is con-
sidered here. A very comprehensive overview of all the fuel cell technologies is given
in [36].

The basic reactions are given in equations (18.17) and (18.18).

Anode reaction H2 → 2H+ + 2e− (18.17)

Cathode reaction 1/2O2 + 2H+ + 2e− → H2O (18.18)

Figure 18.29 shows a schematic of a PEM fuel cell. If hydrogen and oxygen are stored, a
closed-loop operation with water and gases can be realised. Then, the water demand for
refilling is limited. If air is used instead of pure oxygen, the water produced in the fuel
cell process gets lost with the air throughput. The water household of the membrane is
one of the most challenging problems in fuel cell operation and control.

PEMFCs operate best at temperatures between 60 and 90◦C. The fuel cell stack
itself can operate at an efficiency of 50 to 60%. The overall fuel system has additional
components beside the stack like air compressors, electronics, valves and security devices.
They cause a self-consumption of the fuel cell system and therefore reduce the overall
efficiency to 35 to 50%. The efficiency is higher if pure oxygen is used instead of air, but
this requires an additional oxygen tank. The stack efficiency is calculated from the ratio
of the fuel cell voltage during power generation and the electrochemical potential of the
reactants, which is 1.23 V. The coulomb efficiency is considered as 100% even though
some gas losses synonymous with coulomb losses due to the penetration of gas through
the membrane occur as well.

A big advantage of fuel cells in comparison with motor generators are the high
efficiency even at partial loads. Usually the stack efficiency increases with decreasing
power output.
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Figure 18.29 Schematic of a polymer electrolyte membrane fuel cell (PEMFC)

The current/voltage characteristic of a fuel cell is quite similar to the characteristic
of a PV cell. Unlike secondary electrochemical batteries, the voltage depends very much
on the current. To supply a load with a constant voltage, power electronics are necessary.
The power electronics are also needed to adjust the point on the I/V curve corresponding
to the actual power demand. Therefore, the operation of a fuel cell in applications with
varying load demands without power electronics is impossible. Charging of a battery with
a fuel cell is in principle possible. However, the fuel cell must not exceed certain current
limits for a safe operation. Power electronics that limit current and voltage according to
the requirements are highly recommended. Power electronics are necessary in any case
if a controlled charge of a battery according to one of the charging regimes given in
Figure 18.23 is necessary.

Presently, no cost figures for marketable fuel cells can be given as all available
PEM fuel cells are prototypes for R&D and demonstration. However, there is a huge bunch
of activities in fuel cell research. They are mainly driven by the automobile industry and
by the combined heat and power generation CHP space-heating applications. The target
figures for fuel cell systems in these applications are approximately 100 euro/kW for
automobiles and 1000 euro/kW for CHP space-heating systems.

18.5.2.4 Applications

Hydrogen storage systems have a low overall efficiency. Even under the assumption
of a fuel cell system efficiency of 50%, an electrolyser system efficiency of 85%, no
energy losses for the hydrogen storage and efficiencies of 97% each for the two power-
converting steps, an overall storage system efficiency of 40% maximum is achievable.
Compared with approximately 90% efficiency in lead acid or lithium batteries, this is
rather small and rules out the hydrogen system as the principle and only energy storage
unit in autonomous power supply systems. This will be the fact as long as the power
production is as expensive as it is now. Secondly, the specific storage costs per kilowatt
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hour with the hydrogen system must come down to the values of today’s lead acid batteries
and thirdly, the technical reliability of the complex hydrogen system must be as high as
with conventional batteries. The hydrogen storage system is far away from all these goals
and these goals will be hardly achieved within the next decade.

One interesting line of development is the reversible fuel cell RFC. RFCs fulfil
the functionality of the electrolyser and the fuel cell at the same time. As the process
is completely reversible, this is an obvious solution. Technical problems concerning the
catalysts and the gas and water management within the cell have to be solved [37]. No
commercial products for field applications are available in this technology today.

Applications in autonomous power supply systems will have a combined storage
system made from a conventional battery and the hydrogen system. Figure 18.30 shows a
principle system design as it is currently under development within an R&D project [38].
The hydrogen system here substitutes the conventional motor generator, which is used
today in hybrid systems to bridge the energy gap between summer and winter. A con-
ventional lead acid battery (five days of autonomy) is assisted by the hydrogen storage
systems. During summer, the energy excess from the PV generator is used to produce
hydrogen in the electrolyser (oxygen is released to the atmosphere). The hydrogen is
stored in a metal-hydride tank. During winter, in long periods with low energy supply
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Figure 18.30 Example of an autonomous power supply system for telecommunication with a
PVgenerator, a lead acid battery for short-term storage (five days of autonomy) and a hydrogen
storage system for seasonal energy storage. The system and components have been developed by
partners in the EC co-financed project FIRST [38]
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from the PV generator the fuel cell takes the oxygen from the air and the hydrogen from
the tank to produce electrical power.

This concept allows operating the system with very high reliability with respect to
the power supply throughout the year without any conventional fuel. The shift of energy
from the summer to the winter is beneficial, as, otherwise, in Central Europe a larger
PV generator or motor generator would be required to fulfil the energy requirements
during winter. Numerous other systems of this type for different applications have been
developed and installed by R&D projects within the last decade (e.g. [39–41]).

18.6 INVESTMENT AND LIFETIME COST
CONSIDERATIONS

While designing an autonomous power supply system, it is essential to face the lifetime
costs rather than looking only into the initial investment costs. The battery has major
impacts on the system design, system operation and overall costs.

• The battery causes a considerable part of the initial investment costs.

• The size of the battery influences significantly the solar fraction of the power sup-
ply system.

• Typically, more than two-thirds of the energy flow in an autonomous power supply
system goes across the storage system. Therefore, the battery acts as an important
consumer of electrical energy due to its efficiency of less than 100%.

• The battery voltage influences the selection of the electronic components or vice versa.

• The battery is subject to ageing. Ageing depends very much on the operating conditions
of the battery. Operating conditions depend on system sizing and control strategy.

• The lifetime of the battery determines the running costs through the replacement
investment.

• The battery needs regular maintenance.

• Depending on the type of the battery, the different requirements of the battery room
have to be considered. The requirements are defined in the standards.

These facts are valid for all battery technologies. For the system design, the character-
istics of the chosen battery technology must be taken into account. For the following
considerations, only lead acid batteries are taken into account.

Investment costs for lead acid batteries depend very much on the technology and
the quality of the battery. Typical costs for end users are in the range of 75 to 250 ¤/kWh.
Lifetimes are – depending on the operation conditions – 3 to 8 years. Depending on the
sizing of the system (days of autonomy) and the lifetime, the battery will be subjected to
100 to 1000 capacity throughputs. This results in electricity costs of 0.20 to 0.75 ¤/kWh
dedicated to the storage unit. Additional costs occur for the peripherals, the charge con-
trollers res. chargers and maintenance.

Lead acid batteries need maintenance once or twice a year to check the cell con-
nectors, to measure all cell or block voltages to identify weak cells, to clean the tops of the
batteries to avoid creeping currents between the poles, to refill water for flooded batteries
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and to check the general state of the battery. The set points of the charge controllers or
the battery management should be checked. For a 48 V battery system with single cells,
30 to 60 min for the maintenance are necessary.

Figure 18.31 gives an example of the cost share of the battery in a PV battery
system. The system is designed to supply power with 100% reliability at a location in
Mexico. The left-side graphs show a system that was designed to minimise the initial
investment costs under the given boundary conditions. The right-side graphs show the
results of a minimisation of the lifetime costs. The calculation includes the initial invest-
ment costs, maintenance, repair and replacement of the components, capital costs and
other operating costs. It can be seen from the graphs that the lifetime costs are 288% or
248% of the costs for the initial investment. Sizing of the system with respect to lifetime
costs resulted, in this example, in an overall cost reduction of 14%. It is interesting to
see that this was achieved by approximately 20% higher investments in the PV genera-
tor. This allows on one hand a reduction of battery size by approximately 25% and on
the other hand the larger PV generator allows a more frequent complete charging of the
battery and therefore a lifetime extension. This altogether resulted in a cost reduction for
the battery of more than 40% and – as mentioned above – for the overall system of 14%.
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Figure 18.31 Comparison of costs for a PV battery system derived under different assumptions. Left-side
graphs show the costs for the system optimised by initial investment costs, right-side graphs show the costs
for a system optimised by lifetime costs. The overall costs for the initial investments (upper graphs) and the
overall lifetime costs (lower graphs) calculated according to the annuity method are normalised to the initial
investment costs for the system optimised by initial investment (cost index = 100%). Location, Mexico;
annual power consumption, 1500 kWh; effective interest rate, 6%; lifetime of components: PVgenerator
20 years, electronic components 15 years, battery according to sizing and operating conditions, calculations
and optimisation done with the simulation tool TALCO[42]
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This example is just to illustrate the importance of an integrated system planning
and design. Powerful tools are necessary and available [42]. The battery is the component
with the highest cost share in autonomous power supply systems. Other than in photo-
voltaics, cost reductions on battery investment costs will be small within the next few
years as lead acid batteries are already a commercial product today with a market of
more than 10 billion euro per year in the different applications. Cost reductions can occur
from improved lifetimes and optimised operation strategies. These figures also show that
little tolerance for higher battery costs is given. This is important for the estimation of
the market entry of other or new storage technologies. Higher specific costs per kilowatt
hour of energy supply and significantly lower efficiency than that achieved today with
lead acid batteries will hardly be accepted by a commercial market.

18.7 CONCLUSION

Even though there is a wide range of possible solutions for storage in autonomous power
supply systems, the economic boundary conditions focus all solutions on lead acid batter-
ies. This will not change significantly for some years. Their electrical properties are very
good. Nevertheless, they have a bad reputation among system designers and operators,
which is mainly due to the fact that batteries have a limited lifetime. Owing to their
electrochemical nature, they have very complex operation and ageing patterns. Techni-
cally speaking, batteries have several time constants. Rapid levelling out of microcycles
occurs in the millisecond range, diffusion processes in the seconds and minutes range,
state of charge in the hour and day range and ageing effects in the day, month and
year range. Batteries have a memory with regard to operation conditions. Faults in the
operation can often hardly be repaired, but might show their negative impact much
later. Further, currently no method exists that allows a determination of the state of
health of the battery within minutes. Nevertheless, it is most likely that lead acid bat-
teries will be the leading storage technologies in autonomous power supply systems for
many years to come. This will be especially true if the still available improvements in
the lead acid technology concerning lifetime in autonomous power supply systems can
be realised.

Mainly lithium batteries have enormous growth rates in the portable market seg-
ment. Today, it is difficult to forecast the costs for larger units in terms of capacity for
lithium batteries – actual forecasts expect costs in the range of 150 ¤/kWh and from
the technical parameters the lithium batteries are most suited to autonomous power sup-
ply systems.

Double-layer capacitors will have their market in applications with very high power
demands in the range of a few seconds or less and most probably in combination with an
electrochemical battery.

In general, a battery is considered to be “used up” when it has less than 80% of the
rated capacity guaranteed by the manufacturer. Nevertheless, this usually does not mean
that the battery is completely non-functional. From field experience, it is well known that
batteries can be used easily down to 50% of the rated capacity. However, the users must
be aware that the days of autonomy are reduced according to the capacity loss and the
power available from the battery is reduced due to ageing.
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In hybrid systems, the solar fraction reduces with decreasing battery capacity.
However, as ageing proceeds, the danger of the so-called “fatal defect” increases. This
results in a more or less sudden breakdown of the battery, and can create considerable
problems for the user. They are usually due to short circuits, caused by erosion sludge,
corrosion flakes from the poles or dendrite growth between the electrodes. This risk
should be considered when the decision is made about replacing a battery with clearly
reduced capacity.

The operation strategy has a significant effect on the battery lifetime. It is necessary
to take this into consideration when planning and designing an autonomous power supply
system. Some additional investments in the battery peripherals will result in significant
savings within the system lifetime. Frequent additional full charging and deep-discharge
protection on the basis of a state-of-charge determination are highly recommended.

Hydrogen storage systems and redox batteries are options for the future, but the
hydrogen storage systems have a fundamental drawback concerning the efficiency and
the complexity of the system. Nevertheless, important impulses for their development
will come from load-levelling applications in grids with a high penetration of renewable
energy sources.

Further development on the conventional battery systems is necessary and will hap-
pen within the coming years. After almost one century (1880–1980) with no sustainable
market entry of different fundamental battery technologies, we have seen within the last
decade great achievements with nickel-metal hydride and lithium batteries, which were
not expected. Further, improved battery technologies and a more integral system design
and operation resulting in longer lifetimes will allow a decrease in the specific costs for
electrical energy storage within the next decade by approximately a factor of two. Further
cost reduction can hardly be seen from today’s point of view.
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In PV systems, power conditioning units are used to provide a match between the specific
characteristics of the PV generator and the connected balance of system (BOS) compo-
nents. Furthermore, they take over the control of other BOS components, for example,
batteries or back-up generators.

In general, the characteristic curve of a PV generator varying with solar radiation
and temperature does not match the characteristic curve of the load. In those cases, the
power conditioning unit effects a transformation of the load’s voltage and current in such
a way, that the PV generator is operated at its optimum operation voltage VMPP even
under changing boundary conditions.

In the following chapter, the characteristics of the most common power condition-
ing units – charge controllers, DC/DC converters and inverters – are described.

In almost every stand-alone system, a charge controller is required to optimally
operate the storage battery within safe limits as prescribed by the manufacturer.

The matching of PV generator and the load can be achieved by means of DC/DC
converters which can be integral part of a charge controller, an inverter or a DC pump,
but can also be a separate BOS component.

If in stand-alone systems the load requires an AC voltage, inverters are used to
convert the DC power supplied by the PV generator or the storage battery into AC power.
Inverters are mandatory in grid-connected PV systems. Here, besides high efficiency,
reliability and power quality, safety is an important issue and has to be dealt with.

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
 2003 John Wiley & Sons, Ltd ISBN: 0-471-49196-9
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19.1 CHARGE CONTROLLERS AND MONITORING
SYSTEMS FOR BATTERIES IN PV POWER SYSTEMS

In PV-powered systems, batteries are still the component with the lowest average lifetime.
Compared to solar modules, which in principle have an infinite economic lifetime and in
many cases offer a guarantee period of 25 years, the lifetime of batteries is much lower.
The maximum lifetime found in practice is around 8 to 10 years; in most cases it is in the
range of 3 to 6 years and in some cases even lower. The upper limit will be determined
by normal ageing; the shorter lifetimes are mostly caused by inappropriate treatment or
unsuitable control strategies. This topic is discussed in Chapter 18.

Looking at the battery cost in a typical PV diesel system, one can find that its
share of the initial costs is around 15%. Because of repeated replacement of exhausted
batteries, this initial share grows to more than 35% or even 50% over the expected
25-year service life of the system. Compared to this, the costs for solar modules and
other balance-of-system components become small.

To achieve minimum lifetime costs and satisfying operation of the PV system,
equipping the battery with appropriate peripherals is money well spent. Some examples,
such as systems to automatically mix the electrolyte to prevent acid stratification or auto-
matic water-topping systems, are explained in Chapter 18. Besides this, the application
of appropriate operation modes is a crucial factor.

In this chapter, the technical realisation of the key component, the “charge con-
troller”, will be described. Furthermore, a new system to operate long battery strings
optimally will be introduced.

19.1.1 Charge Controllers

The fundamental task of a charge controller is to operate the battery within the safe limits
defined with respect to overcharging and deep discharging by the battery manufacturer or
by the operation mode.

Compared to conventional battery chargers powered by the public grid, the situa-
tion is much more complex in PV systems. Here, charging power and energy are limited
and depend on the varying insolation and load demand. Well-known charging strategies
such as constant-current–constant-voltage charging (CC/CV) or more complex charging
strategies, cannot be applied one to one. For example, in PV systems the charging cur-
rent varies according to the insolation. Nevertheless, the term used is “constant current
charging”. Also, regular full charging of the battery – which is very important for a long
service life – cannot be guaranteed.

Furthermore, very high energy efficiency is crucial for all balance-of-system com-
ponents in PV systems. Most grid-powered battery chargers offer only unsatisfactory
efficiency values.

In the following sections, the fundamental technical concepts of charge
controllers [1, 2] as well as the associated control strategies will be explained. In addition,
a list of criteria will be given that should be taken into account when developing or
selecting charge controllers.
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19.1.1.1 Self-regulating PV systems

In small systems, such as house-number illumination or power supplies for measurement
systems, a charge controller can be avoided in special cases.

This is, for example, true for NiCd batteries, when the current provided by the PV
module is lower than the continuous charging current accepted by the battery. Also, such
“self-regulating” systems have been used in the past for systems in the 50-W range such
as light buoys.

In these systems illustrated in Figure 19.1, only a series diode is needed to block
reverse currents from flowing into the module at night. To prevent overcharging of the
battery, specially tailored PV modules with, for example, 30 crystalline-silicon cells will
be used for 12-V lead acid batteries. With this low number of cells, the operating point
will move into the steeply sloping part of the module’s I –V curve when the battery is
fully charged.

To make this kind of system operate reliably, the load profile as well as the insola-
tion and temperature at the place of operation must be known accurately. Because cheap
and reliable charge controllers are available today in the market, such “self-regulating”
systems should be avoided.

In all cases, deep-discharge protection according to Section 19.1.1.6 should be
implemented.

19.1.1.2 Linear charge controllers

When PV applications commenced, the well-known principles of conventional linear
charge controllers were adapted to photovoltaics. These principles do not take advantage
of the special properties of solar cells, for example, that they are infinitely tolerant to
short circuits. Therefore, the initial linear charge controllers have been replaced by the
switching charge controllers described below.

Meanwhile, novel integrated voltage controllers have appeared in the market, which
make the principle of linear charge controllers a reasonable option in the power range up
to about 50 W like in Solar Home Systems (SHS).

In a linear charge controller, the charging current will be adjusted by a final con-
trolling element that acts continuously and is located either in series or in parallel with

BatteryModule

Diode 

Figure 19.1 “Self-regulating” PV system without a charge controller
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Figure 19.2 Linear charge controller based on the integrated voltage controller MIC 5158
(MICREL) labelled controller with an external power MOS-FET

the solar generator. By driving the controlling element appropriately, the battery voltage
can be prevented from exceeding the end-of-charge limit.

Figure 19.2 shows the block circuit diagram of a linear series charge controller. In
the constant-current (CC) phase, in which the battery voltage is below the end-of-charge
voltage, the control element MOS-FET T1 is fully conducting. The solar generator and
the battery are directly coupled via the blocking diode D1. The operating point of the solar
generator is determined by the instantaneous insolation and the battery voltage. The power
losses inside the control element are almost negligible in this phase. Additional power
losses are caused by the voltage drop across the blocking diode D1, which in most cases
will be a Shottky diode with a very low forward voltage drop. To minimise the power
losses, the blocking diode can be replaced by a second MOS-FET connected back-to-back
in series with T1. With such designs, care has to be taken that both MOS-FETs turn off
during the night, and that no reverse current flows into the solar generator!

It is important to note that in most cases the energy gained by the reduction of
power losses is not relevant for the function of the PV system. In fact, the goal is to
reduce the voltage drop across the controller, which finally leads to a saving of one or
two solar cells in the module.

As soon as the end-of-charge voltage has been reached, the gate voltage for the
MOS-FET T1 will be reduced by the controller. Now, the output voltage is kept constant
while the charging current will drop slowly according to the battery’s increasing state
of charge. In contrast to the first charging phase, now the difference between the solar
generator voltage and the battery voltage will occur at the transistor terminals and cause
some heat dissipation.

In Figure 19.3, the operating points for three different charging currents are shown
as an example. The shaded areas are proportional to the power dissipated in the control
element. As can be seen, this power is in the range between approximately one-fourth and
one-tenth of the instantaneous maximum power point (MPP) power of the generator. The
resulting heat must be dissipated by appropriate heat sinks. This is a clear disadvantage
compared to the switching charge controllers described below. On the other hand, there are
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Figure 19.4 Principle of (a) series and (b) shunt controllers

no problems with electromagnetic compatibility (EMC), and the battery will be charged
with a life-extending CC without micro-cycles.

19.1.1.3 Switching controllers

The above-mentioned disadvantage of intensive heat dissipation in linear charge con-
trollers can be overcome with switching controllers. In these controllers, the control
element is either fully closed (conducting) or fully open (blocking). Under ideal conditions,
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the power losses are zero in both cases because either voltage or current at the control
element is zero.

Once again, it must be pointed out that the additional energy gained in this way
is normally not relevant for the functioning of the PV system. By contrast, the reduction
of heat generation leads to savings in component costs (heat sinks) and to an increased
reliability due to lower component temperatures.

In a series controller as shown in Figure 19.4(a), the charging current will be
controlled by an element switched in series with the solar generator.

In early charge controllers, relays were used as switching elements, but today
semiconductor switches like MOS-FETs are used in almost every application.

One advantage of the series controllers is that in addition to PV generators, they
can be used for other power sources that are not being tolerant to short circuits such
as wind turbines. Furthermore, the voltage stress for the switch is lower compared to
the shunt controller described below. With a fully charged battery, the solar genera-
tor operates in the open-circuit mode. In this operation mode, no module overloading
due to partial shading can occur. On the other hand, the solar generator current is
fully turned on and off, which can lead to greater EMC problems compared to shunt
controllers.

In the past, the series controller was accused of having fundamentally higher losses.
This is no longer true since low-resistive semiconductor switching elements have been
used – the losses can be even lower than for shunt controllers. Furthermore, some early
series controllers did not start with completely flat batteries because they did not have
enough energy to activate the series switch. This problem can easily be solved by powering
the controller from the PV module instead of from the battery.

A parallel or shunt controller as shown in Figure 19.4(b) makes use of the electrical
characteristic of PV modules that they are infinitely tolerant to short circuits.

In the constant-current charging phase, the module current flows through the block-
ing diode D1 into the battery. When the end-of-charge voltage has been reached, the PV
generator is short-circuited by the switch S1. The blocking diode now prevents the reverse
current flowing from the battery into the switch. Furthermore, it suppresses the discharging
currents into the PV generator during the night.

In contrast to the series controller, this kind of charge controller will also reliably
start charging with a fully discharged battery, because the switch can be energised only
when the battery is fully charged.

The hybrid charge controller is a modified shunt controller, in which the blocking
diode is bypassed by a second transistor in the charging phase. This reduces the power
dissipation in the controller, which leads to smaller heat sinks and lower thermal stress.
Furthermore, the reduction of the voltage drop supports the use of cost-optimised PV
modules with a smaller number of series-connected cells, for example, 30 to 33 crystalline-
silicon cells for 12-V systems.

Another variant of the shunt controller is the partial-shunting controller according
to Figure 19.5. Here, only some of the series-connected modules are shunted via taps.
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Figure 19.5 Partial-shunting controller for high-voltage systems
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Figure 19.6 Sub-array switching controller for high-power systems

In consequence, the remaining generator voltage is too low to further charge the battery.
The advantage of partial shunting is the reduced voltage stress for the switch in high-
voltage systems. On the other hand, a tap and additional wiring are needed.

In high-power systems, sub-array switching according to Figure 19.6 is used for
charge control. The PV generator is set up as a number of sub-arrays (strings), and each
of these strings is connected to the battery via its own control element (e.g. blocking
diode and switch).
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Two different control strategies are used. The multiple switches can be driven in
parallel, turning the full array current on and off in one step. A preferred strategy is to drive
the switches in a certain sequence that allows stepwise adjustment of the charging current.

With all of the switching controllers described above, the designer or end user has
to be aware that the solar generator is directly coupled with the battery and the load. If the
battery connection is interrupted (maintenance work, lead breakage, blowing of the battery
fuse etc.), the full open-circuit voltage of the PV generator can be applied to the load and
may destroy it! To prevent damage, either the loads must be able to withstand the high
voltage or the controller must be designed to avoid voltages higher than the rated output.
This can be achieved, for example, by rapid over-voltage detection and load cut-off.

19.1.1.4 Control strategies

When the end-of-charge voltage is reached for the first time, the battery is not yet fully
charged. The missing 5 to 10% of charge can be added to the battery by keeping it
at the end-of-charge voltage level for a prolonged period. In this constant-voltage (CV)
phase, the charging current will slowly decrease. How can such a charging regime be
implemented by a series or shunt controller as described above, which can only switch all
of the PV generator current on and off? Two techniques are used in practice to approximate
the ideal CC/CV charging mode.

In a two-position controller, the charging current is dropped to zero by either
opening the series switch or closing the shunt switch as soon as the end-of-charge voltage
has been reached. As a result, the battery-terminal voltage decreases. The charging current
is enabled again when the battery voltage drops below a threshold that is between 5 and
50 mV/cell lower than the end-of-charge voltage.

This sequence gets repeated periodically and the charging pulses become shorter
and shorter, while the intervals in between become longer, as the battery’s state of charge
increases as shown in Figure 19.7. The average charging current decreases, while the
terminal voltage is more or less constant. The period of the cycle described above is

End of charge

Hysteresis

Charging Current pulses

Time

I

V

Vb

Figure 19.7 Battery voltage and current during charging
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not constant and depends on the battery capacity, the state of charge, the charging or
discharging current as well as the voltage hysteresis. It can vary from milliseconds to
minutes. If mechanical relays are used as switching elements, the period should not be
shorter than 1 to 5 min.

The second control regime found in practice is pulse-width modulation (PWM).
In principle, it works like the two-step controller described above, but the switching
frequency of the control element is fixed and determined by a clock generator. The
typical frequency is about 100 Hz. In the CC phase, the switch is permanently closed
and the full charging current flows into the battery. When approaching the end-of-charge
voltage, the duty cycle (the ratio between the charging time and the cycle period) will
be reduced towards zero by the pulse-width modulator. As mentioned above, the average
charging current will drop and the battery voltage is kept constant.

One advantage of PWM controllers is that the switching frequency is known and
constant. EMC problems can be solved more easily, and also monitoring of the average
charging current becomes simpler.

19.1.1.5 Matching DC/DC converter, MPP trackers

Both the battery voltage and the PV generator voltage vary over a wide range during
operation due to the changing state of charge and boundary conditions such as temperature
and insolation. When directly coupled, this leads to a certain mismatch between the actual
and the optimum operation voltage (MPP voltage) of the solar generator and therefore
causes energy losses.

The mismatch can be overcome by introducing a matching DC/DC converter (MDC)
that de-couples the characteristic curves of the PV generator and the battery. The power
stage of these converters corresponds to the well-known topologies such as buck, boost
or inverting converters. The control section is specially tailored to the PV conditions and
consists of two control loops: one for the input and the other for the output. As long as
the end-of-charge voltage has not been reached, the input voltage controller keeps the PV
generator voltage at a constant level by appropriate adjustment of the DC/DC converter’s
switching regime (PWM). The voltage level can either be fixed (CV mode) or can track
the actual MPP by an appropriate searching strategy (MPP tracking, MPPT). When the
end-of-charge voltage is reached, the output voltage controller takes over and keeps the
battery voltage at a constant level. The PV generator’s operating point then shifts towards
open-circuit conditions.

Numerous strategies and algorithms have been developed to find and track the
MPP of a solar generator. They can be grouped into two categories:

• Indirect MPP trackers
This type of MPP tracker estimates the MPP voltage by means of simple assumptions
and measurements.
Some examples from practice include the following:

– The operating voltage of the solar generator can be adjusted seasonally. Higher MPP
voltages can be expected in winter due to lower cell temperatures and vice versa.

– The operating voltage can be adjusted according to the module temperature.
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– The operating voltage can be derived from the instantaneous open-circuit voltage by
multiplication with a constant factor, for example, 0.8 for crystalline silicon solar
cells. The open-circuit voltage is measured periodically (e.g. every two seconds) by
disconnecting the load for one millisecond.

The advantage of the above-mentioned procedures is simplicity, but they only give an
estimate of the optimum operating point. They are not able to adapt to changing solar
generator characteristics due to ageing or soiling.

• Direct MPP trackers
In these systems, the optimum operating voltage is derived from measured currents,
voltages or the power of the PV generator. Therefore, they are able to react to changes
in the generator’s performance.
Some examples include the following:

– Periodic scanning of a part of the I –V curve. Here, the operating voltage of the
module is varied within a given voltage window by means of the DC/DC con-
verter. The maximum module power is determined and then the operating voltage
is adjusted to the corresponding voltage level. In practice, it is much easier to mea-
sure the output current of the DC/DC converter and to maximise it. This leads to
the same result as above.

– “Mountain-climb algorithm”. Here, the operating voltage is periodically changed in
small steps. The increment can either be constant or can be adapted to the instanta-
neous operating point as shown in Figure 19.8. If the module’s power (and therefore
the charging current) increases from one step to the next, the search direction is
retained; otherwise it is reversed. In this way, the MPP is found and the operating
point oscillates around the actual MPP.

The above-mentioned losses due to mismatch are mostly overestimated. Particu-
larly, if the components are chosen properly (e.g. modules with 30 to 33 cells for 12-V
systems), the energy losses are on the order of a few percent when using direct coupling

Module current
MPP

Vmod

Imod

Module
power

Figure 19.8 Working principle of the “Mountain-climb” MPP-tracking algorithm
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instead of ideal matching! Besides this fact, it should be considered whether the additional
energy gained by optimum matching is relevant to the function of the system at all. For
example, the battery in a typical Solar Home System will be fully charged before noon
and the excess solar energy will be dissipated.

In general, caution is indicated if the inventors or the manufacturers claim a tremen-
dous energy gain by the use of MPP trackers!

Nevertheless, there are three advantages in using charge controllers with matching
DC/DC converters:

• In the case of long wires from the PV generator to the battery, the generator voltage
can be chosen much higher than the battery voltage, resulting in lower currents and
therefore lower wiring losses.

• In small applications, the PV module can consist of only a few, large cells instead of
numerous small cells connected in series. This reduces production costs, the impact of
cell mismatch and the sensitivity to partial shading.

• More complex charging-current profiles can be realised by means of a DC/DC converter.

19.1.1.6 Deep-discharge protection

To achieve a maximum service life, deep discharging of batteries as well as prolonged
periods with a low state of charge should be avoided. Therefore, the load has to be
disconnected automatically from the battery as soon as the state of charge falls below a
certain level. The load should be reconnected to the battery only when a sufficient state
of charge has been reached.

Different criteria for detecting the deep-discharge condition have been explained
in Chapter 18. In commercial products, the battery voltage will be used as a criterion for
load disconnection. As soon as the battery voltage drops below a determined level, the
load will be disconnected via a (bi-polar) relay or a semiconductor switch. Also, a control
signal can be output to shut down balance-of-system components like inverters.

More complex charge controllers are able to generate a warning signal when
the deep-discharge condition is being approached. Also, different loads can be discon-
nected according to a given priority. Charge controllers including an energy-management
systems (EMS) are used to start back-up generators such as diesel or gas generators,
depending on the battery’s instantaneous state of charge. Additional parameters like load
demand, weather conditions and so on can be considered.

There should be an appropriate delay time td off of 10 to 60 s between the under-
shooting of the end-of-discharge level and the actual disconnection of the load as shown
in Figure 19.9. This ensures that undesirable disconnection of loads with large start-
ing currents, for example, motors, refrigerators, washing machines and so on can be
avoided. As the end-of-discharge voltage threshold depends on the instantaneous battery
current, some advanced charge controllers offer a current-dependent adaptation of the
disconnect threshold.

The ideal solution would be deep-discharge protection based on the actual state of
charge of the battery. As systems or algorithms for accurately measuring the state of charge
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Figure 19.9 Changes in the battery voltage and load current during discharge

under the complex boundary conditions in PV systems are still under development, this
type of controller is not yet in the market. For safety reasons, deep-discharge protection
systems based on algorithms should be combined with a redundant control system based
on simple voltage thresholds as described above!

The voltage threshold for reconnection of the load must be adjusted properly. If
it is too low, the battery’s open-circuit voltage will overshoot the threshold and the load
will be reconnected periodically. In spite of the protection system, the battery will be
deeply discharged and damaged. A time delay td on as described above is also appropriate
for guaranteeing a minimum state of charge before load reconnection.

In contrast to the end-of-charge threshold, the end-of-discharge threshold should
not be temperature-compensated.

19.1.1.7 Monitoring systems and interfaces

Successful functioning of most PV systems strongly depends on the co-operation of the
user. Reliable and meaningful information to the user about the current status of the
system – the battery in particular – is therefore crucial. It would be ideal to have a “fuel
gauge” that enables the system operator to plan the future energy demand. Such systems
to monitor the state of charge have been discussed in Chapter 18.

As a minimum, the charge controller should be equipped with a display, for
example, a light-emitting diode (LED) that indicates the conditions “Battery can be fur-
ther discharged (green)” and “Battery is fully discharged (red)”. Other conditions like
“Battery close to end-of-discharge” can be helpful. Furthermore, an experienced operator
can draw a lot of information from a meter showing the battery’s voltage and current as
shown in Figure 19.10.

All user interfaces should be ergonomic and provide only that information really
required by the operator.

Energy-management systems are equipped with (potential free) inputs and outputs
to communicate with external components, for example, to remotely start a diesel genera-
tor. In addition, standard interfaces such as RS 232, RS 485 or CAN-Bus can be integrated
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Figure 19.10 Charge controller with integrated voltage and current meter (Courtesy: STECA
Solarelektronik, Germany)

to parameterise the controller, to read out the status of the system or to download opera-
tion data from the built-in data logger. Another feature is to communicate with external
balance-of-system components via power line transmission.

In Solar Home Systems, the charge controller can act as an energy meter or can
be used to automatically debit energy costs from a pre-paid card.

19.1.1.8 Design criteria and appraisal factors for charge controllers

The following summary of requirements is intended to support a designer or a purchaser
of a charge controller. Which of these requirements must be met has to be decided
specifically for each individual application.

The values of voltage thresholds and so on are related to lead acid batteries.

1. Charging phase.

• The end-of-charge voltage threshold should be adjustable according to the battery in use
(2.3–2.5 V/cell at 25◦C). To prevent extreme misadjustment, the setting range should
not extend beyond these limits.

• The end-of-charge voltage can automatically be adapted to the system voltage (e.g.
12 V or 24 V).

• If the battery temperature is expected to deviate more than ±10◦C from the aver-
age temperature under operation, the end-of-charge voltage should have a temperature
compensation (approximately −4 to −6 mV/K per cell). If the temperature deviation
is smaller, temperature compensation is not mandatory and the threshold should be set
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according to the average battery temperature. Fail-safe behaviour is crucial in case of
a temperature-monitoring malfunction, for example, due to broken sensor wires.

• The thresholds must be stable over temperature and time.

• If relays are used as control elements, the minimum switching period should be 1 to
5 min.

• The charge controller should be able to charge totally flat batteries. As a minimum
requirement, charging should start from a cell voltage of 1.5 V.

• The battery voltage can be monitored by separate sensor wires. This is recommended
if the battery wiring is long and of low cross-section. Fail-safe behaviour is crucial in
case of broken sensor wires.

• The charge controller should be able to automatically perform gassing charging or
equilibration charging according to the manufacturer’s recommendations.

• It must be possible to prevent gassing charging in case of valve-regulated batteries
(Gel- or AGM-VRLA batteries).

• The output voltage must be limited to safe values in the case of system operation
without a battery, for example, due to unintended disconnection of the battery, wire
breakage or blowing of the battery’s fuse.

2. Deep-discharge protection .

• Deep-discharge protection is mandatory for a long service life. Only when the function
of the system is more important than the battery life (e.g. in SOS telephones), deep-
discharge protection can be omitted.

• The threshold voltages should be adjustable in a range of 1.5 to 2.0 V/cell. The adjust-
ment range should not extend beyond this range to prevent extremely incorrect settings.

• The threshold should not be temperature-compensated.

• The threshold must be stable over temperature and time.

• The threshold can automatically adapt to the instantaneous battery current.

• The threshold can be based on the battery’s actual state of charge.

• A time delay of 10 to 60 s should be implemented between undershooting of the
threshold and the actual load disconnection.

• A warning signal can be given out when the deep-discharge condition is approached,
for example, switch on a yellow LED 30 min before load disconnection at full load.

• Load disconnection can be performed according to load priorities.

• After load disconnection, only minimum current (<I10.000) should be drawn from the
battery. This can be achieved by appropriate design, for example, displaying of the
current system status only on demand.

• The threshold for load reconnection should be relatively high, for example, >2.1 V/cell.

• A time delay of 10 to 60 s should be implemented between overshooting of the recon-
nection voltage threshold and the actual reconnection of the load.

3. Efficiency .

• The parasitic consumption of the charge controller should be less than 0.2% of the PV
generator’s power, for example, <8 mA in a 12-V/50-W controller.
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• The voltage drop measured between the PV input terminal and the battery terminal
should be less than 4% at full charging current, for example, approximately 0.5 V in a
12-V system.

• The voltage drop measured between the battery terminal and the load terminal should be
less than 4% at full load current, for example, approximately 0.5 V in a 12-V system.

• The above-mentioned figures lead to an efficiency of >96% under rated charging as
well as discharging conditions.

4. Safety aspects and compliance to codes .
• The charge controller must be protected against the reverse polarity of the input voltage

and the battery voltage, for example, by a combination of fuses and diodes. Also,
interchange of the inputs and outputs must not lead to damage.

• The charge controller must permanently withstand the maximum possible open-circuit
voltage of the PV generator. This occurs at maximum insolation and minimum module
temperature.

• Inputs and outputs must be protected against transient over-voltages by appropriate
voltage arresters, for example, varistors.

• The charge controller must be designed according to the ambient temperatures at the
usage site.

• The housing for the charge controller must withstand the environmental stress at the
usage site, for example, protection level IP 00 inside a control cabinet, or IP 65 for
outdoor applications.

• The electronic components should be protected by lacquer or encapsulation.
• The terminals should be generously dimensioned and robust. Cage clamps are a pre-

ferred solution.
• The charge controller must comply with relevant codes concerning electric safety

and electromagnetic compatibility (EMC). It must have a Communautés Européennes
(CE) label.

19.1.2 Charge Equaliser for Long Battery Strings

19.1.2.1 Introduction

All electrochemical storage systems react sensitively to operating states that do not con-
form to their specifications, such as overcharging, deep discharge or reversed polarity.
The general observations are that the lifetime is shortened, the storage capacity and the
efficiency are diminished and more maintenance is required. Further, detrimental con-
ditions can arise with some batteries, for example, lithium-ion batteries, which lead to
destruction or even explosion.

Thus, the manufacturers specify the allowable charging and discharging voltages,
currents and also temperatures very precisely for individual cells – for the voltages, tol-
erances on the order of 1% are no exception.

However, on proceeding from the individual cell to series connection of sev-
eral cells or groups of cells, which are usually needed, a well-known phenomenon is
observed: in all applications, from laptops through PV systems and electric vehicles to
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un-interruptible power supplies and grid back-up systems, each individual cell in the
series connection behaves differently. This individualisation results from differences in
cell capacity, self-discharge rate, charging factor and so on. They are determined by
production conditions, ageing and temperature and cannot be avoided on principle.

Conventional charge controllers are not able to recognise this variation in the
behaviour of the cells, so that the undesirable operating conditions listed above arise.
In practice, it is evident that the “weakest link in the chain” determines the quality
of the whole string, and that the deviating performance of a single cell can lead to a
chain reaction.

The problem of increasing divergence in individual cell properties within a battery
has been known since the beginning of battery technology, so that over the years a number
of different procedures to solve the problem have been developed. Most of them are based
on the dissipation of the surplus energy of fully charged cells in a bypass element. This
approach is not suitable for applications in which highest efficiency is crucial, such as PV
systems. Furthermore, it is effective only with a fully charged battery – it has no impact
when the battery is being discharged.

On the basis of experience with numerous PV systems, active, non-dissipative
charge-equalising systems have been developed. In contrast to conventional dissipative
systems, here the surplus energy from cells having a higher state of charge is redistributed
among the remaining cells. As indicated in Figure 19.11, this redistribution occurs not
only during or at the end of charging but also constantly during discharging.

As a result, cells with a lower capacity are supported by the other cells during
discharge. Their relative state of charge decreases evenly with that of the cells with
higher capacity. In this way, the entire available capacity of all cells can be used. During
charging, some of the charging current is redistributed from weaker cells to stronger ones,
so that these are charged with a higher current, resulting in faster charging.

The energy redistribution also allows cells with larger capacity tolerances to be
connected together in series. Costly selection of matched cells during battery construction
can thus be avoided. In extreme cases, it is even possible to sustain operation with a
mixture of new cells and old cells after the replacement of defective cells. Additionally,

Energy

(a) (b)

Energy

Figure 19.11 (a) Support for a weak cell during discharge by redistribution of energy from
stronger cells. (b) Protection against overcharging
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it has been shown that the energy efficiency can increase as overcharging or reverse
charging is prevented.

19.1.2.2 The T-CHEQ principle

Several different procedures for active charge equalisation were developed and publicised
under the name “CHarge EQualizer” (CHEQ) [1].

The “T-CHEQ” principle is based on a multiple-gate forward converter as shown in
Figure 19.12. It can be used over a wide power range, but is particularly suited to higher
power values. Here, the cells are coupled magnetically via coils, which are wound around
a common core. The coils are periodically connected to the single cells with alternating
polarity via semiconductor switches. As the same voltage is induced in all the coils due
to the tight coupling, an equalising current automatically flows into or out of the cells if
there is any deviation from the average cell voltage. It is advantageous that all cells can
be treated simultaneously. Furthermore, this device can be extended to a battery charger
by feeding energy into an additional coil wound around the core.

19.1.2.3 Operating experience

The working principle of active charge equalisation has been proven in numerous labo-
ratory tests and pilot installations.

A typical charging cycle from a long-term test with a T-CHEQ system is shown
in Figure 19.13. The battery was charged according to a CC/CV charging profile with a
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Figure 19.12 CHarge EQualizer with transformer coupling (T-CHEQ)
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Figure 19.13 Voltages and currents of 16 series-connected cells during charging with an activated
T-CHEQ

Figure 19.14 Experimental set-up with a 342-V/200-Ah sealed lead acid battery with eight cas-
caded T-CHEQs

charging current of 16 A and an end-of-charge voltage of 2.35 V/cell. The upper curves
in Figure 19.13 show the 16 individual cell voltages and the lower curves show the
corresponding cell currents. The cells with a lower capacity are the first to be fully
charged – their voltage increases above the average voltage. As a result, the T-CHEQ
draws some of the charging current from these cells and directs it to the cells with a
lower state of charge. After 9 h, some cells are effectively charged only with 5 to 10 A,
whereas the charging current for others is around 20 A. At the end of the charging
phase, the T-CHEQ achieves a convergence of all the cell voltages and all the cells are
fully charged.

Investigations of a 342-V/200-Ah sealed lead acid battery (VRLA, Gel-type) with
eight cascaded T-CHEQs (Figure 19.14) show that such high system voltages can be
operated without any difficulties. This type of battery is very sensitive to overcharging
due to its demobilised electrolyte.
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19.2 INVERTERS

19.2.1 General Characteristics of PV Inverters

Since the production cost of PV electricity is several times more expensive than con-
ventional electric energy, conversion efficiency becomes predominant to the economics
of the total PV system. As a consequence extremely high efficiency not only in the
nominal power range but also under a part-load condition is a requirement for PV invert-
ers in grid-connected as well as in stand-alone systems. Since some characteristics of
both types of applications are different, they will be highlighted separately in the follow-
ing chapter.

19.2.2 Inverters for Grid-connected Systems

This configuration consists mainly of the following components: the PV generator, the
inverter, the safety devices and, in many cases, the electric meter as shown in Figure 19.15.

The actual power fed into the grid can be estimated by multiplying the actual
power of the PV generator with the actual efficiency of the inverter if we neglect the
losses in the safety device and in the meter. More important is the energy produced by
the system after a certain period of time, for example, after one year of operation. In this
case the mean efficiency of the inverter taking into account all load conditions throughout
the year becomes important. As a first step the inverter must allow the PV generator
to operate in the MPP by adjusting the corresponding operation voltage as shown in
Figure 19.16.

Many inverters adjust this operation voltage continuously to the actual MPP. This
operation is called maximum power point tracking (MPPT). The method most commonly
used to perform the MPPT is to change the actual input voltage in such a way that
maximum power is obtained (Figure 19.8). The effect of continuous MPPT is often over-
estimated. Simulation has shown that for grid-connected PV systems, CV operation leads
only to losses between 1 and 2% when properly adjusted [1, 2].

For optimum use of the PV energy, MPPT and CV operation can be seen as
equivalent. As a matter of their operation principle, single-phase inverters, which are
most common in small-scale PV systems (P ≤ 5 kWP), lead to deviations from the MPP
due to DC ripple, which is explained as follows: when injecting AC power into the grid,
the feed-in current should be in phase with the grid’s voltage, which means that the power
factor equals one as shown in Figure 19.17.

PV generator Inverter Safety device Meter Grid

0 0 5 3 7 7DC

AC

Figure 19.15 General structure of a grid-connected PV system
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Figure 19.16 Maximum power point (MPP) for different module temperatures
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Figure 19.17 Pulsewise injection of power into single-phase grids needs energy storage

As a consequence, the actual power injected into the grid becomes

P(t) = u(t) · i(t)
= uo · sin(ωt) · io · sin(ωt)

= uo · io · sin2(ωt)

= ui[1 + sin(2ωt)]

These power pulses with a frequency of 100 Hz are also shown in Figure 19.17. Since
the PV generator provides continuous and quasi-constant power and since power injection
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Figure 19.18 Deviations from the MPP through DC voltage ripple caused by the working principle
of single-phase inverters

into the grid is pulsewise, each single-phase inverter needs a storage element that can be
realised either using a capacitor or an inductor [3]. Since for economic reasons these
storage elements must be limited, a voltage ripple can be found with all single-phase
inverters at the DC side. This ripple forces the PV generator to deviate from the MPP as
shown in Figure 19.18.

Well-designed single-phase inverters show DC voltage ripple with a negligible
influence on MPP deviations. It should be noted at this point that three-phase inverters
inject a continuous power into the grid, which eliminates the need for this kind of storage.

19.2.3 Inverters for Stand-alone Operation

Typical inverters for this type are often supplied by batteries. They have to provide
constant voltage and frequency to the loads irrespective of the actual load profile. In case
of reactive loads they have to provide and to absorb reactive power.

In hybrid PV systems, they should be able to operate in a bi-directional mode.
This means that they should be able to recharge the battery in case of surplus power at
the AC side.

Basically, both inverter types for a grid-connected and stand-alone operation have
very similar hardware elements with respect to power electronics. Differences are found in
inverter control.
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19.2.4 Inverter Principles

19.2.4.1 General aspects

Basically, inverters convert direct current (DC) into alternating current (AC) by inversion
of the DC polarity in the rhythm of the desired AC frequency (Figure 19.19). The symbol
used to describe an inverter is shown in Figure 19.20.

19.2.4.2 Square-wave-type inverters

A simple version of such an inverter is shown in Figure 19.21.

Load

InverterBatteryPV

S1

C1

=

∼

Figure 19.19 Typical configuration for stand-alone AC power supply systems

DC input AC output

=

∼

Figure 19.20 Symbol used to describe inverters

Switch 2

Switch 1

Transformer

DC
source

AC output

Figure 19.21 Layout of a simple inverter with square-wave AC output
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Figure 19.22 H-bridge-type inverter

AC at the primary windings of the transformer is produced by alternatively closing
the switches 1 and 2. If switch 1 is closed, switch 2 is open and vice versa. The resulting
AC output voltage is of the square-wave type, which may be used for resistive-type loads
such as incandescent light bulbs and so on. The two primary windings of the transformer
can be reduced to one if two more switches are used as shown in Figure 19.22.

In this configuration, the switches are opened and closed pairwise in such a way
that the groups S1 and S2 and the groups S3 and S4 open and close alternately. At the
output of the H-bridge formed by the switches S1 through S4, AC is already available.
The transformer is only necessary in case of a voltage transformation.

19.2.4.3 Inverters with sinusoidal AC output

Since many consumers and the public grid operate on the basis of sinusoidal voltage, high-
quality inverters should also be able to provide this type of AC output. This voltage form
can be produced by voltage-transformation principles. Two of the most common trans-
formation principles, namely, the step-down and the step-up converter and a combination
of both will be highlighted as well as a digital synthesis one.

19.2.4.3.1 Step-down converter (Buck converter)

With the help of these converters, the input DC voltage, which is, for example, generated
by the PV generator (VPV) as represented in Figure 19.23, can be stepped down.

If the switch S1 is turned on at t0, the diode D is reverse-biased and a circuit
current arises (Figure 19.24). The current (= iL) does not increase immediately but rather
rises with a rate imposed by the inductor L:

diL

dt
= VPV − Vload

L

Meanwhile, the inductor stores energy in a magnetic form. If S1 is turned off
after t = t1, the load is separated from the supplied system. The current is, however,
maintained by the stored energy in the inductor L and flows through the freewheeling
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Figure 19.23 Equivalent circuit diagram of a step-down converter
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Figure 19.24 Step-down converter during “on” state

VPV Vload

iLS1

C1 C2D

L

Figure 19.25 Step-down converter during “off” state

diode instead (Figure 19.25). Neglecting the voltage drop across the diode, the current
falls down, however, due to the following equation:

diL

dt
= −Vload

L

The capacitor C1 is used to support the supply voltage (VPV). In principle, S1 is
turned on and off with a switching frequency (i.e. with “ton” and “toff”). With regard to
Ohm’s law, the behaviour of the load voltage can be obtained from the load current (= iL).
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Figure 19.26 Behaviour of the load voltage of a step-down converter
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Figure 19.27 Equivalent circuit diagram of a step-up converter

As shown in Figure 19.26, the resulting load voltage obviously has a ripple, which can
be smoothed by the additional capacitor C2. Anyway, its average value (Vload) is lower
than VPV. In case the switching frequency is increased, for example, up to the kilohertz
range, then the necessary inductance can be reduced considerably.

The resulting voltage transformation can be described by the relation of the switch-
ing time as follows:

Vload

VPV
= ton

toff + ton

19.2.4.3.2 Step-up converter (Boost converter)

By rearrangement of the components of the step-down converter, a step-up converter can
be obtained (Figure 19.27). Contrarily, here VPV is stepped up. At a steady state as S1 is
still “off”, Vload is equal to the VPV, neglecting the voltage across diode.

As shown in Figure 19.28, during “on” state, without C1 the load voltage drops
immediately to zero. The circuit current (= iL) flows through the inductor L and S1 and
rises according to the following equation:

diL

dt
= VPV

L
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Figure 19.28 Step-up converter during “on” state

IPV

VPV Vload

iLL
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Figure 19.29 Step-up converter during “off” state
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t
ton toff

Figure 19.30 Behaviour of the load voltage of a step-up converter

After S1 is switched off (Figure 19.29), the induced voltage in the inductor adds
itself to VPV, which then lies across the load. iL flows through the inductor and further to
the load. Thereby, it falls down gradually because Vload > VPV:

diL

dt
= VPV − Vload

L

The proceeding of the load voltage is illustrated in Figure 19.30. The diode D
protects against a short circuit (i.e. discharge) of the charged capacitor C1, which is
assumed to be so big that it can smooth the load voltage completely.
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The resulting voltage transformation then becomes

Vload

VPV
= toff + ton

toff

19.2.4.3.3 Step-down/step-up converter (Buck/Boost or inverting converter)

This circuit (Figure 19.31) enables both step down and step up of a DC voltage. During
the “on” state, the energy given by the source (PV generator, in this case) is stored in
the inductor L (Figure 19.32). The stored energy in the inductor L is then delivered to
Rload during the “off” state (Figure 19.33). With the help of the diode D, the current flows
through the inductor L only in one direction during both “on” and “off” states. As a result,
Vload obviously has an opposite polarity to VPV. Therefore, the circuit is also called an
inverting converter. Equations describing the proceeding of the circuit currents can be
derived in the same way to both converters mentioned before and will not be done here.
As stated earlier, the capacitor C1 supports the supply voltage VPV and C2 smoothes Vload.
In conclusion, the amplitude of Vload can be either lower or higher than VPV depending
on the adjusted ton and consequently toff [4]:

Vload

VPV
= ton

toff

IPV

VPV Vload

Rload

iLS1

C1 C2L

D

Figure 19.31 Equivalent circuit diagram of a step-down/step-up converter

IPV

iL

S1

VPV Vload

Rload

L C2C1

D

Figure 19.32 Step-down/step-up converter during “on” state
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C1 C2L

iL

D

Figure 19.33 Step-down/step-up converter during “off” state

19.2.4.3.4 Combination of a step-down converter with an inverter

The combination of a step-down converter with a voltage inversion is shown in
Figure 19.34. It should be noted that in this configuration the voltage of the DC input
sources must always be equal to or bigger than the AC peak voltage.

C1

L1

C1

S0 S1

S2

D
AC output

DC sources

Figure 19.34 The combination of a step-down converter with inverters allows to produce
sine-shaped AC output voltage. Wave shapes correspond to the voltage at the terminals over them

19.2.4.3.5 Voltage shaping by digital synthesis

In a further concept, the step-down converter can be replaced by digital synthesis as
shown in Figure 19.34. In this concept, the desired voltage is obtained by binary addition
of individual voltage sources [5–7]. Depending on the sum of these sources, the sine-shape
can be approximated.

When using 5 sources, 32 voltage steps according to 25 adjustable levels can be
obtained as shown in Figure 19.35. The resulting total harmonic distortion (THD)1 can
be kept well below 5%.

1 Definition of THD: sum of the amplitudes of all harmonic frequencies compared to the amplitude of the
fundamental signal (the 50- or 60-Hz frequency).
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Figure 19.35 Digital waveform synthesis inverter

This concept provides extremely high efficiency since no induction coils or other
magnetic elements are required (see Figure 19.35). One disadvantage that can be seen
in the use of multiple voltage sources is the increase in cabling needs between the PV
generator and the inverter.

In this concept the switches (transistors) S1 through S4 are needed to invert every
second sine half-wave to arrive at AC. If using voltage sources with such voltages that
they can sum up with the peak voltage of the desired AC output as

n∑
i=1

Vi = 1.1
√

2VAC = 358 Volts for 230 V AC (+10% tolerance)
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no transformer is needed, which increases the efficiency of this concept further, especially
under part-load conditions.

19.2.4.3.6 Integration of the step-down principle into the inverting process

The four switches of the H-type bridge itself can also be used to form the desired sine-
shape of the AC output. In this case a choke has to be inserted between the bridge and
the AC output as shown in Figure 19.36. As has been shown in the concepts before,
the switches S1 and S2 and therefore S3 and S4 act synchronously, but their switching
frequency becomes very much higher than the desired AC output frequency that is called
the fundamental frequency. During the first half-period of the fundamental frequency
(10 ms for 50 Hz), the switches S1 and S2 change their on and off state in such a way
that the relation ton/t becomes proportional to the actual desired voltage similar to the
step-down converter principle shown in Figure 19.23. In fact, the step-down converter
principle has been extended to work under both positive and negative polarities.

The configuration shown in Figure 19.36 has become popular since only a very
few components are needed, resulting in high efficiency and low cost. One possible
disadvantage of this concept is the high DC input voltage necessary for proper working, for
example, 358 V DC for 230 V at the AC side. Adding a transformer between the load and
the inverter’s output allows reducing the DC input voltage according to its transformation
ratio. This combination can be found in many products that are in the market today.
Compared to the transformer-less version, separation of the potential between source
and load becomes feasible. Reduced efficiency and increased investment costs are the
consequences, however.

The concept shown in Figure 19.36 allows further operation in a reversed power
flow. This situation may occur for inverters in the stand-alone mode if the load is of a
reactive type or if surplus power from the AC side is used to charge the battery. In both
cases, the variable AC voltage must be transformed to the DC voltage level, which is
always higher than any value of the AC voltage as shown in Figure 19.37. By combining
S2 and D3 in Figure 19.36, a complete step-up converter can be realised for the positive
part of the AC voltage. For the negative part, the combination of S1 and D4 forms the
step-up converter for inverse power flow.

D1

D4

S1

S4

S3

S2

D3

D2
AC output

DC input

Figure 19.36 Pulse-width modulated (7-phase chopping) H-type bridge inverter
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Figure 19.37 (a) Step-down conversion in the forward power-flow mode. (b) Step-up conversion
in the reverse power-flow mode

19.2.4.3.7 Bi-directional step-up/step-down conversion

The concept described above allows reversed power flow only in cases in which the DC
voltage level is always higher than the peak voltage of the AC side, which means that
UDC ≥ 358 V for 230 V AC. However, there are two possibilities to lower the DC voltage
level, that is, to install a transformer at the AC side or to install a bi-directional DC-DC
converter at the DC side. Since a conventional step-down converter, as was described
earlier, is not able to act as a step-up converter in the reversed power-flow mode, either
two converters in anti-parallel mode or a different conversion concept would be necessary.
One topology developed by Cuk [8] in 1977, which is able to fulfil these requirements,
is given in Figure 19.38.

This conversion principle is in fact able to perform step-up as well as step-down
conversion in both directions. The relation between the input voltage U1 and the output
voltage U2 becomes:

U2 = U1 · ton

(toff + ton) ·
(

1 − ton

(toff − ton)

)

Switches S1 and S2 operate complementarily, for example, if S1 is on, S2 is off and
vice versa.

U1

DC input DC output

L1 L2 R2R1 C1

S1 S2 C2 U2

Figure 19.38 Bi-directional Cuk converter
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Figure 19.39 Three-phase PWM inverter

19.2.4.3.8 Three-phase configuration

The configuration shown in Figure 19.36 is also very well suited to be expanded into a
three-phase version as given in Figure 19.39 [4].

This type of inverter is normally suited to a power range above 5 kW. Connection
efforts at the AC side are somewhat higher since three terminals have to be dealt with.
The most striking advantage of a three-phase concept can be seen in the fact that the
power output and, thus, the power input are absolutely constant. As a consequence, no
storage capacitor at the DC input side is needed.

This concept can also be combined with a three-phase transformer in a way as has
been described earlier.

This inverter type is most commonly used in PV pumping systems. In contrast to
most other applications, PV pump inverters operate with variable frequency and voltage at
the AC output side. As an example, a typical characteristic of a centrifugal pump system
is given in Figure 19.40.

The figure shows the pump head as a function of mass flow. The parameters are
pump speed equivalent to the frequency and system efficiency.

Since the sinusoidal shape is obtained by a step-down process, as was described
earlier, lowering of the AC voltage can be easily performed by the same configuration.
In addition, MPP tracking can easily be performed by adjusting the frequency and pro-
portionally the AC voltage in such a way that the PV generator can provide maximum
power. In Figure 19.41, a typical PV pump system configuration is shown.

19.2.4.3.9 High-frequency concepts

If electric isolation between DC input and AC output is requested and if the bulky 50-Hz
transformer should be avoided, high-frequency (HF) transformer concepts may be used.
Three topologies using HF concepts will be described in this section.

In the first concept, the configuration as described in Figure 19.34 is used to operate
with a high frequency (some 100 kHz) using an HF transformer. The HF square-wave
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Figure 19.40 Characteristic of a centrifugal pump system

PV generator Three-phase inverter Three-phase motor Centrifugal pump

Figure 19.41 Typical layout of an AC PV pumping system

AC output is then rectified as shown in Figure 19.42, providing the desired DC voltage
necessary for PWM inversion according to the H-type Bridge explained in Figure 19.36.

Compared to the low-frequency concepts, it becomes obvious that the savings using
the HF transformer are widely being compensated by extra components. This might be
one of the reasons HF concepts have not widely been used in inverters offered to the
market so far.

When operating the high-frequency concept, as described in Figure 19.42, in the
PWM mode, in which the desired low frequency is used for modulation, a PWM series
of unipolar half-waves result after the rectifier at the secondary windings of the HF trans-
former. By means of the combination of L and C2, a unipolar series of sine-shaped
half-waves result, which are finally inverted with the H-type bridge as described in
Figure 19.43. The 100-Hz pulsewise power injection requests an adequate storage ele-
ment, which is realized by means of the capacitor C1. It should be noted that this storage
function is realized with C2 in the topology presented previously in Figure 19.42.

Finally, an HF concept is presented in which AC is directly produced at the sec-
ondary side of the HF transformer. In this case, the non-controlled rectifier shown in
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Figure 19.42 HF transformer combined with PWM H-type bridge inverter
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L1

S2
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Figure 19.43 HF transformer combined with PWM high-frequency generator at the input side
and a low-frequency H-type bridge at the output side

Figure 19.43 has been replaced by active switches combining the functions of rectifica-
tion and inversion. This configuration is shown in Figure 19.44. It should be noted that
in this case, the switches in the H-type bridge have to be operated in the rhythm of
the high frequency in contrast to the configuration according to the topology shown in
Figure 19.43. Since transistors switched with higher frequencies have higher losses as
well as higher investment costs, the benefit of saving the passive rectifier used in the
concept given in Figure 19.43 might be compensated by these facts to a certain extent.

19.2.5 Power Quality of Inverters

When dealing with power quality, a distinction has to be made between stand-alone and
grid-connected applications.

In a stand-alone operation, the output waveform becomes important for many appli-
cations. Square-wave inverters, according to the working principle shown in Figure 19.21
or Figure 19.22, may be used to power resistive-type loads such as light bulbs or simi-
lar objects. When feeding power to reactive-type loads such as motors, proper operation
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Figure 19.44 Direct AC synthesis at the secondary winding of the HF transformer. The PWM
high-frequency signal is inverted in the low-frequency rhythm and smoothed by means of L and
C2. C1 is needed to store the input energy in the rhythm, which equals twice the low frequency

might become difficult and losses inside the load created by the square-wave character of
the supply might occur [9]. For these load-types, ideal sinusoidal voltage supply would
be best. In reality, a compromise between this ideal voltage that results in high expenses
and a lower quality for cheaper investments must be found.

The deviation from the ideal sinusoidal voltage is normally described as total
harmonic distortion (THD). THD is usually defined as the ratio of the square root of
the sum of the squares of the rms values of the harmonics to the rms value of the
fundamental. This ratio is usually converted to percent or decibels (dB). As an example,
the third harmonic and their influence on the shape of the fundamental waveform are
given in Figure 19.45.

For high-quality power supply, the THD of the output voltage should be less than
5%, which corresponds with the quality of the public grid.

Fundamental
only

Fundamental
and

third harmonic

Figure 19.45 Influence of harmonics on the waveform
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As a second and very important power-quality element for stand-alone applications,
the ability to provide and to absorb reactive power should be mentioned. Typical loads
requesting reactive power are electric motors. Under these load conditions, the load current
is no longer in phase with the voltage as shown in Figure 19.46.

Proper handling of reactive power is only possible with appropriate topologies as
have been described and presented in Figures 19.36 and 19.37. In some inverter designs,
handling of reactive power is limited depending on the load type. In this case, the
acceptable power factor, which corresponds with the cosine of the phase-angle differ-
ence between voltage and current, is defined and the maximum power of the inverter is
given in kilovolt amperes (kVA) instead of kilowatts (kW). The energy of the reactive
power, which is to be absorbed and afterwards re-injected into the load, is normally stored
in capacitors of appropriate size.

If all the elements in the inverter allow for reverse power flow, a bi-directional
inverter is obtained, which can be used to charge the battery, when surplus power at the
AC side is available. The combination of a Cuk converter shown in Figure 19.38 with a
H-type bridge given in Figure 19.22 allows for such a concept.

Finally, stand-alone inverters should also be able to blow fuses in cases in which
a short current occurs in loads. This requirement is perfectly fulfilled with only a few
inverters. The reason can be seen in the high current needed to blow fuses. Depending
on the reaction time, this current can be as high as five times the nominal one as shown
in Figure 19.47.

Some inverters produce this high current by reducing the AC output voltage signif-
icantly. The resulting flicker observed for loads not to be separated by the fuse in question
may be accepted in most cases.

Since the output voltage of grid-connected inverters has to correspond with the
grid’s voltage, the quality of the current that is to be injected into the grid becomes impor-
tant. Under ideal circumstances, this current should be in phase with the grid’s voltage
(power factor = 1). The deviation from this power factor becomes therefore important for
the description of the power quality. All modern transistor-based inverters have a power
factor near unity at nominal load, with a tendency towards smaller values under part load
(Figure 19.48).

j

Power factor = cos j

Voltage

Current

Figure 19.46 Power factors �= 1 produced by reactive (inductive or capacitive) loads
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Figure 19.47 Current–time diagram for different fuse types: (a) characteristic left and (b) charac-
teristic right (DIN EN 60898, DIN EN 62019)
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Figure 19.48 Power factor as a function of the output power of a typical grid-connected inverter

For grid-connected inverters’ the THD of the current injected into the grid is used
to describe the inverters’ quality. The THD of the injected current, which is defined in
the same way as was done for the voltage. A high-quality grid-connected inverter shows
a THD in the current that is below 5%.
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19.2.6 Active Quality Control in the Grid

Since the power factor in modern grid-connected inverters can be adjusted by internal
control, this kind of inverters can be used to compensate reactive power flow in the grid,
which otherwise must be performed by extra compensation units such as inductors or
capacitors. This ability can either be fixed to a constant value or, in case of an appropriate
communication system, be controlled by the grid operator according to the actual needs.

As a further means of power quality improvement, high-quality inverters are able
to compensate deviations in the sinusoidal voltage of the grid. As shown in Figure 19.49,
the inverter injects surplus power into the grid to compensate for the actual deficit in
the voltage.

In a later stage of PV use, inverters will have to prevent grid overloading. Grid-
connected inverters can easily handle this kind of power control by changing the DC input
voltage from the MPP in such a way that the PV generator reduces power production
to the desired level. This request may come in a situation in which several hundreds of
megawatts of PV power are fed into a local system. To allow for such ability, the grid
operator must be able to communicate with these inverters.

As a consequence, it can be stated that high-quality inverters will be able to improve
the power quality in the grid by adjusting the power factor, by reducing the THD and by
stabilising power flow through power control. To realise these functions, appropriate con-
trol and the availability of a communication element becomes necessary. A few inverters
in the market already show these features today.

19.2.7 Safety Aspects with Grid-connected Inverters

An important issue for grid-connected systems is associated with islanding protection.
Islanding may occur, if a part of the local grid is switched off, for example, for mainte-
nance reasons and if the injected power is equal to the actual load in the separated part
of the grid. This situation is shown in Figure 19.50.

The situation described above becomes very unlikely since not only the effective
power but the reactive power as well must be equal between production and consumption.

Figure 19.49 Inverter injects surplus power
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Separated part of the grid

Grid

Figure 19.50 After switch-off, the separated part of the grid may continue operation, if the injected
power by the PV system equals the actual load

As a first measure, frequency and voltage monitoring will identify by far most situations
in grids turned off since the smallest deviations in production or in consumption will lead
to changes in frequency or voltage or in both of them. The experience with big wind farms
has shown that limitation of voltage or frequency may lead to undesired results, however.

In case of heavy loads on the grid, both the voltage and the frequency may fall
below the set point. In this situation, cut-off of power sources takes place when they
would be needed urgently to support the grid. As a further method to identify islanding
conditions, monitoring of the grid’s impedance is being performed by injecting power
peaks, which do not correspond with the fundamental frequency (50 or 60 Hz), by the
inverter into the grid and by monitoring this influence on the grids voltage shape. This
method is currently accepted by German safety code.

This code, which applies to grid-connected single-phase PV systems smaller than
5 kW, requests a separation from the grid, if the impedance of the grid exceeds 1.75 ohms
or if a jump in the impedance ≥0.5 ohms occurs. Reconnection to the grid is allowed
for grid impedance smaller than 1.25 ohms. There are two independent monitoring and
switching systems that have been requested. One of the two systems must act on a
mechanical switch, for example, a relay, while for the second system, the semiconductors
of the inverter output bridge are accepted. Figure 19.51 explains this configuration.

In addition to the monitoring of the grid impedance, frequency deviations above
±0.2 Hz or voltage differences bigger than −15 or +10% must lead to a separation of
the grid as well. The safety protection device can either be integrated into the inverter or
installed separately between the inverter and the grid. The latter may be used preferably
in combination with small-scale inverters, for example, module-integrated ones. In these
cases, the investment cost for integrating the unit in each of the small inverters with a
power of not more than a few hundred watts may not be economic. In case of a separate
installation, one supervision unit could be used to protect several small module-integrated
inverters. As an alternative, also accepted as a safety device, voltage monitoring of all
three phases of the grid, which lead to a separation, if one of the three phases becomes
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Figure 19.51 Two independent grid-supervision units for safety against islanding (DIN VDE 0126)

zero, can be used in Germany. In case of a single-phase grid, as is the case in many rural
areas of the world, this method cannot be applied, however.

There is a limitation to be expected, if a big number of inverters are monitoring
the grid in this way. In this case, interference between the different inverters may lead
to unspecific interpretation of the grid’s response. It might become necessary therefore to
equip all inverters with communication capabilities. This feature would allow switching
off all relevant inverters by the grid operator if needed. As a further benefit, power-quality
improvements controlled by the grid operator will become feasible as well.
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20.1 INTRODUCTION
This chapter deals with two different questions: “How much solar radiation reaches the
surface of a photovoltaic (PV) collector?” and “What is the conversion efficiency of
this solar radiation into electricity?” Both questions are analysed from the PV-system
designer’s point of view, whose ultimate interests, depending on the type of application,
are the determination of the PV collector surface needed to provide a certain required
service, and the estimation of the average electricity yield from a certain PV array.

The input information available for the PV designer is usually restricted to the
12 monthly mean values of global horizontal irradiation, that characterise the solar climate
of the location, and to the electrical characteristics of the PV modules under Standard
Test Conditions (STC), as provided by its manufacturers. This chapter contains a whole
set of procedures applicable to most PV engineering practical problems using only this
input information. In particular, models to predict the long-term evolution of the solar
radiation incident over any arbitrarily oriented surface, and also models to anticipate the
electricity output of PV arrays operating in other than STC are described. Looking for
practical usefulness, the chapter is, as far as possible, self-contained and the formulae are
presented in such a way, that they can be applied directly to practical problems, even if
sometimes empirical or cumbersome expressions have to be introduced. Some examples
intended to clarify the proper use of the formulae have also been included.

The two above-mentioned questions intrinsically differ in nature. The random char-
acter of the solar radiation over the Earth implies that answers to the first question are
never more than future predictions, unavoidably associated with a degree of uncertainty
(even if very good past solar radiation data are available). This uncertainty is more than
is commonly assumed, and represents a serious limit to the accuracy (or, more strictly, to

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
 2003 John Wiley & Sons, Ltd ISBN: 0-471-49196-9
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the significance) of the results of any PV design exercise, irrespective of the complexity
of the radiation and PV array models supporting the particular design tool. This means
that for stand-alone PV systems, reliability can only be properly estimated for Loss of
Load Probabilities greater than 10−2. For grid-connected systems, it implies that yield
predictions should be understood to have an uncertainty that can reach up to ±30%, for
monthly values, and ±10% for annual ones.

Regarding the behaviour of PV modules in arbitrary operating conditions, an I –V

model based on the incident irradiance and ambient temperature is presented. Particular
attention is paid to the consideration of incidence angle effects, which can be significant
in several real situations. Further refinements to incorporate the effects of wind speed,
solar spectrum and low irradiance effects are also described. These second-order effects
help to explain temporary differences between predicted and observed values, but are of
minor importance when long-term energy production calculations are considered.

Finally, some problems related to relevant applications are particularly addressed:
the reliability of stand-alone PV systems, the case of Solar Home Systems (SHS) (char-
acterised by a large variety of individual real energy consumption values in contrast to
only a few standard ones for design purposes), and the energy yield of grid-connected
PV systems.

20.2 MOVEMENT BETWEEN SUN AND EARTH

Although the movement of the sun relative to a fixed point on the Earth seems very
familiar, because the sun is fortunately there everyday, the mathematics that governs it
is surprisingly complex. In fact, the understanding of such movement was among the
longest scientific adventures of mankind. It seems that the very first sundials were built
in the Babylonian time (1800 BC), and that the attempts to explain the evolution of
the “gnomon” shadow led to the first proposed models of the Sun–Earth movement,
which in turn led to the beginning of geometry, in Greece [1]. Figure 20.1 pays a fully

Figure 20.1 Sundial about 2000 years old
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deserved homage to such a glorious background. However, it was not until the seventeenth
century, when Kepler published Astronomia Nova (1609) and Harmonice mundi (1618),
that such movement was completely explained. And then the explanation spread only
very slowly. For example, Galileo in his Dialogo sopra y due massimi del mundo, pub-
lished in 1632 (just one year before the famous ecclesiastic sentence condemning him for
publicly defending the heliocentric system formerly proposed by Copernicus), still pro-
moted the idea of the planets revolving around the sun in circular orbits, fully ignoring
Kepler’s work.

Fortunately for us, such discussions ended a long time ago. Today, it is well
established that the Earth goes around the sun in an elliptic orbit with the sun at one of
the foci. The plane containing this orbit is called the ecliptic plane and the time that the
Earth takes to complete this orbit leads to the definition of the year. The distance from
the sun to the Earth, r , is given by

r = r0

[
1 + 0.017 sin

(
360(dn − 93)

365

)]
(20.1)

where dn is the day number counted from the beginning of the year. It is worth noting
that the eccentricity of the ecliptic is only 0.017, that is, very small. Because of that, the
deviation of the orbit from the circular is also very small, and it is normally adequate to
express the distance just in terms of its mean value r0, equal to 1.496 × 108 km, and is
usually referred to as one astronomical unit, 1 AU. For most engineering applications, a
very simple and useful expression for the so-called eccentricity correction factor is

ε0 = (r0/r)2 = 1 + 0.033 cos
(

360dn

365

)
(20.2)

The Earth also spins once a day on its own central axis, the polar axis. The polar axis
orbits around the sun, maintaining a constant angle of 23.45◦ with the ecliptic plane. This
inclination is what causes the sun to be higher in the sky in the summer than in the winter.
It is also the cause of longer summer sunlight hours and shorter winter sunlight hours.
Figure 20.2 shows the Earth’s orbit around the sun, with the inclined polar axis; and
Figure 20.3 adds some details for a particular day and a particular geographic latitude, φ.
It is important to note that the angle between the equatorial plane and a straight line drawn
between the centre of the Earth and the centre of the sun is constantly changing over the
year. This angle is known as the solar declination, δ. For our present purposes, it may
be considered as approximately constant over the course of any one day. The maximum
variation in δ over 24 h is less than 0.5◦. If angles north of the equator are considered
as positive and south of the equator are considered negative, the solar declination can be
found from

δ = 23.45◦ sin
[

360(dn + 284)

365

]
(20.3)

On the spring equinox (20th/21st March) and the autumn equinox (22nd/23rd September),
the line between the Sun and the Earth passes through the equator. Consequently, δ = 0,
the length of day and night is equal all over the Earth, and the sun rises and sets precisely
in the east and west, respectively. On the summer solstice (21st/22nd June) δ = 23.45◦,
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Figure 20.2 The orbit of the Earth around the sun
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Figure 20.3 Relative Earth–Sun position at noon of a negative declination day (winter in the
Northern Hemisphere, and summer in the Southern Hemisphere)

the sun is situated directly above the Tropic of Cancer, and sunrise and sunset are dis-
placed towards the north-east and north-west, respectively. In the Northern Hemisphere,
the summer solstice is when the longest day and shortest night of the whole year occur.
In the Southern Hemisphere, it is the opposite. On the winter solstice (21st/22nd Decem-
ber) δ = −23.45◦, the sun is directly above the Tropic of Capricorn, and sunrise and
sunset are displaced towards the south-east and south-west, respectively. In the Northern
Hemisphere, this is the shortest day and longest night of the whole year, and again, the
opposite is true in the Southern Hemisphere.

A classic way of representing the sky is as a sphere centred on a fixed point of
the Earth, as indicated in Figure 20.4. This is known as the celestial sphere. Each of its
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Figure 20.4 The celestial sphere and the ecliptic plane

points represents a direction towards the sky as seen from the Earth. The intersection of
the celestial sphere with the equatorial plane defines the celestial equator. The points of
intersection with the polar axis are called the celestial poles. Using this form of repre-
sentation, the movement of the Earth around the stationary sun may instead be seen as
a movement of the Sun with the Earth taken as fixed. The sun then travels through a
great circle of the celestial sphere, the ecliptic, which forms an angle of 23.45◦ with the
celestial equator. The sun completes this circuit once a year while the celestial sphere
rotates once a day around the Earth (regarded as fixed). In this way, the sun marks out
a circle around the Earth. The diameter of the circle changes daily, reaching a maximum
on the equinoxes and a minimum on the solstices. The rotation of the sun around the
ecliptic is in the opposite direction to that of the celestial sphere around the Earth.

Now, landing on a particular location on the Earth’s surface, where a PV system is
going to be used, it is convenient to specify the position of the sun by means of two angles
that refer to the horizontal plane and to the vertical. The vertical intersects the celestial
sphere at points known as the zenith and the nadir. Figure 20.5 attempts to visualise these
concepts. The solar zenith angle, θZS, is between the vertical and the incident solar beam;
and the solar azimuth, ψS, is between the meridians of the location and the sun. The
complement of the zenith angle is called the solar altitude, γS, and represents the angle
between the horizon and the solar beam in a plane determined by the zenith and the sun.
In the Northern (Southern) Hemisphere, the solar azimuth is referenced to south (north)
and is defined as positive towards the west, that is, in the evening, and negative towards
the east, that is, in the morning.

At any given moment, the angular coordinates of the sun with respect to a point of
geographic latitude φ (north positive, south negative) are calculated from the equations:

cos θZS = sin δ sin φ + cos δ cos φ cos ω = sin γS (20.4)

and

cos ψS = (sin γS sin φ − sin δ)

cos γS cos φ
[sign(φ)] (20.5)

where ω is called the true solar time, or local apparent time, or solar hour, and is the
difference between noon and the selected moment of the day in terms of a 360◦ rotation
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Figure 20.5 Position of the sun relative to a fixed point on the Earth

in 24 h. ω = 0 at the midday of each day, and is counted as negative in the morning
and positive in the afternoon. [sign(φ)] means “1” for northern latitudes and “−1” for
southern latitudes. The true solar time ω is related to the local official time, TO, also
called local standard time (the time shown by a clock) by the equation

ω = 15 × (TO − AO − 12) − (LL − LH ) (20.6)

where LL is the local longitude and LH is the reference longitude of the local time zone
(positive towards the west and negative towards the east of the Greenwich Meridian).
AO is the time by which clocks are set ahead of the local time zone. In the European
Union, AO is usually one hour during winter and autumn, and two hours during spring
and summer. In this equation ω, LL and LH are given in degrees, while TO and AO are
given in hours.

Figure 20.6 presents the sun’s trajectory on the celestial sphere for (a) a winter
and a summer day and (b) the corresponding plots of solar altitude versus azimuth. We
will return to such plots later on.

Equation (20.4) may be used to find the sunrise angle, ωS, since at sunrise γS = 0.
Hence

ωS = − arccos(− tan δ tan φ) (20.7)

In accordance with the sign convention, ωS is always negative. Obviously, the sunset angle
is equal to −ωS and the length of the day is equal to 2 × abs(ωS). In the polar regions,
during the winter the sun does not rise (tan δ tan φ > 1) and equation (20.7) has no real
solution. However, for computing purposes, it is convenient to set ωS = 0. Similarly,
during the summer, ωS = −π is a practical solution for the continuous day. It is also
interesting to note that just at noon, ω = 0, and the solar altitude is equal to the latitude



MOVEMENT BETWEEN SUN AND EARTH 911

Winter

Summer

(a)

(b)

w = 60

w = 30

−180 −90 0 90 180

w = 0

g
S

yS

0

20

40

60

80

100

w = −60

w = −30

Figure 20.6 (a) Sun’s trajectory corresponding to a winter and to a summer day represented over
the celestial sphere. (b) The solar altitude γS is plotted against the solar azimuth ψS. The solar time
ω is also shown

complement plus the declination

ω = 0 ⇒ γS = π

2
− φ + δ (20.8)

It should be noted that equation (20.5) is indeterminate for γS = π/2 and for φ = π/2.
In the first case, the sun is just on the vertical, so that ψS is meaningless. In the second,
the sun’s position is given by γS = δ and ψS = ω.

It should now be said that equations (20.1–20.3 and 20.6) derive from considering
the angular velocity of the Earth through its elliptic orbit as constant, which is sufficiently
accurate for most PV engineering applications. In particular, for all designs involving
flat-plate PV modules, typical accuracy is about 1◦. However, if desired, more accurate
expressions are obtained when taking into account that the well-known Kepler’s second
law governs this angular velocity [2].

Another word of caution is necessary here. All the above-presented equations
refer to a baseline year composed of 365 days, while the time length of the real year is
365 days, 5 h, 48 min and 45.9 s. As is well known, the difference is compensated by
adding a day in the leap years. For most PV engineering applications, the same number
corresponding to the precedent may be associated to this additional day, that is, dn = 59
for both 28th and 29th of February. However, for some demanding applications, such as
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highly accurate trackers for concentrators, more precise equations may be necessary to
calculate the relative Earth–Sun position. The interested reader is encouraged to consult
Reference [3]. It describes an accurate algorithm and provides a software file for its
implementation.

Equations (20.4) and (20.5) give the angles θZS and ψS relative to a horizontal
surface. However, most practical applications require the position of the sun relative to
an inclined plane to be determined. The position of a surface (Figure 20.7) may generally
be described by its slope β (the angle formed with the horizontal) and the azimuth α of
the normal to the surface. The angle of solar incidence between the sun’s rays and the
normal to the surface may be calculated from

cos θS = sin δ sin φ cos β − [sign(φ)] sin δ cos φ sin β cos α + cos δ cos φ cos β cos ω

+ [sign(φ)] cos δ sin φ sin β cos α cos ω + cos δ sin α sin ω sin β (20.9)

Although this expression appears quite complicated, it is very convenient to use in most
instances. In the case of surfaces tilted towards the equator (facing south in the Northern
Hemisphere, or facing north in the Southern Hemisphere), α = 0, and it simplifies to

cos θS = [sign(φ)] sin δ sin(abs(φ) − β) + cos δ cos(abs(φ) − β) cos ω (20.10)

20.3 SOLAR RADIATION COMPONENTS

Figure 20.8 helps to illustrate the following brief explanation of the different components
of solar radiation that reach a terrestrial flat-plate PV surface

To a good approximation, the sun acts as a perfect emitter of radiation (black
body) at a temperature close to 5800 K. The resulting power incident on a unit area
perpendicular to the beam outside the Earth’s atmosphere, when it is 1 AU from the sun,
is known as the solar constant

B0 = 1367 W/m2 (20.11)
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The radiation falling on a receiver situated beyond the Earth’ atmosphere, that is, extrater-
restrial radiation, consists almost exclusively of radiation travelling along a straight line
from the sun. Since the intermediate space is almost devoid of material that might scatter
or reflect the light, it appears virtually black, apart from the sun and faint points of light
corresponding to the stars.

As the solar radiation passes through the Earth’s atmosphere, it is modified by
interaction with components present there. Some of these, such as clouds, reflect radiation.
Others, for example, ozone, oxygen, carbon dioxide and water vapour, have significant
absorption at several specific spectral bands. Water droplets and suspended dust also cause
scattering. The result of all these processes is the decomposition of the solar radiation
incident on a receiver at the Earth’s surface into clearly differentiated components. Direct
or Beam radiation, made up of beams of light that are not reflected or scattered, reaches
the surface in a straight line from the sun. Diffuse radiation, coming from the whole sky
apart from the sun’s disc, is the radiation scattered towards the receiver. Albedo radiation
is radiation reflected from the ground. The total radiation falling on a surface is the sum
of these (direct + diffuse + albedo) and is termed global radiation.

It is intuitively obvious that the directional properties of the diffuse radiation depend
to a large extent on the position, form and composition of the water vapor and dust
responsible for scattering. The angular distribution of the diffuse radiation is therefore a
complex function that varies with time. Diffuse radiation is essentially anisotropic. The
amount of albedo radiation is greatly affected by the nature of the ground, and a wide
range of features (snow, vegetation, water etc.) occur in practice.

In the following discussion, the word radiation will be used as a general term. To
distinguish between power and energy, more specific terminology will be used. Irradiance
means density of power falling on a surface, and is measured in W/m2 (or similar);
whereas irradiation is the density of the energy that falls on the surface over some
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period of time, for example, hourly irradiation or daily irradiation, and is measured in
Wh/m2. Furthermore, only the symbols B0, B, D, R and G will be used, respectively,
for extraterrestrial, direct, diffuse, albedo and global irradiance, whereas a first subscript,
h or d , will be used to indicate hourly or daily irradiation. A second subscript, m or y,
will refer to monthly or yearly averaged values. Furthermore, the slope and orientation
of the concerned surface are indicated among brackets. For example, Gdm(20,40) refers
to the monthly mean value of the daily global irradiation incident on a surface tilted
β = 20◦ and oriented γ = 40◦ towards the west. For surfaces tilted towards the equator
(γ = 0), only the slope will be indicated. For example, B(60) refers to the value of the
direct irradiance incident on a surface tilted β = 60◦ and oriented towards the south (in
the Northern Hemisphere).

An important concept characterising the effect of atmosphere on clear days is the
air mass, defined as the relative length of the direct-beam path through the atmosphere
compared with a vertical path directly to sea level, which is designed as AM. For an ideal
homogeneous atmosphere, simple geometrical considerations lead to

AM = 1

cos θZS
(20.12)

which is generally sufficient for most engineering applications. If desired, more accurate
expressions, considering second-order effects (curvature of the Earth, atmospheric pressure
etc.), are available [4].

At the standard atmosphere AM 1, after absorption has been accounted for, the
normal irradiance is generally reduced from B0 to 1000 W/m2, which is just the value
used for the standard test of PV devices (see Chapter 16). Obviously, that can be expressed
as 1000 = 1367 × 0.7AM . For general AM values, a reasonable fit to observed clear days
data is given by [5].

G = B0 · ε0 × 0.7AM 0.678
(20.13)

A particular example can help to clarify the use of these equations, by calculation of the
sun co-ordinates and the global irradiance on a surface perpendicular to the sun, and also
on a horizontal surface, over two geographic positions defined by φ = 30◦ and φ = −30◦,
at 10:00 (solar time) on 14 April, being a clear day. The solution is as follows:

14 April ⇒ dn = 104; ε0 = 0.993; δ = 9.04◦

10:00 h ⇒ ω = −30◦

φ = 30◦ ⇒ cos θZS = 0.819 ⇒ θZS = 35◦ ⇒ cos ψS = 0.508 ⇒ ψS = −59.44◦

⇒ AM = 1.222 ⇒ G = 902.4 W/m2

⇒ G(0) = G · cos θZS = 739 W/m2

φ = −30◦ ⇒ cos θZS = 0.662 ⇒ θZS = 48.54◦ ⇒ cos ψS = 0.403 ⇒ ψS = −66.28◦

⇒ AM = 1.510 ⇒ G = 846.9 W/m2

⇒ G(0) = G · cos θZS = 561 W/m2



SOLAR RADIATION DATA AND UNCERTAINTY 915

Wavelength
[µ]

0

400

800

1200

1600

Po
w

er
 d

en
si

ty
[W

/m
2 µ]

0 1 2 3 4

Figure 20.9 AM 1.5 solar spectrum, for an irradiance G = 1000 W/m2

When solar radiation enters the Earth’s atmosphere, not only the irradiance but also the
spectral content is affected. Figure 20.9 shows the AM 1.5 spectrum, which is considered
for standard test of PV devices. Figure 16.1 shows other spectra for comparison. In
general, increasing air mass displaces the solar spectrum towards the red. This is why the
sky becomes so nice at nightfall.

Of course, PV devices are sensitive to the spectrum, as discussed in Chapters 3, 9,
12 and 16. However, this is of little importance from the PV engineering point of view,
compared to changes in total radiation incident on the PV modules. Because of that, in
what follows, we will omit the detailed treatment of the spectral composition of sunlight.
Additional comments will be given later on in this chapter.

20.4 SOLAR RADIATION DATA AND UNCERTAINTY

The amount of global radiation that reaches the receiver is extremely variable. On the one
hand, even the extraterrestrial radiation experiences regular daily and yearly variations due
to the apparent motion of the sun. These variations are predictable and can be theoretically
determined just by geometrical considerations. For example, the extraterrestrial irradiance
over a horizontal surface is given by

B0(0) = B0ε0 cos θZS (20.14)

which when integrated over the day, leads to [6]

B0d(0) = T

π
B0ε0

[
− π

180
ωS· sin δ· sin φ − cos δ cos φ sin ωS

]
(20.15)

where T is the day length, that is, 24 h. The monthly average of this quantity, named
B0dm(0), is of particular practical importance. Obviously

B0dm(0) = 1

dn2 − dn1 + 1

dn2∑
dn1

B0d(0) (20.16)
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Table 20.1 Declination and extraterrestrial irradiation values for the characteristic day of each month

Month Date dn δ B0d(0) = B0dm(0), in [Wh/m2]
[degrees]

φ = 30◦
φ = 60◦

φ = −30◦
φ = −60◦

January 17 17 −20.92 5 907 949 11 949 11 413
February 14 45 −13.62 7 108 2 235 11 062 9 083
March 15 74 −2.82 8 717 4 579 9 531 5 990
April 15 105 +9.41 10 225 7 630 7 562 3 018
May 15 135 +18.79 11 113 10 171 5 948 1 225
June 10 161 +23.01 11 420 11 371 5 204 605
July 18 199 +21.00 11 224 10 741 5 530 878
August 18 230 +12.78 10 469 8 440 6 921 2 294
September 18 261 +1.01 9 121 5 434 8 835 4 937
October 19 292 −11.05 7 436 2 726 10 612 8 226
November 18 322 −19.82 6 056 1 114 11 754 10 983
December 13 347 −23.24 5 498 613 12 174 12 177

where dn1 and dn2 are the day numbers of the first and last day of the month, respectively.
It is useful to know that, for a given month, there is a day for which B0d(0) = B0dm(0). It
can be demonstrated that this day is the one whose declination equals the mean declination
for the month. Table 20.1 shows the day number of this day and the corresponding value
of B0dm(0) for each month of the year at several latitudes.

We have also shown that the effect of clear cloudless skies can be predictably
accounted for by a single geometrical parameter, namely, the Air Mass (equation 20.12).
On the other hand, there are random variations caused by climatic conditions: cloud cover,
dust storms and so on so that the PV systems design should rely on the input of mea-
sured data close to the site of the installations and averaged over a long time. This is
routinely done by the National Meteorological Services (or similar services), which use a
variety of instruments and procedures, from direct sunlight measurements (pyranometers,
pyrheliometers etc.) to correlations with other meteorological variables (hours of sun-
shine, cloudiness, tone of satellite photographs etc). Then, they are treated to derive some
representative parameters, which are made publicly available by different ways: World
radiation databases [7, 8], Regional [9], National [10–12] and local [13] Radiation Atlas,
web sites [14, 15] and so on. The 12 monthly mean values of global horizontal daily
irradiation, Gdm(0), today represent the most widely available information concerning the
solar radiation resource, and that is likely to remain in the years to come. It is important
to note that solar radiation unavoidably represents a large source of uncertainty for PV
systems designers, as revealed by the significant disparity between different information
sources. As a representative example, we will consider the case of Madrid.

The Spanish National Meteorological Institute has been recording daily values of
hours of sunshine from 1951 to 1980, and hourly global horizontal irradiation data since
1973. This means that the Madrid solar radiation data bank is today composed of more
than 50 years of daily indirect observations and more than 25 years of hourly direct ones.
Such comprehensive data may appear very gratifying. However, an in-depth examination
of the data bank reveals several difficulties: significant data gaps (the most important
extends from June 1988 to July 1989); changes of the sensor’s calibration constant (in
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1977, the IPS-1956 reference was substituted by the WRP); and inconsistencies between
global, direct and diffuse irradiation values due to mistakes in graphic record evaluation.
All these difficulties must be overcome when computing statistical representative values.
Different researchers use different procedures (for example, when considering a set of
data of doubtful quality, one can opt to use it directly, or to estimate a best value,
or simply to neglect it), arriving at different results. Furthermore, different researches
use different data recording periods for computing representative values (because solar
radiation data are being constantly and routinely recorded, this is usually the case). The
astonishing result is that a large disparity in representative values is found for the same
location, when different publications are consulted. Table 20.2 presents the Gdm(0) values
for Madrid according to different publications. Large disparities are evident and deserve
further comment, because they translate into serious practical consequences. For example,
for sizing the PV generator of a stand-alone PV system, it is customary to select the so-
called worst month, that is, the month with the lowest value of Gdm(0). It is clear that
irrespective of the selected sizing methodology, the choice of the particular solar radiation
database for Madrid involves PV array size differences up to 12% [(1.58–1.77)/1.58], far
beyond the claimed accuracy of most presently available PV sizing methods.

It is important to note that, despite the above-mentioned difficulties, concerning
rough solar radiation data, the uncertainty does not derive primarily from a lack of perfect
precision in the measuring instruments, but rather from the random nature of the solar
radiation, that is, from the overall statistical fluctuations in the collection of finite number
of counts over finite intervals of time. This leads us to the question of the real represen-
tativeness of the data, or, in more strict terms, to the “confidence” we have that average
values, based on past observations of solar radiation, are a correct prediction of the future
solar radiation. A close look at the rough recorded data can help to elucidate this question.
Figure 20.10 shows the January Gdm(0) values corresponding to the years 1979 to 1986,
for which very accurate data – let us say, 3% of accuracy – are available, according to
Reference [16]. The average value is Gdm(0) = 1.99 kWh/m2. We could then give this
value as our estimate for the future. However, if someone now asked the question, “What
is the probability that the future Gdm(0) will be exactly 1.99 kWh/m2?”, we would have
to answer – somewhat uncomfortably – that the probability is no doubt close to zero.
However, we would have to hasten to add that if we relax the prediction rigour, just
saying that the future Gdm(0) values will be within the range of 1.55 to 2.58 kWh/m2, as
in Figure 20.10, then the probability is high. Note that this range represents ±26% of the

Table 20.2 Values of the mean global daily irradiations Gdm(0), in kWh/m2, in Madrid according to
different publications

Ref Jan Feb Mar Apr May June July Aug Sep Oct Nov Dec Year

[7] 1.86 2.94 3.78 5.22 5.80 6.53 7.22 6.42 4.69 3.17 2.08 1.64 4.29
[16] 1.99 2.64 4.32 5.32 6.28 7.29 7.47 6.62 5.11 3.40 2.16 1.72 4.53
[94] 2.29 2.81 4.48 5.25 6.60 7.24 7.55 6.33 5.22 3.62 2.10 1.64 4.60
[10] 2.0 2.8 4.4 5.4 6.6 7.4 7.8 7.0 5.4 3.6 2.6 1.8 4.7
[9] 1.73 2.63 4.15 5.45 6.17 6.69 7.22 6.49 4.80 3.16 1.99 1.77 4.36
[95] 2.0 2.91 3.92 5.34 6.31 6.95 7.09 6.31 4.73 3.30 2.18 1.74 4.41
[96] 2.13 2.75 4.55 5.10 6.58 7.43 7.42 6.48 5.00 3.39 2.13 1.58 4.55
[14] 1.94 2.76 4.05 4.84 5.79 6.47 7.05 6.24 4.87 3.07 1.98 1.61 4.23
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Figure 20.10 January means of the global horizontal irradiation Gdm(0) in Madrid, for the years
1979 to 1986, in kWh/m2

average value, much larger than the accuracy of the original data! Then, our questioner’s
retort would probably be, “How ‘high’ is the probability and how ‘large’ is the range?”.

Basic statistical theory [17] gives proper answers to this question. For example,
if we desire a 99% probability (the confidence coefficient) we must keep a ±3σ range
(the confidence interval ) around the average value, in which σ is the standard deviation
of the past observed values. In our example, σ = 0.31 kWh/m2, so that ±3σ represents
±47% of the average value. Still larger than the previously considered range, noted by
the band of Figure 20.10! In order to keep on intervals of practical use, a ±2σ interval
is often employed. The corresponding confidence interval is 95%. In our example, ±2σ

represents ±31%. Using the 2σ confidence level, the correct way to state the daily global
irradiation prediction for the next January would be to say

1.37 kWh/m2 ≤ Gdm(0) ≤ 2.61 kWh/m2

or
Gdm(0) = 1.99 kWh/m2 ± 31%

Probably, surprised by such large uncertainty (±31% seems badly matched and incon-
sistent with the “high accuracy” image generally associated with modern computational
technology), our questioner would retort, “How can this uncertainty be reduced?” In fact,
the only way is by enlarging the number of years of the future for which the prediction
applies. That is, to give an estimate not for the next January, but for the average value
of the following Januarys. Then, it can be shown that the confidence interval becomes
reduced by a factor of 1/

√
N , N being the number of future years for which the prediction

is extended. Coming back to our example, and considering a future length of 10 years,
the correct prediction would be

1.79 kWh/m2 ≤ Gdm(0) ≤ 2.19 kWh/m2

or
Gdm(0) = 1.99 kWh/m2 ± 10%
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And still, we are disregarding the instrumental errors – at least ±3% in the best series of
solar radiation data – and the causes of variability that can be hidden on a series of only
20 years of data. For example, the ones associated with the Global Climatic Change due
to the global emissions of CO2. As a matter of fact, it should be noted that some of the
Gdm(0) values listed in Table 20.2 for January fall outside this range.

Table 20.3 shows the uncertainty parameters for each month and for the entire
year for Madrid, based on data of Reference [16]. It is worth observing that monthly
uncertainty is greater in winter than in summer (this is because summer solar radia-
tion is dominated by clear days, essentially governed by the predictable extraterrestrial
radiation, while winter solar radiation is strongly influenced by cloudy days, which are
governed by random atmospheric phenomena). Besides, uncertainty becomes substan-
tially lower when the whole year is considered (this is because yearly data result from
greater aggregates than monthly data, and it is a basic law that the greater the aggre-
gation, the lower the dispersion of the corresponding results). Later on, we will analyse
the implications for different PV applications. It should be said that the IES experi-
ence in designing PV systems for different locations around the world has led us to
believe that the above-described, concerning solar radiation data sources for Madrid,
far from being a particular case, is rather representative of a general situation. For
example, the December mean daily global horizontal irradiation in New York is Gdm(0) =
1.36 kWh/m2 according to Reference [7], 1.47 kWh/m2 according to Reference [14], and
1.6 kWh/m2 according to Reference [15]. The interested reader is encouraged to also
consult Reference [18].

It is rather obvious that, whatever the detailed methodology, the PV-system design
is essentially a prediction exercise extended over the expected system lifetime. From the
previous considerations, it follows that such a prediction exercise is unavoidably asso-
ciated with a rather large degree of uncertainty. Irrespective of whether good historical
data are available and whether more complex models are used, any attempt to over-
come such uncertainty is simply wrong. We should insist on that because, unfortunately,
many authors often forget it when proposing PV-system design tools. This false sense of
predictability and regularity in the solar radiation is, to a certain extent, being boosted
by the proliferation of software-based tools, that are able to perform extremely detailed
simulations with large sequences of solar radiation data. The great “accuracy” of their
calculations tends to confer an impressive “scientific” appearance to these tools, and fos-
ter the tendency to believe that their results are superior to others. However, the truth is
that such great accuracy is statistically meaningless, and that, much more simple design
methodologies can yield results of similar confidence. We should keep this idea in mind
all through this chapter.

Table 20.3 Solar radiation parameters for Madrid. Mean Gdm and standard deviation values σ are given
in kWh/m2, while 2σ /Gdm is given in %

Jan Feb Mar Apr May June July Aug Sep Oct Nov Dec Mean

Gdm 1.99 2.64 4.32 5.32 6.28 7.29 7.47 6.62 5.11 3.4 2.16 1.72 4.53
σ 0.31 0.31 0.36 0.39 0.64 0.34 0.31 0.18 0.36 0.39 0.36 0.17 0.08
2σ/Gdm 31 23 17 15 20 9 8 8 14 23 34 20 4
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20.4.1 Clearness Index

The relation between the solar radiation at the Earth’s surface and the Extraterrestrial
radiation gives a measure of the atmospheric transparency. This way, a clearness index,
KTm, is calculated for each month:

KTm = Gdm(0)

B0dm(0)
(20.17)

Note that the clearness index is physically related not only to the radiation path through
the atmosphere, that is, with the AM value, but also with the composition and the cloud
content of the atmosphere. Liu and Jordan [19] have demonstrated that, irrespective of
latitude, the fractional time during which daily global radiation is equal to or less than a
certain value is directly dependent on this parameter. Because of that, KTdm can properly
characterise the solar climate of a particular location. This provides the basis for estimating
solar radiation on inclined surfaces.

20.5 RADIATION ON INCLINED SURFACES

To eliminate the effects of varying local features, such as obstructions that cast shadows
and the specific ground covering, solar radiation is routinely measured on horizontal
surfaces free of obstacles. Consequently, solar radiation data are most often given in the
form of global radiation on a horizontal surface. Since PV modules are usually positioned
at an angle to the horizontal plane, the radiation input to the system must be calculated
from the data.

The assessment of radiation arriving on an inclined surface, using as input global
horizontal data, raises two main problems: to separate the global horizontal radiation into
their direct and diffuse components; and, from them, to estimate the radiation components
falling on an inclined surface. In general, these problems may be posed for different time
scales, for example, daily irradiation, hourly irradiation and so on. Individual or time-
averaged values may be sought. Here, we will first focus on the monthly average daily
irradiation values. This is not only convenient for presentation purposes, but also coherent
with solar radiation data availability, and particularly suited to afford most PV engineering
practical problems. Additional comments for other cases will also be given afterwards.

20.5.1 Estimation of the Direct and Diffuse Components
of Horizontal Radiation, Given the Global Radiation

The underlying concept is the one originally proposed by Liu and Jordan [19]. It consists
of establishing empirical correlation between the diffuse fraction of horizontal radiation,
FDm = Ddm(0)/Gdm(0), (diffuse radiation/global radiation) and the clearness index (global
radiation/extraterrestrial radiation) defined in equation (20.17). Note that the clearer the
atmosphere, the higher the radiation and the lower the diffuse content. Hence, FDdm and
KTdm are expected to be negatively correlated. Actual analytical expressions are estab-
lished from the comparison of simultaneous measurements of global and diffuse radiation
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performed in certain places. Liu and Jordan were, in fact, very clever in selecting the clear-
ness index (which they called the cloudiness index) to characterise the solar climate at a
particular location, because the division by the extraterrestrial radiation eliminates the radi-
ation variations due to the apparent motion of the sun. This way, the correlation between
FDm and KTm becomes independent of latitude effects, and, in principle, tends to be of
universal validity.

Various empirical formulae are available. Using data from ten locations situated
between 40◦N and 40◦S, Page [20] recommended a liner equation that has been frequently
identified as the one giving the best results.

FDm = 1 − 1.13KTm (20.18)

Figure 20.11 plots equation (20.18) and a set of experimental points, obtained in Madrid,
from 1977 to 1988.

Example: Determination of direct and diffuse components of the global radiation
for the month of June in a location having a latitude φ = 30◦ and a mean global horizontal
daily irradiation Gdm(0) = 6100 Wh/m2. The solution is

φ = 30 and June ⇒ B0dm(0) = 11 420 Wh/m2 (See Table 20.1)

Gdm(0) = 6100 Wh/m2 ⇒ KTm = 0.534 ⇒ FDm = 0.396 ⇒ Ddm(0) = 2418 Wh/m2

⇒ Bdm(0) = 3682 Wh/m2

Empirical correlations between the diffuse fraction of the horizontal irradiation and the
clearness index can also be derived for an individual day (April 14 is, for example, an
individual day, while generic April is a monthly mean day). They should be described
here because they have been the object of extensive research in the general solar radiation
community and, as a result they have received large attention in the available literature,
and they are often employed in today’s available PV engineering software tools. However,
it should be advised that their advantage for PV design purposes is far from clear. As a
matter of fact, the electrical behaviour of PV generators is mainly governed by the linear
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Figure 20.11 The diffuse fraction of the mean daily global irradiation FDm is plotted against the
clearness index KTm. The cluster of points refers to measured values in Madrid from 1977 to 1988



922 ENERGY COLLECTED AND DELIVERED BY PV MODULES

dependence incident irradiance. It follows that the mean power they deliver during a period
of time tends to be equal to the delivered power when they are illuminated with the mean
irradiance during such time. Second-order effects, associated to ambient temperature or
operation voltage fluctuations, do not significantly alter this idea, provided that they are
adequately considered, as discussed afterwards. Because of that, rather few benefits, in
terms of long-term performance predictions, should be expected from analysing all the
days of a month instead of only the mean day of such a month. The reason for the
popularity of individual day analysis in recently available software tools, lies more with
fashion and prestige than with increasing energy yield prediction certainty.

Figure 20.12 shows the experimental values of FDd = Dd(0)/Gd(0) versus KTd =
Gd(0)/B0d(0), obtained in Madrid, from 1977 to 1988. Each point derives from the
simultaneous measurement of the diffuse and the global horizontal irradiation along a
particular day. Note that the general trend is consistent with the principle that the clearer
the atmosphere, the lower the diffuse content. A third-order or fourth-order polynomial
in KTd is generally used to model the diffuse fraction FDd. A correlation between FDd

and KTd was first developed by Liu and Jordan [19]. However, it was derived from
diffuse radiation data that were not compensated for by shadow-band effects (the shadow
band is a device added to a pyranometer, to exclude the direct radiation from the sun.
Hence, it allows for the measurement of diffuse radiation. However, the shadow-band
screens the sensor not only from the sun but also from a portion of the diffuse radiation
coming in from the sky, so that, a correction must be made to the measurement). Not
surprisingly, later revisions by other authors concluded that the Liu and Jordan correlation
underestimates diffuse radiation.

The most frequently referred correlation for daily values is that put forward by
Collares Pereira and Rabl [21], using data from five stations located in the United States.
It is expressed as

FDd = 0.99 for KTd ≤ 0.17

FDd = 1.188 − 2.272KTd + 9.473KTd
2 − 21.856KTd

3 + 14.648KTd
4 (20.19)
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Figure 20.12 The diffuse fraction of the individual daily global irradiation FDd is plotted against
the clearness index KTd. The cluster of points refers to measured values in Madrid from 1977
to 1988
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Despite independence of latitude, other second-order factors can affect the observed corre-
lations, leading to a certain site dependence. For example, at very high latitudes, perennial
snow cover could significantly increase diffuse radiation caused by multiple reflections
between the ground and cloud cover. Also, atmospheric humidity tends to increase scatter-
ing, in relative terms. Hence, for a given clearness index, locations with low humidity will
tend to have the lowest diffuse radiation content. Because of that, and because radiation
data are still being accumulated and revised, new correlations are continuously enlarging
the available literature. A recent study [22], devoted to the development of solar radiation
models for the Mediterranean area, has found about 250 different correlations in the liter-
ature. The same study, extended to more than 150 000 pairs of data from eleven different
stations of the European network, has proposed the following expression

FDd = 0.952 for KTd ≤ 0.13

FDd = 0.868 + 1.335KTd − 5.782KTd
2 + 3.721KTd

3

for 0.13 < KTd ≤ 0.8 (20.20)

FDd = 0.141 for KTd > 0.8

Local correlations that are derived from the data of only one site can also be found. As
an example, Macagnan [16] proposed the following for Madrid

FDd = 0.942 for KTd ≤ 0.18

FDd = 0.974 + 0.326KTd − 3.896KTd
2 + 2.661KTd

3

for 0.18 < KTd ≤ 0.79 (20.21)

FDd = 0.115 for KTd > 0.79

Such diversity of correlations can again perplex our hypothetical questioner, who would
ask, “What correlation should I use?” Hence, it is worth to study further the implications
of using one or the other.

On the one hand, it should be remembered that the uncertainty associated with
the variability of observed individual data, as described in the previous section for global
radiation, also applies here. The cluster of (FDd,KTd) points in Figure 20.12 reveals that,
for a given KTd, very different FDd values can be found in reality. For example, the
observed range for KTd = 0.5 is 0.1 ≤ FTd ≤ 0.7, that is ±75% around the mean value.
In more strict terms, a measure of the dispersion of expected observations around the
prediction derived from a particular correlation, is given by the so-called Root Mean
Square Error, or Standard Error of Estimate, se. As with the standard deviation, ±2se is
the interval, around the predicted value, for 95% confidence. In general, se are larger than
25%, which means that, regardless of the selected correlation, we would nearly always
expect real values of diffuse irradiation for individual days falling between ±50% of the
predictions. It is also interesting to observe that the dispersion associated with individual
days (Figure 20.12) is significantly larger than the dispersion associated with monthly
means (Figure 20.11).

On the other hand, when long-term performance predictions are concerned – which
is the standard case on PV design – the implications of using different correlations are in
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fact very modest. As a representative exercise, we have calculated the daily irradiation
incident on a surface tilted to the latitude in Djelfa-Algeria (φ = 34.6◦), for a winter day
(dn = 17) and for a summer day (dn = 161), using the different correlations defined by
equations (20.19–20.21). Djelfa and Madrid are relatively similar on geographical altitude
and solar climate. Hence, it is reasonable to assume that the same local correlation could
be applied to both places. Gd(0) = 2778 and 6972 Wh/m2 for the winter and for the
summer day, respectively. This radiation data has been obtained from Reference [7], by
assuming that the value of the global irradiation during these days coincides with the
corresponding monthly averages. Details of the calculating procedure will be given in
the next section, but they are not relevant for the present discussion. The results are
as follows:

dn = 17 ⇒ B0d(0) = 5177 Wh/m2

Gd(0) = 2778 Wh/m2 ⇒ KTd = 0.537

Eq. FDd Dd(0) in
[Wh/m2]

Gd(φ) in
[Wh/m2]

20.19 0.5301 1472 3946
20.20 0.5067 1408 4008
20.21 0.4351 1209 4185

dn = 161 ⇒ B0d(0) = 11 525 Wh/m2

Gd(0) = 6972 Wh/m2 ⇒ KTd = 0.605

Eq. FDd Dd(0) in
[Wh/m2]

Gd(φ) in
[Wh/m2]

20.19 0.4034 2813 5988
20.20 0.4031 2811 5988
20.21 0.3345 2332 5940

Significant differences are observed in the estimation of the diffuse component of the
horizontal irradiation. However, the noticeable key point is that these differences are
significantly lessened in the estimation of the global irradiation. For example, for the
winter day, differences on the diffuse component reach 22% while differences on the
global radiation are lower than 6%.

Now, it is worth noting that, to a certain extent, we can cite a physical reason
for the differences, considering the primary role of scattering in the diffusion of solar
radiation. Equation (20.19) was derived from northern latitudes, with higher air masses
than the Mediterranean region (higher air mass means higher scattering and, consequently,
higher diffuse radiation content), and Madrid is a relatively high altitude site (670 m over
the sea level) and its climate is essentially dry (both, higher altitude and lesser humidity
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means lesser scattering). Note that the correlative order of the results agrees with this
physical explanation.

To summarize, an adequate answer to our hypothetical questioner is as follows:

1. Most PV engineering problems are properly solved using a monthly mean analysis.
Then, equation (20.18) is the recommended choice.

2. If you require a day-to-day analysis, the choice of a particular diffuse-to-global corre-
lation is not really critical. You can simply adhere to the widely extended practise of
trusting on the “universal” character of equation (20.19). But, if you are interested in
a specific site, you can perform slightly better by choosing a more site-specific corre-
lation, providing it is derived from solar radiation measurements in a place having a
similar climate to the concerned site.

3. Whichever possibility you choose, you must take a very important precaution. If your
results are going to be compared with the results of another calculation (for example,
comparing different PV module orientations for the same application), then be sure
that they both use the same assumptions, correlations, model and data. Otherwise,
the differences in the results would be completely meaningless. Although this caveat
should be obvious, it still should be mentioned, because the literature contains several
examples of different results derived from different correlations that were proposed as
the basis of optimisation design exercises [23].

Finally, it should be mentioned that not only daily but also hourly based correlations
have been proposed. These are correlations between the diffuse fraction of the hourly
horizontal global irradiation, FDh = Dh(0)/Gh(0), and the hourly clearness index, KTh =
Gh(0)/B0h(0). However, none of the hourly based correlations proposed so far is really
satisfactory [6, 22], so that the associated complexity is not justified. Hence, they will be
not considered here.

20.5.2 Estimation of the Hourly Irradiation from the Daily
Irradiation

In some cases, the treatment of solar radiation is more easily understood at the instant
time scale, that is, at the radiance level. Because irradiation over an hour (in Wh/m2) is
numerically equal to the mean irradiance during this hour (in W/m2), irradiance values
can be, to a certain extent, assimilated to hourly irradiation values. However, since the
availability of hourly irradiation data is limited, the problem is how to estimate the hourly
irradiation, given the daily irradiation.

To introduce the solution to this problem, it is highly instructive to observe that,
in terms of extraterrestrial horizontal radiation, the ratio between irradiance, B0(0), and
daily irradiation, B0d(0), can be theoretically determined from equations (20.4), (20.14)
and (20.15).

B0(0)

B0d(0)
= π

T
× cos ω − cos ωS( π

180
ωS cos ωS − sin ωS

) (20.22)

where the sunrise angle, ωS, is expressed in degrees and T , the day length, is usually
expressed in hours.
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From the examination of data from several stations, it has been repeatedly
noted [19, 24] that, considering long-term averages of terrestrial radiation, the corres-
pondence between the measured ratio of diffuse irradiance to diffuse daily irradiation, rD =
D(0)/Dd(0), and this theoretical expression for extraterrestrial radiation (equation 20.22)
is quite good, while the correspondence between the measured ratio of global irradiance
to global daily irradiation, rG = G(0)/Gd(0), and this expression, although not perfect, is
quite close, so that a slight modification is required to fit the observed data. The following
expressions apply [21]:

rD = D(0)

Dd(0)
= B0(0)

B0d(0)
(20.23)

and

rG = G(0)

Gd(0)
= B0(0)

B0d(0)
(a + b cos ω) (20.24)

where a and b are obtained from the following empirical formulae:

a = 0.409 − 0.5016 × sin(ωS + 60) (20.25)

and

b = 0.6609 + 0.4767 × sin(ωS + 60) (20.26)

Note that rD and rG have units of T −1, and that they can be extended to calculate
irradiations during short periods centred on the considered instant, ω. For example, if we
wish to evaluate the irradiation over one hour between 10:00 and 11:00 (in solar time),
we set ω = −22.5◦ (the centre time of the considered period is 10:30, i.e. one hour and
half, or 22.5◦, before noon) and T = 24 h. If we wish to evaluate the irradiation over one
minute, we just have to express T in minutes, that is, we set it to 1440, the number of
minutes in a day.

An example can help in the use of these equations: the calculation of the irradiance
components at several moments along the 15 April in Portoalegre–Brasil (φ = −30◦),
knowing the global daily irradiation, Gd(0) = 3861 Wh/m2. The results are as follows:

dn = 105 ⇒ B0d(0) = 7562 Wh/m2 ⇒ KTd = 0.5106 ⇒ FDd = 0.423

⇒ Dd(0) = 1633 Wh/m2

ωS = −84.51◦

π

180
ωS cos ωS − sin ωS = 0.8542

a = 0.6172

b = 0.4672

rD = 0.0922(cos ω + 0.0967) h−1

rG = rD(a + b cos ω)
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Figure 20.13 Plots of irradiance to daily irradiation ratios, for both diffuse and global radiation,
rD and rG, along the day at a latitude φ = −30◦ for 15 April

Figure 20.13 plots rD and rG versus the solar time, along the day. It is interesting to
observe that rG is slightly more sharp-pointed than rD. This is because, due to air mass
variations, beam transmittance is higher at noon that at any other moment of the day.
Obviously, integrating the areas below both, rD and rG must be equal to one. As already
mentioned, for this calculation it can be assumed that the irradiation over one hour (in
Wh/m2) is numerically equal to the mean irradiance during this hour and also equal to
the irradiance at the instant half way through the hour. For example, the global irradiance
at noon, G(0) = 580.4 W/m2 can be identified with the hourly irradiation from 11:30 to
12:30, Gh(0) = 580.4 Wh/m2. This assumption does not introduce significant errors and
it greatly simplifies the calculations by eliminating the need to evaluate integrals with
respect to time, which, otherwise, can be quite tedious.

From these equations, it can be deduced that, on any day of the year and anywhere
in the world, 90% of the total global horizontal irradiation is received during a period
centred around midday and of length equal to two-thirds the total sunlight day length.
Consequently, a stationary receiver tilted to the equator (α = 0) captures all the useful
energy in this period. The same need not be true, however, of receivers that track the sun.

20.5.3 Estimation of the Radiation on Surfaces on Arbitrary
Orientation, Given the Components Falling on a Horizontal
Surface

The most obvious procedure for calculating the global irradiance on an inclined sur-
face, G(β, α), is to obtain separately the direct, diffuse and albedo components, B(β, α),
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D(β, α) and R(β, α), respectively. Once these are known

G(β, α) = B(β, α) + D(β, α) + R(β, α) (20.27)

20.5.3.1 Direct irradiance

Straightforward geometrical considerations lead to

B(β, α) = B max(0, cos θS) (20.28)

where B is the direct irradiance falling on a surface perpendicular to the sun’s rays,
and cos θS is the angle of incidence between the sun’s rays and the normal to the sur-
face, given by equation (20.9). B can be obtained from the corresponding value on a
horizontal surface

B = B(0)

cos θZS
(20.29)

Note that when the sun is illuminating the back of the surface (for example, during all
morning on a vertical surface oriented to the west) |θS| > π/2. Then, cos θS < 0 and
B = 0. This way, the factor max(0, cos θS) reflects that the irradiance incident on the
back surface of PV modules is normally not utilised.

20.5.3.2 Diffuse irradiance

We can assume that, when the sun is occulted, the sky is composed of elemental solid
angles, such as d� (Figure 20.14) from which a diffuse radiance L(θZ,ψ) is emanated
towards the horizontal surface. The term radiance is taken to mean the flux of energy per
unit solid angle crossing a surface normal to the direction of the radiation. It is expressed
in W/m2.steradian.

qZ

Zenith

Y

dΩ

South
PV

Figure 20.14 Angular co-ordinates, θZ and ψ , of an elemental solid angle of the sky
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Then, the horizontal irradiance is equal to the integration of the contribution of
each solid angle, and can be written as

D(0) =
∫

sky
L(ϑZ, ψ) cos ϑZ d� (20.30)

where the integral is extended to the whole sky, that is, 0 ≤ θZ ≤ π/2 and 0 ≤ ψ ≤ 2π .

When we are dealing with an inclined surface, a similar reasoning leads to

D(β, α) =
∫

∝
L(ϑZ, ψ) cos ϑ ′

Z d� (20.31)

where ϑ ′
Z is the incident angle from the solid angle element to the inclined surface, and

∝ means the integral is extended to the non-obstructed sky. The general solution of this
equation is difficult because, under realistic skies, the radiance is not uniform and varies
with the sky condition. For example, the form, brightness and position of clouds strongly
affect the directional properties of the radiance.

The distribution of radiance over the sky is not measured routinely. Nevertheless, a
number of authors [25, 26] have developed instruments to measure it and have presented
results for different sky conditions. Some general patterns may be discerned from these.

With clear skies, the maximum diffuse radiance comes from the parts of the sky
close to the sun and to the horizon. The minimum radiances come from a region at an
angle of 90◦ to the solar zenith (Figure 20.15). The diffuse radiation coming from the
region close to the sun is called circumsolar radiation and is mainly due to the dispersion
by aerosols. The angular extent of the sun’s aureole depends mainly on the turbidity of
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Partially clouded sky
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Figure 20.15 Typical angular distribution of the sky irradiance. The values are taken along the
length of the meridian containing the sun, ψ = ψS
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the atmosphere and on the zenith angle of the sun. The increase in diffuse radiance near
the horizon is due to the albedo radiation of the Earth and is called horizon brightening.

The radiance distributions associated with overcast skies are very well described by
Kondratyev: “for dense non-transparent cloudiness, the azimuthal dependence of diffuse
radiation intensity is very weak. There is a slight monotonic increase of the radiance from
the horizon upward towards the zenith” [27].

Some models can be derived from these general ideas. The simplest model makes
use of the assumption that the sky radiance is isotropic, that is, every point of the
celestial sphere emits light with equal radiance, L(θZ, ψ) = constant. The solution of
equations (20.30 and 20.31) leads then to

D(β, α) = D(0)
1 + cos β

2
(20.32)

Because of its simplicity, this model has achieved great popularity, despite the fact that
it systematically underestimates diffuse irradiance on surfaces tilted to the equator.

The opposite approach assumes that all the diffuse radiation is circumsolar, that is,
from the sun. This is really a case of treating diffuse radiation as though it were direct,
and leads to

D(β, α) = D(0)

cos θZS
max(0, cos θS) (20.33)

This model also has the advantage of being very simple to use, but in general it overes-
timates diffuse irradiances.

In general, better results are obtained with so called anisotropic models. Hay and
Davies [28] proposed to consider the diffuse radiation as composed by a circumsolar
component coming directly from the direction of the sun, and an isotropic component
coming from the entire celestial hemisphere. Both components are weighted according to
the so-called anisotropy index, k1, defined as

k1 = B(0)

B0(0)
= B

B0ε0
(20.34)

The solution of equation (20.31) is now

D(β, α) = DI(β, α) + DC(β, α) (20.35)

where

DI(β, α) = D(0)(1 − k1)
1 + cos β

2
(20.36)

and

DC(β, α) = D(0)k1

cos θZS
max(o, cos θS) (20.37)

respectively, define the contribution of the isotropic and of the circumsolar components.
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Note than k1 is just the ratio between a pyrheliometer’s reading and the solar
constant, once corrected by the eccentricity due to the ecliptic orbit of the Earth around
the sun. This way, k1 can be understood as a measure of the instantaneous atmospheric
transmittance for direct irradiance. When the sky is completely clouded over, k1 = 0
and the above equation becomes the same as that for the simple isotropic model. This
anisotropic model is an excellent compromise between simplicity and precision. It has
been well-validated against measurements performed at different worldwide locations,
and has been extensively used, for example, for the elaboration of the European Atlas of
the Solar Radiation [9].

Also, very commonly employed, in particular with digital machines, is the model
that has been put forward by Perez [29, 30]. It divides the sky into three zones acting
as diffuse radiation sources: a circumsolar region, a horizontal band and the rest of the
celestial hemisphere. The relative contributions of each component is modulated by means
of empirical factors determined from the study of data from 18 measurement stations at 15
sites in North America and Europe. The Perez model used to perform slightly better than
others [31], because the larger number of modulating factors allows for the consideration
of a larger number of different sky conditions.

20.5.3.3 Albedo irradiance

The reflectivity of most types of ground is rather low. Consequently, the contribution
of the albedo irradiance falling on a receiver is generally small. (An exception occurs
in the case of snow.) There is therefore no point in developing very sophisticated models
for albedo. It is usual to assume that the ground is horizontal and of infinite extent and
that it reflects isotropically. On this basis, the albedo irradiance on an inclined surface is
given by

R(β, α) = ρG(0)
1 − cos β

2
(20.38)

where ρ is the reflectivity of the ground and depends on the composition of the ground.
When the value of ρ is unknown, it is common to take ρ = 0.2

It is now opportune to go forward with the example of the previous section, by
calculating the irradiance components over a surface tilted to the latitude, the 15 April in
Portoalegre-Brazil. Using equations (20.34) to (20.37) to deal with diffuse radiation and
ρ = 0.2, the results, expressed in W/m2, are as follows:

ω k1 DI(φ) DC(φ) B(φ) R(φ) G(φ)

ωs 0 0 0 0 0 0
±60◦ 0.2205 73.40 31.80 147.56 2.73 255.49
±30◦ 0.3082 124.14 76.94 357.14 6.26 564.48
0◦ 0.3403 138.97 98.09 455.31 7.80 700.18

It becomes clear that the albedo can be generally neglected in PV calculations.
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20.5.3.4 Daily irradiation

The most accurate way of calculating Gdm(β, α) from Gdm(0) is, first, to calculate the
hourly horizontal irradiation components Ghm(0), Dhm(0) and Bhm(0); second, to transpose
them to the inclined surface Ghm(β, α), Dhm(β, α) and Bhm(β, α); and, finally, to integrate
during the day.

Such a procedure, summarised in Figure 20.16, allows us to account for the
anisotropic properties of diffuse radiation, and leads to good results whatever the
orientation of the inclined surface. However, it is laborious to apply and a computer
must be used. It is interesting to mention that, for the case of surfaces tilted to the equator
(α = 0), frequently encountered in photovoltaic applications, if the diffuse radiation is
taken to be isotropic, the following expression may be applied

Gd(β, 0) = Bd(0) × RB + Dd(0)
1 + cos β

2
+ ρGd(0)

1 − cos β

2
(20.39)

where the factor RB represents the ratio between the daily direct irradiations on an inclined
surface and on an horizontal surface, and may be approximated by setting it equal to the
corresponding ratio between daily extraterrestrial irradiations on similar surfaces. Hence,
RB is given as follows:

RB =
ωSS

π

180
[sign(φ)] sin δ sin(|φ| − β) + cos δ cos(|φ| − β) sin ωSS

ωS
π

180
sin δ sin φ + cos δ cos φ sin ωS

(20.40)

where ωSS is the sunrise angle on the inclined surface, which is given by

ωSS = max[ωS, − arccos(−[sign(φ)] tan δ tan(abs(φ) − β))] (20.41)

It is interesting to observe that for the equinox days, δ = 0 ⇒ ωS = ωSS and
equation (20.40) becomes RB = cos[abs(φ) − β]/ cos φ.

Example: Estimate the average daily irradiation in January at Changchun–China
(φ = 43.8◦) over a fixed surface facing south and tilted at an angle β = 50◦ with respect
to the horizontal, knowing that the mean value of the global horizontal irradiation is
Gdm(0) = 1861 Wh/m2 and the ground reflection ρ = 0.2. The solution is as follows:

January ⇒ dn = 17; δ = −20.92◦

φ = 43.8◦ ⇒ ωS = −68.50 and B0d(0) = 3586 Wh/m2 ⇒ KTm = 0.519

⇒ FDm = 0.414

Ddm(0) = 770 Wh/m2; Bdm(0) = 1091 Wh/m2

arccos(− tan δ tan(φ − β)) = −92.38◦ ⇒ ωSS = −68.5◦ ⇒ RB = 2.741
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Gdm (0)

Ddm (0)

Ghm (0)
Dhm (0)

Bhm (0) = Ghm (0) − Dhm (0)

Dhm (b, a); bhm (b, a); Rhm (b, a)

Gdm (b, a) = ∑ Ghm (b, a) 
ws

−ws

Equation

(20.18)

(20.23−20.26)

(20.28, 20.29)
(20.32−20.38)

Figure 20.16 Diagram explaining the calculation of the daily irradiation on an inclined surface
Gdm(β, α) from the corresponding horizontal value Gdm(0)

Ddm(50) = 633 Wh/m2; Bdm(50) = 2990 Wh/m2; Rdm(50) = 66 Wh/m2

Gdm(50) = 3689 Wh/m2

It is worth mentioning that a more detailed calculation, following the procedure outlined in
Figure 20.16, would lead to Gdm(50) = 3956 Wh/m2. That means the error associated to
equation (20.40) is below 8%. This difference is mainly due to the different consideration
of the diffuse radiance distribution.

20.6 DIURNAL VARIATIONS OF THE AMBIENT
TEMPERATURE

The behaviour of the photovoltaic modules depends, to some extent, on the ambient
temperature. Just as it is for solar radiation, sometimes it is necessary to determine how
this parameter varies throughout the day. The data available as a starting point for this
calculation are, in general, the maximum and minimum temperature of the day, TaM and
Tam, respectively.

A model that is simple but, nevertheless, gives a good fit to the experimental values
is obtained from the fact that the temperature evolves in a similar manner to the global
radiation but with a delay of about 2 h. This fact allows the following three principles to
be deduced

• Tam occurs at sunrise (ω = ωS).
• TaM occurs two hours after midday (ω = 30◦).
• Between these two times, the ambient temperature develops according to two semi

cycles of a cosine function: one from dawn to midday, and the other between midday
and sunrise of the following day.
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The following set of equations based on the above, permits the ambient temperature
throughout a day j to be calculated as follows:

For −180 < ω ≤ ωS

Ta(j, ω) = TaM(j − 1) − TaM(j − 1) − Tam(j)

2
[1 + cos(aω + b)] (20.42)

with a = −180

ωS + 330
and b = −aωS

For ω < ωS ≤ 30

Ta(j, ω) = Tam(j) + TaM(j) − Tam(j)

2
[1 + cos(aω + b)] (20.43)

with a = 180

ωS − 30
and b = −30a

For 30 < ω ≤ 180

Ta = TaM(j) − TaM(j) − Tam(j + 1)

2
[1 + cos(aω + b)] (20.44)

with a = 180

ωS + 330
and b = −(30a + 180)

To apply these equations, it is necessary to know the maximum temperature on the
previous day, TaM(j − 1), and the minimum temperature of the following day, Tam(j + 1).
If these data are unavailable, then it can be assumed, without introducing too much error,
that they equal those for the day in question.

20.7 EFFECTS OF THE ANGLE OF INCIDENCE
AND OF THE DIRT

The reflectance and transmittance of optical materials depends on the angle of incidence.
Glass covers of solar collectors are not an exception and therefore the optical input of
photovoltaic modules is affected by their orientation with respect to the sun, due to the
angular variation of the glass reflection. Theoretical models, based on the well-known
Fresnel formulae, have been developed for clean surfaces. The most popular formula-
tion is from ASHRAE [32]. For a given incidence angle, θS, it can be described by the
simple expression

FT B(θS) = 1 − b0

(
1

cos θS
− 1

)
(20.45)

where FT B(θS) is the relative transmittance, normalised by the total transmittance for
normal incidence, and b0 is an adjustable parameter that can be empirically determined
for each type of photovoltaic module. If this value is unknown, a general value b0 = 0.07
may be used. The effect of the angle of incidence on the successfully collected solar
radiation can be calculated by applying equation (20.45) to the direct and circumsolar
irradiances, and by considering an approximated value, FT = 0.9, for the isotropic diffuse
and reflected radiation terms. Figure 20.17 shows a plot of FT B(θS) versus θS. It presents
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Figure 20.17 The relative transmittance FT B is plotted against the angle of incidence θS, for a
clean surface and also for a dust-covered surface

a pronounced knee close to 60◦. In practical terms, that means the effects of the angle
of incidence are negligible for all the θS values well below this figure. For example,
FT B(40◦

) = 0.98.

The ASHRAE model is simple to use but has noticeable disadvantages. It cannot
be used for θS > 80◦, and, still worse, it cannot take into consideration the effects of dust.
Dust is always present in real situations, and not only reduces the transmittance at normal
incidence but also influences the shape of FT B(θS). Figure 20.17 shows that the relative
transmittance decreases because of dust at angles from about 40 to 80◦. Real FT B(θS) are
best described [33] by

FT B(θS) = 1 −
exp

(
−cos θS

ar

)
− exp

(
− 1

ar

)

1 − exp
(
− 1

ar

) (20.46)

where ar is an adjust parameter mainly associated with the degree of dirtiness, as shown
in Table 20.4. Note that the degree of dirtiness is characterised by the corresponding
relative normal transmittance, Tdirt(0)/Tclean(0). Equation (20.46) applies for direct and
circumsolar radiation components. The angular losses for isotropic diffuse and albedo
radiation components are, respectively, approximated by [33]

FT D(β) = 1 − exp


− 1

ar


c1


sin β +

π − β · π

180
− sin β

1 + cos β




+ c2


sin β +

π − β
π

180
− sin β

1 + cos β




2



 (20.47)
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Table 20.4 Recommended parameters for angular losses
calculation

Dirtiness degree Tdirt(0)/Tclean(0) ar c2

Clean 1 0.17 −0.069
Low 0.98 0.20 −0.054
Medium 0.97 0.21 −0.049
High 0.92 0.27 −0.023

and

FT R(β) = 1 − exp


− 1

ar


c1


sin β +

β · π

180
− sin β

1 − cos β




+ c2


sin β +

β · π

180
− sin β

1 − cos β




2



 (20.48)

where c1 = 4/(3π) and c2 is linearly related to ar. Table 20.4 also presents some values
of these parameters for several dirtiness degrees.

It must be noted that FT B(0) = 1. That means, this function does not include the
dirt effect on the relative normal transmittance but only the angular losses relative to
normal incidence. In other words, the “effective” direct irradiance reaching the solar cells
of a PV module, should be computed as

Beff(β, α) = B(β, α) × Tdirt(0)

Tclean(0)
× FT B(θS) (20.49)

and similar expressions should be used for the diffuse and albedo irradiance (or hourly
irradiation) components.

Following the example of 15 April in Portoalegre-Brazil, we can now calculate the
effective irradiances over a surface tilted to the latitude, neglecting the albedo, supposing
a medium dirtiness degree and by applying FT B(θS) not only to the direct radiation but
also to the circumsolar component of the diffuse radiation. Obviously, FT D(β) is applied
to the isotropic component of the diffuse radiation. The results are as follows:

FT D(φ) = 0.934

ω
◦ FT B(θS) Beff(φ),

[Wm−2]
Deff(φ)

[Wm−2]
Geff(φ)

[Wm−2]
�Geff

[%]

ωS 0 0 0 0 0
±60 0.913 80.84 126.39 207.23 −11.3
±30 0.991 249.63 249.74 499.37 −6.8
0 0.999 332.13 296.37 628.50 −6.1
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The last column of this table describes the losses due to both dirt and angular effects.
Taking into consideration that dirt reduces normal transmittance by a factor of 3%
(Tdirt(0)/Tclean(0) = 0.97), it can be noted that pure angular losses dominate for |ω| > 30◦.

Finally, it should be stressed that angular-dependent reflection is often neglected
in PV simulations. However, they become significant in many practical situations, for
example, where vertical (façade-integrated PV generators) or horizontal (N–S horizontal
trackers) surfaces are concerned. Furthermore, they help to explain the observed low
irradiance effects in PV module performance. This is because low irradiance just happens
when the incidence angle is large or when solar radiation is mainly diffuse. In both cases,
angular losses are particularly important. As a matter of fact, the failure to consider
angular losses has been signalled as the main cause of error in some energy models [34].

20.8 SOME CALCULATION TOOLS

20.8.1 Generation of Daily Radiation Sequences

Long series (many years) of daily irradiation data are sometimes required for particular
purposes, for example, when studying the long-term reliability of stand-alone photovoltaic
systems. However, long series of historical data are scarce and hard to obtain. This leads
to the need for methods that are able to generate a series starting from widely available
information, such as the 12 long-term average monthly mean values of the daily irradia-
tion, Gdm(0). The idea is that the generated series must keep some statistical properties
believed to be universal, as they are also found in historical data, when available. In
particular, the persistence of solar radiation, that is, the dependence of today’s irradiation
on the irradiation of the precedent days, is adequately described by a first-order auto-
regressive process [35]. Moreover, the probability function of the daily clearness index
for any given period has a form associated with only its average value for the period.
Several methods for the generation of daily irradiation sequences are available in the
literature [36]. The method proposed by Aguiar [37] is the most widely used today.

20.8.2 The Reference Year

As already mentioned, the most widely available information related to the solar radiation
resource at a given location is the set of 12 monthly mean values of global horizontal daily
irradiation, Gdm(0). The methods presented above allow estimation of all the radiation
components incident on any surface of arbitrary orientation and at any moment of the
average year, and even at any moment of a long sequence of years. This can be applied
to all the problems related to the design of photovoltaic systems: sizing, prediction of
energy yields, impact of shadowing, optimisation of tilt angles and so on.

Nevertheless, the solar radiation is still the object of systematic recording, and
more and more irradiance and irradiation data are being accumulated and put at public
disposal. Such data whether in the form of crude recorded data or in the form of elaborate
mathematical tools, attempt to properly represent the climate of the concerned location.
The most widely used is the so-called Reference Year, also called the Typical Meteoro-
logical Year [18], TMY, or the Standard Year. The TMY for a location is a hypothetical
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year in which months are real months, but are chosen from different years from the whole
period for which data are available. In practice [38], the months are chosen such that the
monthly mean of the daily global irradiation on the horizontal represents an average value
for all values contained in the database. For example, January of 1986 was chosen for
the TMY of Madrid, because it had a value of Gdm(0) = 1.98 kWh/m2, the closest to the
average value of Gdm(0) = 1.99 kWh/m2 for all the months of January on record [16].

The most widely used TMY for photovoltaic applications is set in a one-hour
time scale. Hence, it contains 43801 values of global horizontal irradiation. Ambient
temperature values are also specified for each hour. This huge number of initial data
can lead to the impression that the corresponding results should be much more accurate
than those obtained when simply using the 12 Gdm(0) values as input. However, this
impression is largely wrong. On the one hand, because the representativeness of any
data – it should be again remembered – is limited by the random nature of the solar
radiation, small differences in the results are scarcely meaningful. On the other hand,
because the results obtained from the 12 Gdm(0) values and from the TMY are very
similar, provided the initial data are coherent (i.e. the monthly means in the TMY coincides
with the 12 Gdm(0) values) and that the selected correlations and diffuse radiation models
to transpose from horizontal to inclined surfaces are the same. The physical reasons for
this lie in the quasi-linear power-irradiance relationship in most PV devices, and in the
fact, initially shown by Liu and Jordan [19], that the solar climate of a particular location
can be well characterised by only the monthly mean daily clearness index. As already
mentioned, they have demonstrated that, irrespective of latitude, the fractional time during
which daily global radiation is equal to or less than a certain value depends only on this
parameter. Surely, to go into this question in-depth would increase the reader’s boredom
which is probably already large enough; hence, we will restrict ourselves to describing a
representative case from our own experience:

In 1992, the Solar Energy Institute in the University of Madrid, IES-UPM, was
involved in the design of the 1 MW PV plant in Toledo, Spain. It was the biggest
European PV project at that time, so very careful studies were required at the initial
project stage. Fortunately, a large historical database, containing 20 years of hourly
irradiation data, was available from a nearby meteorological station, and was directly
used to calculate the expected energy yields. Both static and sun-tracked photovoltaic
arrays were analysed while taking into account detailed features such as shadowing
from adjacent rows, back-tracking features and so on. Moreover, the same calcu-
lation was also performed using as input the TMY, previously derived from the
historical radiation sequence, and also using as the only input the 12 Gdm(0) values
and computing for just the mean day of each month. The results from the three calcu-
lation procedures never differed more than 2%! As a matter of fact, the results were
much more sensitive to the considerations of the solar angle of incidence effects [39]
described below.

A clever friend, not involved in this project but being aware of this anecdote, posed
the questions: Then why go into such exhaustive detail when they give similar results?

1 There are 8760 hours per year, and the sun shines exactly half of the year in any location, hence there are
4380 hours of sunshine per year.
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Figure 20.18 Sun’s trajectory map corresponding to a latitude φ = 40.5◦, with a skyscraper super-
imposed on the map. For example, on the winter solstice, shadows occur from sunrise to about
10:30 (solar time) and from 14:30 to sunset

Why not just be simple? The proper answers are best found in human psychology. Many
people simply desire not to believe in some ideas. Hence, the ones daring to declare them
are automatically impelled to provide strong arguments in favour of such ideas. To a
large extent, this is usually the case when defending the argument that modern complex
software tools do not necessarily yield better results than simple (but judicious) traditional
methods. That was the position of the IES-UPM in 1992, and today for the author of this
chapter the position remains the same.

20.8.3 Shadows and Trajectory Maps

Surroundings of photovoltaic modules can include trees, mountains, chimneys, walls,
other PV modules and so on. Because of that, photovoltaic modules cannot always be
positioned entirely free of shadows. This reduces their potential energy yield, and must be
taken into account when designing photovoltaic systems. Equations (20.3 to 20.5) allow
the plotting of the trajectories of the sun, in terms of elevation versus azimuth angles, as
already explained in Figure 20.6.

These types of diagrams are called sun trajectory maps. They are a very useful tool
for determining the duration and effect of shadowing cast by any obstacle. A correctly
placed theodolite can measure the azimuth and elevation angles of the most relevant points
(corners, peaks etc.) of any kind of obstacle. The local horizon can then be superimposed
on the trajectory map, as Figure 20.18 shows. The effect of the shadow is calculated
with the assumption that the direct and circumsolar radiations are zero when the sun is
below the local horizon. Unless the shadows are very large, the effect of the local horizon
on the diffuse radiation (other than the circumsolar component) can be neglected. Several
tools have been proposed [40, 41] to simplify the practise of this calculation.
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20.9 IRRADIATION ON MOST WIDELY STUDIED SURFACES

This section analyses some important features of the radiation available on commonly
studied surfaces. As already mentioned, the methods presented before conform to a com-
plete package, allowing the calculation of the irradiation incident over any arbitrary surface
over any period of time, using the horizontal data as input. This can no doubt be a tedious
task, so specific commercial software packages have been developed [42, 43]. However,
for many practical engineering problems, more direct and simple tools can be developed.
In particular, it is possible to develop analytical expressions that can be simply solved by
only hand calculations. In order to apply the discussion in the previous sections, let us
analyse the particular case of the yearly mean daily irradiation collected at four different
places on a fixed surface, tilted towards the equator (α = 0) and inclined at an angle β

to the horizontal, Gdy(β). Figure 20.19 plots, for each place, such value in relation to
its maximum and versus the inclination angle referred to as the absolute value of the
latitude, that is, Gdy(β − |φ|)/Gdy(βopt), being βopt the inclination angle associated to the
maximum value of Gdy(β). The calculation procedure had followed the lines described in
Figure 20.16. Solar radiation data has been obtained from Reference [7]. Several aspects
need to be outlined.

On the one hand, a great similarity between all the curves is noticeable. Despite
large differences in latitude and clearness index of the selected locations, the shape of
the curve and also the inclination angle maximising the collection of radiation are very
similar for the four selected places. Furthermore, this angle is relatively close to the lat-
itude. It is important to mention that the extension of this exercise to many other places
all around the world verifies that this great similarity is nearly universal. In fact, we
have performed a specific exercise covering 30 different places distributed from φ = 80◦
to φ = −78.2◦ (see list in Table 20.5). We limit Figure 20.19 to only four curves for
presentation purposes. A physical explanation of this similitude can be argued observing
that, irrespective of the latitude, all the surfaces tilted towards the equator and inclined
at an angle equal to the absolute value of the latitude are parallel all over the Earth, and
also parallel to the Earth’s rotation axis. Therefore, in the absence of the atmosphere, on
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Figure 20.19 Yearly energy collection versus inclination angle for surfaces tilted towards the
equator. The percentage of relative collection, with respect to the maximum, Gdy(β − |φ|)/Gdy(βopt)

is plotted against the difference between the tilt angle and the latitude β − |φ|
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Table 20.5 Annual radiation availability on different surfaces, for 30 different places all around the world.
Various tracking options (1 axis, 2 axis, etc.) described in Section 20.9.2

Location Lat. B0dy(0) Clearness Ratios to global horizontal yearly irradiation
φ

◦
[Wh/m2] index

KTy
2 axis 1 Az-axis 1 Ho-axis 1 Po-axis Fixed

βopt

2 axis
Conc.

Ice-Island-Arctic 80 4261 0.580 2.75 2.54 1.97 2.60 1.67 2.26
S. Petersburg-Russia 59.9 5703 0.453 1.72 1.64 1.43 1.61 1.18 1.21
Hamburg-Germany 53.6 6437 0.412 1.49 1.42 1.28 1.39 1.11 0.97
Freiburg-Germany 48 7075 0.428 1.42 1.36 1.26 1.33 1.07 0.93
Nantes-France 47.2 7164 0.468 1.50 1.44 1.31 1.41 1.10 1.03
Olympia-USA 46.6 7230 0.437 1.41 1.35 1.27 1.32 1.05 0.93
Changchun-China 43.8 7531 0.510 1.60 1.53 1.35 1.51 1.16 1.13
Sapporo-Japan 43 7615 0.421 1.41 1.35 1.22 1.31 1.09 0.89
Madrid-Spain 40.4 7880 0.544 1.53 1.46 1.36 1.45 1.08 1.12
Seoul-Korea 37.5 8161 0.440 1.39 1.32 1.23 1.30 1.07 0.89
Albuquerque-USA 35 8391 0.687 1.66 1.55 1.47 1.58 1.09 1.37
Djelfa-Algeria 34.6 8427 0.584 1.53 1.44 1.45 1.37 1.06 1.15
El Paso-Mexico 31.5 8691 0.689 1.61 1.49 1.45 1.53 1.07 1.33
Shanghai-China 31.2 8716 0.487 1.36 1.29 1.25 1.27 1.02 0.91
Cairo-Egypt 30.6 8764 0.637 1.53 1.43 1.39 1.46 1.05 1.20
Delhi-India 28.6 8919 0.630 1.56 1.44 1.40 1.47 1.07 1.23
Karachi-Pakistan 24.8 9189 0.560 1.48 1.36 1.35 1.39 1.04 1.13
Morelia-Mexico 19.7 9494 0.415 1.20 1.14 1.14 1.08 0.98 0.70
Dakar-Senegal 14.7 9729 0.599 1.38 1.23 1.31 1.29 0.98 1.04
Bangkok-Thailand 13.7 9768 0.490 1.27 1.16 1.21 1.14 0.98 0.83
Claveria-Philippines 8.6 9924 0.513 1.27 1.13 1.23 1.16 0.95 0.86
Colombo-Sri Lanka 6.9 9961 0.529 1.28 1.12 1.23 1.16 0.96 0.76
Medellin-Colombia 6.2 9974 0.469 1.22 1.08 1.18 1.08 0.95 0.76
Luanda-Angola −8.8 9918 0.497 1.26 1.12 1.21 1.13 0.95 0.83
El Alto-Bolivia −16.4 9652 0.579 1.39 1.25 1.31 1.29 0.99 1.04
Sao Paulo-Brazil −23.5 9267 0.427 1.25 1.19 1.17 1.14 0.99 0.76
Porto Alegre-Brazil −30 8805 0.505 1.38 1.30 1.26 1.29 1.02 0.93
Bariloche-Argentina −41.1 7801 0.566 1.58 1.50 1.40 1.50 1.07 1.18
Ushuaia-Argentina −55 6263 0.402 1.62 1.55 1.30 1.51 1.19 1.07
Little America-

Antartic
−78.2 4306 0.577 2.67 2.48 1.87 2.52 1.55 2.12

the equinox days, they receive identical solar irradiation, B0d(|φ|)|δ=0. And the same is
true for surfaces equally tilted with respect to the latitude angle, B0d(β − |φ|)|δ=0. For
other than equinox days, this is not exactly true, because sunrise time (and, therefore,
the length of daytime and, in turn, the daily extraterrestrial irradiation) depends on lati-
tude, as described by equation (20.7). However, the yearly ratio between extraterrestrial
irradiation collected on both inclinations, B0dy(β − |φ|)/B0dy(|φ|) tends to remain con-
stant. Now, when accounting for the Earth’s atmosphere, such site independence is not
necessarily maintained, because of the different climatic conditions, that is, the different
annual clearness index KTy, from one site to another. Obviously, the collection of dif-
fuse radiation is less sensitive to inclination angle variations than the collection of direct
radiation. Because of this, the lower the KTy value (the higher the Fdy), the slightly less
is sharp-pointed curve that should be expected. Figure 20.19 reveals that this tendency
is, in fact, very weak, so that the site independence clearly dominates and the function
Gdy(β − |φ|)/Gdy(βopt) can be properly considered as being a universal invariant.
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On the other hand, the smooth form of the curves of Figure 20.19 suggests that it
may be possible to describe them analytically, thus avoiding the need to use a computer
each time a particular value is required. A convenient way of doing it is, first, analysing
the correspondence between the optimal inclination angle and latitude. It is worth noting
that the larger the latitude, the larger the difference between summer daytime and winter
daytime and, in turn, the larger the difference between the summer and the winter irra-
diation. Therefore, it can be anticipated that as latitude increases, the optimal inclination
angle should progressively give priority to the collection of summer over the collection
of winter. This can be observed in Figure 20.20, where the values of βopt − |φ| have been
plotted against the latitude, for the 30 above-mentioned different locations.

It is useful to fit a linear equation to these values

βopt − |φ| = 3.7 − 0.31|φ| or βopt = 3.7 + 0.69|φ| (20.50)

where β and φ are given in degrees. It is worth mentioning that the observed dispersion
of the cluster of points around equation (20.50) (also depicted in Figure 20.20) is, in
fact, of negligible importance, due to the very low sensibility of the energy collection to
deviations from the optimal inclination angle. For example, the point corresponding to
Delhi (φ = 28.6◦) – marked as in the figure – indicates a value of βopt = 29.6◦, while
equation (20.50) leads to βopt = 23.4◦. The 6.2◦ of difference can appear relatively large
(≈20%), but a detailed simulation exercise would disclose that Gdy(23.4◦

)/Gdy(29.6◦
) is

99%, that is, such a difference is irrelevant when translated into energy content. A similar
reasoning also justifies the validity of the usual assumption βopt = φ. Now, a second-order
polynomial describes very well the curves of Figure 20.19.

Gdy(β)

Gdy(βopt)
= 1 + p1(β − βopt) + p2(β − βopt)

2 (20.51)
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Figure 20.20 Optimal inclination angle versus latitude. The difference between βopt − |φ| is plot-
ted against the latitude |φ|. The cluster of points corresponds to the different places listed in
Table 20.5
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where p1 and p2 are the adjusted parameters for which values are 4.46 × 10−4 and
−1.19 × 10−4, respectively. The corresponding value of the so-called correlation coeffi-
cient, R2, is greater than 0.98, indicating that equations (20.50) and (20.51) adjust very
well to the simulated values. This way, the results of a rather complex calculation,
involving a lot of tedious steps, can be described by means of two simple mathematical
expressions. Apart from simplicity and elegance, all the information has been condensed
into just four numbers and an equation that have the advantage of having a continu-
ous slope, which can be useful in many calculations. It is worth mentioning that these
equations can also be used to calculate the value of Gdy(βopt) from the data corresponding
to the horizontal surface, which is the most usually available information.

Example: Estimation of the optimal tilt angle and the corresponding yearly irra-
diation in Sapporo-Japan knowing the latitude, φ = 43◦, and the annual average of the
daily global horizontal irradiation, Gdy(0) = 3220 Wh/m2. The solution is

Equation (20.50), φ = 43◦ ⇒ βopt = 33.37◦

Equation (20.51), β = 0◦ ⇒ Gdy(0)/Gdy(βopt) = 0.8526

⇒ Gdy(βopt) = 1.1729 × Gdy(0) = 3776 Wh/m2.

The total yearly irradiation is 365 × Gdy(0) = 1379 kWh/m2.

It is worth mentioning that a more careful calculation, using the 12 values of the
monthly mean irradiation and following the procedure described in Figure 20.16, would
lead to Gdy(βopt) = 3663 Wh/m2. This means, that the error associated to equation (20.51)
is below 3%.

Attempting to help in the following discussion, Table 20.5 presents the results of a
detailed simulation exercise devoted to the calculation of the annual radiation availability
on horizontal surfaces, optimally tilted fixed surfaces and several types of tracking sur-
faces. The exercise has been extended to 30 different places distributed around the World.
The hope is that the readers could find here a relatively similar location, both in latitude
and clearness index, to the location of their interest. The yearly means of the daily global
horizontal irradiation, Gdy(0), can be obtained by multiplying the corresponding values of
the extraterrestrial radiation and the clearness index. (column 3 × column 4). Then, these
horizontal Gdy(0) values are used as reference for the irradiation availability in all the
other considered surfaces. In particular, column 8 of this table gives the ratio between the
global irradiation on a fixed and optimally tilted surface to the global horizontal irradia-
tion, Gdy(βopt)/Gdy(0). Hence, the irradiation on the optimally tilted surface is given by
the product (column 3 × column 4 × column 8).

20.9.1 Fixed Surfaces

The integration of PV generators in buildings, presently in vogue in many industrialised
countries, led to the use of a large range of different orientations and tilt angles. PV
module orientations from east to west, and tilt angles from horizontal to vertical are found
in practise. Then, it is worth extending the previous exercise to surfaces other than those
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tilted towards the equator, that is, to α �= 0, and also to dirty surfaces. E. Caamaño [44]
has proposed the following solution:

Geffdy(β, α)

Gdy(βopt)
= g1(β − βopt)

2 + g2(β − βopt) + g3 (20.52)

where
gi = gi1 · |α|2 + gi2 · |α| + gi3; i = 1, 2, 3 (20.53)

being the values of the coefficients as show in Table 20.6, for medium dirty surfaces.
The sub-index “eff” in the left term of equation (20.52) indicates that the dirt effect on
the relative normal transmittance is also being included, in order to facilitate the direct
application of the equation to real cases.

Let us continue with the example of Sapporo-Japan, by calculating the effective
irradiation available on the following surfaces:

1. Optimally oriented, α = 0, and optimally tilted, β = βopt

Equation (20.53), α = 0 ⇒ gi = gi3

Equation (20.52), β = βopt ⇒ Geffdy(βopt) = 0.9314 Gdy(β = βopt) = 3517 Wh/m2

Note that the total losses due to the optical effects of the angle of incidence (≈7%)
are larger than pure normal transmittance losses (≈3%)

2. Tilted 20◦ with respect to the horizontal, β = 20◦, and oriented 30◦ towards the west,
α = 30◦ ⇒ g1 = −1.032 × 10−4; g2 = 1.509 × 10−4; g3 = 0.9057
β − βopt = −13.37◦ ⇒ Geffdy(20, 30) = 0.8853 · Gdy(βopt) = 3343 Wh/m2

It is worth mentioning that a similar calculation, but without considering the angular
losses, would lead to Gdy(20, 30) = 0.936 · Gdy(βopt) = 3533 Wh/m2

3. A vertical facade, β = 90◦, oriented towards the south-east, α = −45◦.
α = −45◦ ⇒ g1 = −0.885 × 10−4; g2 = −2.065 × 10−4; g3 = 0.8761
β − βopt = 56.63◦ ⇒ Geffdy(90, −45) = 0.5806 · Gdy(βopt) = 2192 Wh/m2

It is opportune to mention again the relatively weak sensitivity of the annual capture of
energy to the inclination angle. A value of 0.2% loss for each degree of deviation from
the optimum value is a rough approximation. This is true to an even greater extent in
the case of azimuthal orientation, where only a 0.08% loss occurs for each degree of
deviation from the south. This means that many existing surfaces (roofs, car parks etc.)
are suitable for PV modules integration, even if their orientation differs considerably from

Table 20.6 Coefficients used to solve equation (20.52). Values
are given for the representative case of medium dirtiness degree
(Tdirt(0)/Tclean(0) = 0.97)

Coefficients Tdirt(0)/Tclean(0) = 0.97

i = 1 i = 2 i = 3

g1i 8 × 10−9 3.8 × 10−7 −1.218 × 10−4

g2i −4.27 × 10−7 8.2 × 10−6 2.892 × 10−4

g3i −2.5 × 10−5 −1.034 × 10−4 0.9314
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the optimum. This also means there is no need to carry out expensive civil works to level
the site of PV arrays, despite it being an extended custom in large PV plants.

The case of stand-alone systems designed to feed equipment having a constant
consumption throughout the year is an especially interesting one, and deserves particular
mention. The design criterion here is to maximise the energy captured during the period
of least radiation, rather than throughout the year. As might be expected, such receivers
are positioned perpendicular to the winter sunlight, which leads to recommend a tilt angle
β ≈ φ + 10◦.

20.9.2 Sun-tracking Surfaces

At the moment, tracking mechanisms are little used in photovoltaics, but in the future
they are likely to become much more common, mainly associated with relatively big
grid-connected PV plants, where these mechanisms have already demonstrated very high
reliability. As a particular example, the 100 kWp tracking system at the Toledo-PV
plant [39] is in routine operation with 100% of availability from 1994 (about 66 000 h
when writing this chapter).

Tracking about two axes maintains the receiver surface always perpendicular to
the sun (β = θZS; α = ψS). Hence, it allows collecting the maximum amount of energy
possible. Mainly depending on the clearness index, the comparison with an optimally tilted
fixed surface leads to the ratio Gdy(2 axes)/Gdy(βopt) varying from 1.25 to 1.55 (column 4
divided by column 8 of Table 20.5). However, it is expensive to implement, because it
uses relatively complicated mechanisms and takes up a great deal of space, due to the
shadows cast. For these reasons, several types of one-axis trackers are usually preferred.

Azimuthal one-axis trackers rotate around their vertical axis, in such a way that
the azimuth of the receiver PV surface is always the same as that of the sun’s azimuth.
Meanwhile, the tilt angle keeps constant (β = βcons and α = ψS). The incidence angle
is given by the difference between the surface’s tilt angle and the solar zenith angle
(θS = θZS − βcons). Obviously, the amount of collected radiation depends on the inclination
of the surface, being the maximum for a value close to the latitude. Again, the sensitivity
of the annual capture of energy to this inclination angle is relatively low. A typical value
of approximately 0.4% loss from each degree of deviation from the optimum inclination
can be assumed. Note that an azimuthal tracker tilted to the latitude collects up to 95% of
the yearly irradiation corresponding to the case of two-axes tracking (column 5 divided
by column 4 of Table 20.5).

One-axis trackers turning around a single axis–oriented N–S and tilted at an angle
βNS to the horizontal are also of great interest. It can be seen that, in order to minimise
the solar incident angle, the rotation angle of the axis, ψNS − 0 at noon – must be

tan ψNS = sin ω

cos ω cos β� − [sign(φ)] tan δ sin β�

(20.54)

where β� = βNS − abs(φ). The corresponding solar incident angle is given by

cos θS = cos ψNS(cos δ cos ω cos β� − [sign(φ)] sin δ sin β�) + sin ψNS cos δ sin ω

(20.55)
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A common configuration, called polar tracking, is when the axis is inclined just to
the latitude. Then, the rotation axis is parallel to the rotation axis of the Earth, and
the equations (20.54 and 20.55) become reduced to ψNS = ω, and θS = δ. Because of the
variation of the declination during the year, the cosines of the solar incident angle ranges
between 0.92 and 1, having an annual mean value of about 0.95. This way, the polar
tracker also collects about 95% of the energy corresponding to the two-axes case (col-
umn 7 divided by column 4 of Table 20.5). It is interesting to note that a polar tracker
turns just at the same angular speed as that of a standard clock.

Another common configuration is when the axis is just horizontal. Horizontal one-
axis trackers are of particularly simple construction and do not cast shadows in the N–S
direction. This encompasses significant radiation reduction when compared with two-axis
tracking (column 6 divided by column 4 of Table 20.5), but still significant radiation
increase when compared with optimally tilted fixed surfaces (column 6 divided by col-
umn 8 of Table 20.5). Because of this, they are today the most common tracking solution
in large PV plants: PVUSA [45], Toledo [39] and so on. And the same is true for solar
thermal plants. We should remember that the very first solar tracker used in any significant
way for power generation was just a N–S-oriented horizontal one-axis tracker associated
to a parabolic reflecting trough, constructed in 1912 by Frank Shumann and C.V. Boys to
power a 45-kW steam-pumping plant in Meadi, Egypt [46]. The tracking surface covered
an area of 1200 m2. The plant was a technical success, that is, reliable trackers existed
already at the time, but it was shut down in 1915 due to the onset of World War I and
cheaper fuel prices. The world’s largest solar plant, at the well-known Luz solar field,
erected in California from 1984 to 1986, also employs this type of tracking and, again,
with great technical success [47]. The surface position and the solar incident angle are
given by

β = arctan

∣∣∣∣sin ψS

tan γS

∣∣∣∣ (20.56)

and
cos θS = cos δ · [sin2 ω + (cos φ cos ω + tan δ sin φ)2]1/2 (20.57)

Finally, it is worth commenting that large PV generators have several rows of modules
mounted above the ground. The distance between rows affects the energy produced by
the PV generator. If the separation is increased, fewer shadows are cast by some rows on
the others and more energy is produced. But it also affects the cost, as greater separations
lead to more land being occupied, longer cables and more expensive civil works. There-
fore, there is an optimum separation, giving the best trade-off between greater energy
and lower cost. There is a widely held view that tracking generally requires much more
land than static arrangements. However, it should be outlined that this is not necessar-
ily the case when horizontal one-axis tracking is concerned. The interested reader is
encouraged to refer to [48], which deals in detail with tracking and shadowing in large
PV arrays.

20.9.3 Concentrators

PV concentrators are able to capture only direct-beam solar radiation and require tracking
mechanisms to keep in focus the solar cells. Therefore, they are best suited to sunny
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Figure 20.21 Comparison of annual average solar radiation available for fixed flat-plate conven-
tional PV modules, and two-axis tracking PV concentrators. The y-axis is (column 10)/(column 9)
and the x-axis column 4 of Table 20.5

sites with low scattering (or low diffuse radiation) and good solar resources. Figure 20.21
compares the amount of normal direct radiation for a PV concentrator mounted on a two-
axis tracker, with the amount of global radiation, collected by a conventional flat-plate
PV collector, at a fixed optimal tilt. The data represents the 30 locations in Table 20.5.
The ratio between both quantities, Bdy(⊥)/Gdy(βopt), (column 9 divided by column 8
of Table 20.5) is plotted against the annual clearness index. As a general rule, two-axis
tracking concentrators collect more radiation than fixed flat-plate modules in places where
KTy > 0.55.

20.10 PV GENERATOR BEHAVIOUR UNDER REAL
OPERATION CONDITIONS

A problem that the engineer frequently has to solve is the prediction of the electrical
behaviour of a PV generator, given the information about the generator’s construction,
geographic location, and the local weather. In particular, this represents the base for
predicting the generator energy delivery, which is a critical step of any PV-system design.
This leads to the question of establishing a PV module rating condition, at which power
performance and other characteristics are specified and, defining a method for calculating
performance at the prevailing environmental conditions such as solar irradiance, ambient
temperature, wind speed and so on.

Traditionally, PV modules are being rated under the so-called Standard Test Con-
ditions (STC) (Irradiance: 1000 W/m2; Spectrum: AM 1.5; and Cell Temperature: 25◦C).
In the following, we will use the superscript ∗ to refer to these conditions. The most
usual case is to know just the values of the short-circuit current, I ∗

SC, the open-circuit
voltage, V ∗

OC and the maximum power, P ∗
M, which are always included in the manufac-

turer’s data sheets. Furthermore, the characterisation of the PV module is completed by
measuring the nominal operating cell temperature (NOCT ), defined as the temperature
reached by the cells when the PV module is submitted to an irradiance of 800 W/m2 and
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an ambient temperature of 20◦C. However, performance predictions based on STC are
being continuously questioned, mainly because the resulting annual energy efficiencies
are significantly lower than the power efficiencies defined, using STC. Certainly, PV users
can be astonished on learning that the real efficiency of the PV module they have pur-
chased, once installed at home, has only about 70% of the STC efficiency they have read
in the manufacturer’s information. This could lead to a feeling of having been deceived.
This frustration can even increase in the case of fraud, that is, if the actual STC power
performance of the delivered PV module is below the value declared by the module’s
manufacturer, which, unfortunately, has sometimes been the case [49, 50].

All together, these facts have stimulated several authors to propose other methods
for PV module rating and energy performance estimation, more oriented to give buyers
clear and more accurate information about the energy generation of PV modules (see
Chapter 16 for a detailed description on rating module performance). This is still an open
question, and it is difficult to predict the extent to which these new models would be
incorporated in future PV engineering practices. Most of these methods require extend-
ing testing to other-than-STC, and rely on a relatively large number of parameters that
should be empirically determined. Surely, the use of a large number of parameters would
potentially allow for more accurate energy modelling. But it is not clear as to what extent
the possible improvements would compensate for the associated increase of complexity
derived from the experimental determination of such parameters. The proponents of new
methods tend to argue that their procedures can be easily implemented. (Their papers used
to include sentences like . . . the entire test procedure for outdoor measurements, including
the set-up, takes approximately three hours . . . [51]). But, at the same time, the PV module
manufacturers are very reluctant to incorporate troublesome novelties into their module
characterisation procedures already established at factory PV. This dilemma is, in fact,
easily understandable considering the inherent difficulties associated with the adoption
of any innovation. This was magnificently explained by Maquiavelo in his famous work
The Prince, written in 1513:(. . . There is nothing more difficult to plan, more doubtful of
success . . . than the creation of a new order of things . . .).

Together, claims of low PV modules energy performance, and the flourishing
of proposals for new rating methodologies have led, no doubt, to significant confu-
sion in today’s PV community, making risky this author’s task of selecting a particu-
lar methodology for recommending to his PV colleagues. However, it is this author’s
opinion that, at least in the case of crystalline silicon, energy performance modelling
based on only a few parameters obtained at STC, and always included in the manu-
facturer’s data sheets, can lead to adequate predictions, providing that some judicious
considerations are made. Obviously, precautions to assure that actual STC power of the
purchased PV modules correspond with the manufacturer’s declarations are a different
matter [52].

It must be remembered that crystalline silicon solar cells remain the workhorse for
PV power generation, despite significant advances in other PV devices. For example, c-Si
technology increased its world market share [53], from 84.4% in 1999 to 86.4% in 2000.
This predominance means that actual information concerning in-field c-Si PV modules
performance is particularly consistent, which is not typically the case where other materials
are concerned. Because of this, dealing with c-Si PV modules is, by far, the simplest and
easiest case for PV designers. This is why, despite the above-mentioned confusion, the
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author dares to detail here a rather simple methodology that allows the estimation of
the I –V curve of c-Si PV modules operating in any prevailing environmental condition,
exclusively using as input the values of I ∗

SC, V ∗
OC and P ∗

M. In principle, such methodology
can be extended to other-than-c-Si materials, and additional comments to do this are also
included in the text that follows. However, the reader should be advised that the much less
available experience with these materials encompasses significant increase in uncertainty.

20.10.1 The Selected Methodology

In a previous chapter (see Chapter 3), it has been shown that the characteristic I –V of a
solar cell can be expressed with sufficient accuracy by

I = IL − I0

(
exp

V + IRS

Vt
− 1

)
− V + IRS

RP
(20.58)

where IL, I0, RS and RP are the photo-generated current, the dark current, the series
resistance and the parallel resistance, respectively. The voltage Vt equals mkT/e (we recall
that for m = 1, Vt ≈ 25 mV at 300 K). This expression gives an adequate representation
of the intrinsic behaviour of a typical c-Si solar cell. Nonetheless, it cannot be used directly
to obtain the required predictions, because some parameters, IL and IO in particular, cannot
be established from the usually available information, often restricted to the values of I ∗

SC,
V ∗

OC, and P ∗
M, which are always included on the manufacturers’ data sheets.

This difficulty is effectively overcome when the following assumptions, which are
generally valid for c-Si PV cells and modules, are made:

• The effect of parallel resistance is negligible.

• The photo-generated current and the short-circuit current are equal.

• exp((V + IRS)/Vt) � 1 under all working conditions.

This allows equation (20.58) to be written as

I = ISC − IO exp
(

V + IRS

Vt

)
(20.59)

which, with I = 0, leads to the following expression for the open-circuit voltage:

VOC = Vt ln
(

ISC

IO

)
(20.60)

whence

IO = ISC exp
(
−VOC

Vt

)
(20.61)

Substituting equation (20.61) in (20.59), we arrive at

I = ISC

[
1 − exp

(
V − VOC + IRS

Vt

)]
(20.62)
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This is a very useful expression. As we shall see, the values of all the parameters on
the right-hand side are easily obtained allowing immediate application of the expression.
An inconsistency arises in the sense that I (V = 0) �= ISC. Nevertheless, in all solar cells
of practical use, we find that VOC � IRS ⇒ I (V = 0) ≈ ISC, which therefore makes this
objection irrelevant. The expression can be inconvenient to use in the sense that I is
implicit (it appears on both sides of the equation), theoretically making it necessary
to solve the equation iteratively. However, for voltages close to the maximum-power
point, a reasonably accurate solution can be obtained with only one iteration by setting
I = 0.9 × ISC in the second term.

The calculation of the maximum power can, in principle, be carried out by consid-
ering that the power is given by the product P = VI . The values of IM and VM, defining
the maximum-power operation point, can be obtained from the usual condition for a
maximum, dP/dV = 0. However, the implicit nature of the resulting expression makes
it very cumbersome to use. It would be better to look for a simpler method, based on
the existing relationship between the fill factor and the open-circuit voltage. According
to M.A. Green [54] an empirical expression describing this relation is

FF = VMIM

VOCISC
= PM

VOCISC
= FF 0(1 − rs) (20.63)

where

FF 0 = vOC − ln(vOC + 0.72)

vOC + 1
(20.64)

and vOC = VOC/Vt and rs = RS/(VOC/ISC) are defined as the normalised voltage and the
normalised resistance, respectively. It is interesting to note that the series resistance at
STC can be deduced from the manufacturer’s data by the expression

RS =
(

1 − FF

FF 0

)
VOC

ISC
(20.65)

The values of VM and IM are in turn given by [55]

VM

VOC
= 1 − b

vOC
ln a − rs(1 − a−b) and

IM

ISC
= 1 − a−b (20.66)

where:
a = vOC + 1 − 2vOCrs and b = a

1 + a
(20.67)

This set of expressions is valid for vOC > 15 and rs < 0.4. The typical accuracy is better
than 1%. Their application to a photovoltaic generator is immediate, if all their cells
are supposed to be identical, and if the voltage drops in the conductors connecting the
modules are negligible.

Now, for the prediction of the I –V curve of a PV generator operating on arbitrary
conditions of irradiance and temperature, a good balance between simplicity and exactness
is obtained through the following additional assumptions.
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• The short-circuit current of a solar cell depends exclusively and linearly on the irradi-
ance. That is,

ISC(G) = I ∗
SC

G∗ Geff (20.68)

where Geff is the “effective” irradiance. This concept must take into consideration the
optical effects related to solar angle of incidence, as described in Section 20.7. Effects,
as described by equations (20.46–20.59), are as follows:
• The open-circuit voltage of a module depends exclusively on the temperature of the

solar cells Tc. The voltage decreases linearly with increasing temperature. Hence,

VOC(Tc) = V ∗
OC + (Tc − T ∗

c )
dVOC

dTc
(20.69)

where the voltage temperature coefficient, dVOC/dTc is negative. The measurement of
this parameter used to be included in PV modules characterisation standards [51, 56] and
the corresponding value must, in principle, be also included on the manufacturer’s data
sheets. For crystalline silicon cells, dVOC/dTc is typically −2.3 mV per ◦C and per cell.
• The series resistance is a property of the solar cells, unaffected by the

operating conditions.
• The operating temperature of the solar cell above ambient is roughly proportional to

the incident irradiance. That is,

Tc = Ta + CtGeff (20.70)

where the constant Ct has the value:

Ct = NOCT (
◦C) − 20

800 W/m2 (20.71)

The values of NOCT for modules currently on the market varies from about 42 to 46◦C,
implying a value of Ct between 0.027 and 0.032◦C/(W/m2). When NOCT is unknown,
it is reasonable to approximate Ct = 0.030◦C/(W/m2). This NOCT value corresponds to
mounting schemes allowing the free air convection in both sides of the PV modules,
which cannot be the case on roof-mounting arrays, that restrict some of the airflow. Then,
it has been shown [57] that the NOCT increases by about 17◦C if some kind of back
ventilation is still allowed and up to 35◦C if the modules are mounted directly on a
highly insulated roof.

Example: To illustrate the use and the usefulness of the equations of the above
sections, we shall analyse the electrical behaviour of a PV generator rated at 1780 W
(STC), made up of 40 modules, arranged 10 in series × 4 in parallel. The conditions
of operation are Geff = 700 Wm−2 and Ta = 34◦C. It is known that the modules have
the following characteristics under STC: I ∗

SC = 3 A, V ∗
OC = 19.8 V and P ∗

M = 44.5 W.
Further, it is known that each module consists of 33 cells connected in series and that
NOCT = 43◦C.

The calculations consist of the following steps:

1. Determination of the characteristic parameters of the cells that make up the
generator under STC (equations 20.63–20.67):
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33 cells in series ⇒ Per cell: I ∗
SC = 3 A, V ∗

OC = 0.6 V and P ∗
M = 1.35 W

Assuming m = 1; Vt(V) = 0.025 × (273 + 25)/300 = 0.0248 V ⇒ vOC = 0.6/0.0248 =
24.19 > 15
Then, FF 0 = (24.19 − ln(24.91))/25.19 = 0.833; FF = 1.35/(0.6 × 3) = 0.75
And rs = 1 − 0.75/0.833 = 0.0996 < 0.4 ⇒ RS = 0.0996 × 0.6/3 = 19.93 m�

a = 20.371; b = 0.953 ⇒ VM/VOC = 0.787 and IM/ISC = 0.943

It is worth noting that these values lead to a value of FF = 0.742, slightly different from
the starting value. This error shows the precision available by the method, better than 1%
in this instance. Sometimes values of m = 1.2 or 1.3 give a better approximation.

2. Determination of the temperature of the cells under the considered operating
conditions (equations 20.70 and 20.71):

Ct = 23/800 = 0.0287◦C m2/W ⇒ Tc = 34 + 0.0287 × 700 = 54.12◦C

3. Determination of the characteristic parameters of the cells under the operating
conditions being considered (equations 20.68 and 20.69):

ISC(700 W/m2) = 3 × (700/1000) = 2.1 A

VOC(54.12◦C) = 0.6 − 0.0023 × (54.12 − 25) = 0.533 V

With RS considered constant, these values lead to:

Vt = 27.26 mV; vOC = 19.55; rs = 0.0785; FF 0 = 0.805; FF = 0.742; PM = 0.83 W

4. Determination of the characteristic curve of the generator, (IG, VG):
Number of cells in series 330; Number of cells in parallel: 4. Then:
ISCG = 4 × 2.1 A = 8.4 A; VOCG = 330 × 0.533 V = 175.89 V; RSG = 1.644 �;
P ∗

MG = 1095.6 W

IG(A) = 8.4
[

1 − exp
VG(V ) − 175.89 + 1.644 · IG(A)

9.00

]

To calculate the value of the current corresponding to a given voltage, we may solve
this equation iteratively, substituting IG for 0.9 ISCG on the first step. Only one iter-
ation is required for VG ≤ 0.8 VOCG. By way of example, the reader is encouraged
to do it for VG = 140 V and VG = 150 V. The solution is IG(140 V) = 7.77 A and
IG(150 V) = 6.77 A.

5. Determination of the maximum power point :

a = 17.48; b = 0.9458; VM/VOC = 0.7883; IM/ISC = 0.9332

VM = 138.65 V; IM = 7.84 A, PM = 1087 W.

Note that the ratio PM/P ∗
M = 0.661, while the ratio Geff/G∗ = 0.7. This indicates

a decrease in efficiency at the new conditions compared to STC, primarily due to the
greater solar cell temperature, Tc < T ∗

c . An efficiency temperature coefficient can now be
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obtained by

1

η∗ · dη

dTc
=

(
PM

P ∗
M

· G∗

Geff
− 1

)
·
(

1

Tc − T ∗
c

)
= −0.004/

◦C

This means the efficiency decrease is about 0.4% per degree of temperature increase,
which can be considered as representative for c-Si.

It should be noted that, depending on the input data availability, other PV- gen-
erator modelling possibilities exist. For example, commonly I ∗

M and V ∗
M are given in the

specifications in addition to their product P ∗
M. Then, the series resistance can directly be

estimated from equation (20.62). This leads to

R∗
S =

V ∗
OC − V ∗

M + Vt ln
(

1 − I ∗
M

I ∗
SC

)

I ∗
M

(20.72)

20.10.2 Second-order Effects

The model presented in the previous section is based only on standard and widely avail-
able information, which is an undeniable advantage, in particular for PV-system design.
Furthermore, it is simple to use. However, it can be argued that such simplicity is at the
price of neglecting the following:

• The effects of the parallel resistance

• The influence of the cell temperature in the short-circuit current.

• The influence of the irradiance in the open-circuit voltage.

• The non-linearity due to low irradiance.

• The spectral effects.

• The effects of wind.

It should be recognised that differences between expected and real energies delivered by
PV modules are often mentioned in the literature [58]. Hence, it is worth reviewing the
importance of each one of these previously neglected factors, with the aim of clarifying
possible error sources. Many of these factors are discussed further in Chapter 16.

The influence of the parallel resistance is, to a great extent, compensated here,
by the particular way of estimating the series resistance of a PV module, which assures
that the maximum power of the modelled curve coincides exactly with that corresponding
to the real one. Because of this, the accuracy of the model tends to be very good just
around the maximum-power operation point, that is, just on the voltage region of interest.

The short-circuit current tends to increase slightly with increasing temperature. This
can be attributed, in part, to increased light absorption, since semiconductor band gaps
generally decrease with temperature, and, in part, to increased diffusion lengths of the
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minority carriers. This can be considered by adding a linear term to equation (20.68). Thus

ISC(G, Tc) = I ∗
SC · G

G∗ ·
[

1 + (Tc − T ∗
c )

dISC

dTc

]
(20.73)

where the temperature coefficient dISC/dTc depends on the semiconductor type and on the
manufacturing process, but it is always quite small. Typical experimental values are below
3.10−4 (A/A)/◦C [51, 59]. For a solar cell operating at 70◦C, that represents only 0.13%
of ISC increase. Hence, ignoring this dependence has no practical effects, in all the cases.

The open-circuit voltage tends to increase with the illumination level. The ideal
diode equation (see equation (20.60)) shows there is a logarithmic dependence. Then, this
effect can be considered by adding a logarithmic term to equation (20.69). Thus

VOC(Tc, G) = V ∗
OC + (Tc − T ∗

c )
dVOC

dTc
+ Vt · ln

(
Geff

G∗

)
(20.74)

Note that the relative influence of this new term increases with decreasing irradiance.
For example, for Geff = 500 W/m2 and Geff = 200 W/m2, it represents about 3 and 7%,
respectively. Hence, its importance when predicting the energy delivered by PV modules
depends on the irradiance distribution of the irradiation content. Obviously, it is more
important for northern than for southern countries. For example, in Freiburg-Germany
(φ = 48◦) about 50% of yearly irradiation is collected below 600 W/m2 and 18% below
200 W/m2. Meanwhile in Jaen-Spain (φ = 37.8◦) about 30% of yearly irradiation is col-
lected below 600 W/m2 and only 6% below 200 W/m2. Moreover, it should be understood
that very low irradiances are sometimes rejected by PV-system requirements. For example,
in grid-connected systems, DC power from PV modules must be large enough to compen-
sate for the inverter losses. Otherwise, the PV system becomes a net energy consumer.

While this logarithmic term does account for some variation in open-circuit voltage
as irradiance changes, it does not adequately predict the rapid decrease observed at values
of irradiance less than about 200 W/m2, which causes a noticeable efficiency decrease
below this value. The use of a second logarithmic term has been proposed [60] to also
consider this low irradiance effect. Thus

VOC(Tc,G) =
[
V ∗

OC + dVOC

dTc
(Tc − T ∗

c )

] [
1 + ρOC ln

(
Geff

GOC

)
ln

(
Geff

G∗

)]
(20.75)

where ρOC and GOC are empirically adjusted parameters. Values of ρOC = −0.04 and
GOC = G∗ have proven adequate for many silicon PV modules.

The sun spectrum shifts over time, due to changes in atmosphere composition, and
changes in the distance the light has to travel through the atmosphere. This can affect
the response of PV devices, especially if they have a narrow spectral response. Martin
and Ruiz have proposed [61] a model based on the parameterisation of the atmosphere
by means of the clearness index and the air mass, and this considers independently the
spectrum of each radiation component: direct, diffuse and albedo. It can be described by
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modifying the equation (20.68). Thus

ISC = I ∗
SC

G∗ (Beff · fB + Deff · fD + Reff · fR) (20.76)

where fB, fD and fR obeys to the general form

f = c · exp[a(KT − 0.74) + b(AM − 1.5)] (20.77)

and a, b and c are empirically adjusted factors, for each module type and for each radia-
tion component. Note that 0.74 and 1.5 are just the values of the atmospheric parameters
corresponding to the STC. Table 20.7 shows the recommended values of these param-
eters for crystalline, c-Si, and amorphous a-Si modules. The usefulness of this table
can be extended to other PV materials, by linear interpolation on the energy band gap,
Eg, between Eg(c-Si) = 1.12 eV and Eg(a-Si) = 1.7 eV. For example, Eg(a-SiGe) =
1.4 eV ⇒ estimated value of c is equal to 0.8.

Spectral effects used to be small on a yearly basis. Spectral losses with respect
to STC are typically below 2% with semiconductors with broad spectral sensitivity, and
below 4% for the others. However, on an hourly basis, spectral effects up to 8% can be
encountered.

The PV module cell temperature is a function of the physical variables of the
PV cell material, the module and its configuration, the surrounding environment and the
weather conditions. It results from the balance of energy inputs and outputs through radi-
ation, convection, conduction and power generation. Today, the more widely extended
model, based on the NOCT concept and described by equations (20.70 and 20.71), lump
the contributions together in an overall heat-loss coefficient, resulting in a liner rela-
tionship between module temperature and irradiance under steady-state conditions. This
implies accepting that the heat transfer process between the solar cell and the ambience is
essentially dominated by the conduction through the encapsulating materials, and neglect-
ing the wind effects on convection. This model is simple to use and requires only standard
available input information, which are undeniable advantages for the PV designer. But
it can lead to significant errors in cell temperature estimation for non-steady-state condi-
tions [62] (observed thermal time constant of PV modules is about 7 minutes), and for
high wind speeds. That has stimulated several authors to develop new thermal models for
PV systems, based not only on irradiance but also on wind speed. For example, Sandia

Table 20.7 Coefficient for spectral response modelling, for c-Si and a-Si modules

B D R

c-Si a-Si c-Si a-Si c-Si a-Si

c 1.029 1.024 0.764 0.840 0.970 0.989
a −3.13E-01 −2.22E-01 −8.82E-01 −7.28E-01 −2.44E-01 −2.19E-01
b 5.24E-03 9.20E-03 −2.04E-02 −1.83E-02 1.29E-02 1.79E-02
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Table 20.8 Temperature coefficients for module
and cell temperature estimation, for two typical
module designs

Type T1

[◦C]
T2

[◦C]
b �T

[◦C]

Glass/cell/glass 25.0 8.2 −0.112 2
Glass/cell/tedlar 19.6 11.6 −0.223 3

Laboratories proposed [63] a two components thermal model given by

Tc = Tm + Geff

G∗ �T, where Tm = Ta + Geff

G∗ [T1 exp(b · ωS) + T2] (20.78)

In this equation, Tm is the back-surface module temperature, in ◦C; ωS is the wind speed
measured at standard 10 m height, in m.s−1; T1 is an empirical coefficient determining the
upper temperature limit at low wind speeds; T2 is an empirical coefficient determining
the lower temperature limit at high wind speeds; b is an empirical coefficient determining
the rate at which the module temperature drops as wind speed increases and �T is
also an empirical coefficient related to the temperature gap along the back encapsulation
material. Table 20.8 gives the parameters found to have good agreement with measured
temperatures, for two different module types.

However, the real usefulness of all these second-order corrections (equations
20.74–20.77) for temperature and wind speed is far from clear, because wind speed
is difficult to predict, and also because cell temperature errors becomes more tolerable
when translated into PV module power generation. For example, for a solar cell operating
around 50◦C, an error of 20% on the estimation of its cell temperature (≈10◦C)
reflects in an error of only 0.4% (≈10◦C × 2.3(mV/◦C)/600 mV) in the estimation of
the corresponding power.

20.11 RELIABILITY AND SIZING OF STAND-ALONE
PV SYSTEMS

The merit of a stand-alone PV system depends on how reliably it supplies electricity
to the load. It is customary to quantify this reliability in terms of the Loss of Load
Probability (LLP), defined as the ratio between the energy deficit and the energy demand,
both referring to the load, over the total operation time of the installation. Thus,

LLP =

∫
t
energy deficit

∫
t
energy demand

(20.79)

It should be noted that, because of the random nature of solar radiation, the value of
LLP is always greater than zero, even if the PV system never actually breaks down. The
available literature shows a large consensus over the expression of reliability in terms
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of energy shortage probability, but different names can be found for the LLP : Deficit of
Energy [64], Loss of Power Probability [65] and Loss of Power Supply Probability [66].
Moreover, the Load Coverage Rate [67] or Solar Fraction [68], SF, defined as the fraction
of energy load covered by the PV system is also used to quantify reliability. Clearly,
SF = 1 − LLP .

The “size” of a PV system means the size of both the generator (PV modules)
and the accumulator (batteries or other storage device). It is useful to relate these sizes
to the size of the load, in terms of average daily energies. Thus, the generator capacity,
CA, is defined as the ratio of the average daily energy output of the generator divided
by the average daily energy consumption of the load. The accumulator capacity, CS, is
defined as the maximum energy that can be extracted from the accumulator divided by
the average daily energy consumption of the load. Thus,

CA = ηG · AG · Gd

L
and CS = Cu

L
(20.80)

where AG and ηG are the area and conversion efficiency of the photovoltaic generator,
respectively, Gd is the mean value of the daily irradiation on the surface of the generator,
L is the mean value of the daily energy consumed by the load and Cu is the useful energy
storage capacity of the accumulator. More strictly, ηG should be the path efficiency from
the array to the load, and Cu is the product of the nominal capacity (which refers to
the whole energy that can be extracted from the accumulator if no particular limitations
were imposed) and the maximum allowable depth of discharge. We will deal with the
practical meaning of such parameters later. Meanwhile, it is worth pointing out that CA

depends on the local solar climate conditions. Therefore, the same photovoltaic generator,
connected to the same load, may seem big in one place and small in another where there
is less radiation.

Figure 20.22 shows how the energy generation varies over an assumed period
of j days, for a given location and load, and for two different sizes of the genera-
tor (CA1 < CA2). The shaded areas underneath the line y = 1, illustrate the temporal
deficits of energy generation that need to be compensated by extraction of energy from
the accumulator. It can be observed that the larger the generator, the lower the deficit
and, hence, the smaller the required accumulator. Two ideas are now intuitively appar-
ent: the first is that it is possible to find different combinations of CA and CS that
lead to the same value of LLP ; the second is that the larger the photovoltaic sys-
tem, the better the reliability, that is, the lower the value of LLP, but also the greater
the cost.

A certain degree of reliability is (or should be) a requirement depending on the
typology of the load. For example, reliability requirements of telecommunication equip-
ment are usually higher than that required by domestic appliances (higher reliability means
lower LLP values). The problem confronting the PV engineer then takes the following
“theoretical” form: Which combination of CA and CS achieves the desired LLP with
minimum cost? Since cost estimation is a classic economic problem discussed widely in
the literature, the PV-sizing problem is mainly rooted in the relationship between CA, CS

and LLP. Later, CA and CS must be translated into the number and power of PV modules
and battery capacity.
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Figure 20.22 Time variation of the generated daily energy, relative to load, for two PV generators
for which CA1 < CA2. The shadowed areas represent the corresponding energy deficits to be covered
by the storage device

In essence, any PV- sizing method involves four different steps:

• obtaining solar radiation site information,
• preparation of global horizontal daily irradiation sequences,
• transposition from horizontal to inclined radiation values,
• simulation of PVsystem behaviour, in order to quantify LLP corresponding to pairs of

CA and CS values.

The first three steps have already been discussed in previous sections of this chapter. We
will now deal with the last step, with the following assumptions: first, the daily energy
consumption is constant all through the year; second, all the daily consumption occurs
at night (i.e. after the energy generation time ends); and, third, the components of the
PV system are ideal and can be linearly modelled. This is adequate for analysing the
“pure” sizing problem, that is, the relation between CA, CS and LLP . Non-linearities and
non-ideal effects (for example, battery efficiency) are better taken into account by the use
of proper correction factors when translating CA and CS values into nominal PV array
power and battery capacity. It is interesting to note that short-term (hourly) variations of
demanded energy have no effect on LLP [64, 69], provided that CS > 2, which is usually
the case. The above- described assumption leads to particularly simple calculations. The
state of charge, SOC, of the accumulator at sunset of day j is given by

SOCj = min
{

SOCj−1 + CA · Gdj

CS · Gd
− 1

CS
; 1

}
(20.81)

where Gdj is the total irradiation for day j , and

LLP =

N∑
1

ELACKj

N · L (20.82)
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where N is the number of days for which the simulation is carried out, and ELACK is the
daily energy deficit, given by

ELACKj = max
{

1

CS
− SOCj ; 0

}
(20.83)

This equation implies that an energy deficit occurs only when the stored energy at the
end of the day SOCj · CS · L does not suffice to cover the daily load L. Note that SOCj ·
CS · L < L ⇒ (1/CS − SOCj ) > 0.

Because information on the daily irradiation used to be expressed in terms of
mean monthly values, a different value of CA may be worked out for each month. In
what follows, we shall use for CA just the value corresponding to the worst month. Thus,

Gd = min{Gdm(β, α)}; (m = 1, . . . , 12) (20.84)

Computed results can be arranged and presented graphically. Figure 20.23 presents some
examples of the so-called “reliability maps”.

The shape of such curves prompts the thought that it should be possible to describe
them in an analytical form. Several attempts at proposing analytical methods based on this
idea have been made [64, 70–76] allowing sizing of PV systems by means of straight-
forward, simple calculations. For example, at the IES-UPM we have concluded [76] that
all these curves conform to the relationship

CA = f · C−u
S (20.85)

where f and u are two parameters that depend on the value of LLP and on the location.
These parameters do not have particular physical meaning, and their determination previ-
ously requires a lot of simulations to be carried out. However, they allow a large number of
simulated results to be condensed into just a few sizing parameters. Advanced simulation
software tools have also been developed and are being marketed today [42, 43].
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Figure 20.23 Reliability maps: Generator capacity CA versus storage capacity CS with the relia-
bility LLP as parameter
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It must be stressed that, whatever the detailed methodology, PV-system sizing
relies on future prediction (the expected system lifetime) based on past observations of the
solar radiation. Basic statistical laws imply that such prediction exercises are unavoidably
associated with a degree of uncertainty, as mentioned before. This implies a basic limit
of accuracy for PV sizing. We will try to clarify this aspect with an example.

We will suppose that 20 years of daily irradiation data measured in a certain
location with a great level of accuracy are available. We will call them the “historical
sequence”. This allows us first, to establish the statistical characteristics of the radiation
(mean value, standard deviation, etc.); and, second, to make detailed simulations of a PV
system’s behaviour over these particular years. Thus, we can map with high precision the
reliability associated with different system sizes, for this particular historical sequence.
As a simulation exercise, the accuracy of the result is limited only by the precision of the
initial measurements, which have been assumed to be very good. However, when using
such a sequence for sizing a future system, another limitation arises simply because the
solar radiation in the future will not exactly repeat the same pattern as in the past. In
fact, it is extremely unlikely in terms of daily sequences. All that can be expected is that
the future solar radiation sequence will keep some statistical properties whose validity
is known to be general, which opens the door for the generation of a vast collection
of hypothetical solar radiation sequences with the same occurrence probability as the
historical one. Then, a different reliability map can be associated with each of these radi-
ation sequences, by means of the above-mentioned simulation exercise. Obviously, the
similarity between the different maps can be understood as a measure of the uncertainty
associated with the prediction. Figure 20.24 shows the result of superimposing such maps.
The example is for Madrid, generating different solar radiation sequences following the
above-mentioned Aguiar’s method [37]. It is clear that precautions must be taken with
predictions for LLP < 10−2. For example, for LLP = 10−3 and CS = 3, we can find CA

values from 1.1 to 1.5. Other authors [70, 77] have presented similar results. We must
conclude that the validity of PV-sizing methodologies is generally restricted to the range
1 > LLP > 10−2, that is, to solar coverage below 99%. Beyond this limit, sizing results
are statistically of doubtful quality, although unfortunately, they are often found in the
literature and in simulation software tools marketed today.

It must be stressed that this basic uncertainty cannot be overcome either by reducing
the simulation time-step (hourly instead of daily values) or by incorporating more complex
models of the elements of the PV systems (non-linear I –V models of PV generators,
battery efficiency dependence with SOC etc.). In fact, the reduction of the considered
simulation period can only worsen the situation. It can be shown that the validity of sizing
results based only on the TMY (avoiding the generation of large-radiation sequences)
is restricted to the range 1 > LLP > 10−1, independent of any other consideration [78].
Appropriately, Marion and Urban [18], when presenting USA TMY s, advises “. . . Because
they represent typical rather than extreme conditions, they are not suited for designing
systems to meet the worst-case conditions occurring at a location”.

On the other hand, such basic uncertainty can help to explain why the result of the
different PV-sizing methods can be inconsistent; and also why the accuracy gains asso-
ciated with the consideration of second-order effects when modelling the PV system are
likely to be insignificant. In other words, such modelling can be useful for studying some
PV-system features (optimal number of solar cell per module, optimal charge regulation
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Figure 20.24 Simulated reliability maps, CA versus CS, with the historical and with 12 generated
solar radiation sequences for three different reliability LLP values

algorithms etc.); but it is of little value when considering the pure size problem, for
which a judicious and rather simple hypothesis suffices. A similar conclusion is presented
in Kaiser and Sauer [79], from a comparison of the long-term energy yield of stand-alone
PV systems simulated with both simple and detailed models. The authors observe that the
range of uncertainty due to possible fluctuations of the radiation-time series is significantly
larger than the those corresponding to changes in the PV-system component modelling,
and conclude “The results make it clear that exact simulation models can provide exact
numbers, but do not automatically allow exact predictions”.

This can also help explain why PV-system sizing simply based on guesswork
remains widely practiced in current engineering practices. This prevents any quantitative
relationships between CA, CS and LLP being established. The size of the generator is
instead chosen to ensure that the energy produced during the design period (most often,
the worst month) exceeds the demand of the load by a margin that depends on the
designer’s experience. A similar procedure is used to size the accumulator. In summary,

CA = FS1 and CS = FS2 (20.86)

where FS1 and FS2 are arbitrary factors. For example, CA = 1.1 and 3 ≤ CS ≤ 5 are
common values for rural electrification purposes [80]. 1.2 ≤ CA ≤ 1.3 and 5 ≤ CS ≤ 8
are common ranges on the so-called professional market [71]: telecommunication and
so on.

It is worth pointing out that this rather unscientific way of proceeding does not
necessarily give bad results, in terms of reliability and cost. As a matter of fact, a proper
combination of expertise and common sense often leads to very good results. Today, PV
systems have the reputation of being reliable, even in those sectors where high reliabil-
ity is an established requirement, such as telecommunications and cathodic protection.
This helps explain why reliability quantification is generally considered irrelevant in real
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engineering practice, and mainly good for academic discussion; and why the actual use
of PV-sizing methodologies is mainly aimed at giving a pseudo-scientific appearance to
commercial activities. Our own experiences at IES-UPM contain several cases of per-
plexed PV clients requesting our opinion on the big PV-system sizing differences among
different PV contractor estimates that they have received for a given location and applica-
tion. Obviously, simplistic relations like equation (20.86) do not help the PV professional
to adopt rigorous sizing procedures. However, we still believe such rigorous procedures
should play an important role in future. This is because a professional’s credibility ben-
efits from reliability quantification (the use of the Mean Time Between Failures concept
in the conventional electricity sector is a good example of this); and also because the
usefulness of such methods extends beyond pure sizing problems. Additional comments
are given in the following section.

It must be mentioned that in the common case of PV arrays directly coupled to
batteries, that is without maximum power-tracking devices, energy balance analysis can
be done by means of simple ampere balances, initially supposing that the working voltage
is always the nominal one, VNOM, at which it equals the maximum power point voltage
of the generator. Therefore,

L = VNOM · QL and ηG · AG = VNOM · I ∗
M

G∗ (20.87)

which leads to

CA = I ∗
M · Gdm(β, α)

QL · G∗ and CS = QB

QL
(20.88)

where QL is the amount of charge (expressed in ampere-hours) drawn daily by the load,
that characterises the required PV array, and QB is the useful ampere-hour capacity
of the battery, which is equal to the product of the nominal capacity by the maxi-
mum depth of discharge. This approximation, in spite of appearing oversimplified, gives
very good results and simplifies the task of deducing the number of PV modules to
be installed.

20.12 THE CASE OF SOLAR HOME SYSTEMS

Global market indicators [81, 82] lead to the estimate that about 1.3 million home sys-
tems for lighting, radio and television are currently in operation, totalling 40 MWp, and
large rural electrification programmes comprising some thousands of SHSs are increas-
ingly becoming a part of the rural market. Thus, SHS represent the most widespread PV
application nowadays, and the trend is likely to continue.

Standardisation of equipment and its mass production represent efficient ways to
obtain low prices and high technical quality. In consequence, SHS designers have to
fix a single “standard” value of energy consumption for a large number of different
families. It must be noted that such standardisation is a requirement imposed by the
technology itself in order to reduce cost and guarantee quality, but it does not correspond
well with the idea of needs at the individual level. PV history shows some interesting
cases [83, 84]. For example, in Reference [83] it is stated that “. . . an interesting aspect,
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clearly confirmed by the operating results of ENEL plants, is that the intake power by
this type of user . . . is rarely the same on any given day, and it is linked to the particular
lifestyle of the people involved, to periods of absence and to the number of occupants of the
houses being supplied, and so on”. Apart from PV, other types of rural electrification also
provide examples. Figure 20.25 shows the distribution of the individual monthly electricity
consumption measured along four years in the 63 dwellings of Iferd, a Moroccan village
where a small diesel generator set provides 3 h of electricity per day (consumers are
metered and pay for their energy use). The large observed spread leads one to question
the real meaning of reliability parameters such as LLP, and the real usefulness of rigorous
PV-sizing methodologies.

It appears that “standard” LLP values derived from sizing methodologies are
scarcely representative of the realities in the field. The relationship between reliability
and load, that is, the function LLP = LLP(L) for a given PV system, can be explored
just by extending the previously described simulation procedure to a large number of
cases. A certain baseline case has been, first, established by fixing the PV array power
and the battery capacity values, CA and CS, for a given load, LBASE, and a given reli-
ability, LLP = 0.1. Then, the load has been varied from 0.8 LBASE to 1.2 LBASE and
the corresponding reliability has been calculated. Figure 20.26 shows the result. Roughly
speaking, we can say that an approximately logarithmic relationship exists in such a way
that LLP decreases one order of magnitude for each 30% of load reduction. This result,
together with the observation that real L values are generally found within the range
−50% to +100% of the mean, let us conclude that real individual LLP values can vary
more than three orders of magnitude (for example, from 10−1 to 10−4) in the context
of the same SHS project. This nullifies any attempt at finding a single representative
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Figure 20.26 Reliability LLP as a dependent variable on the consumption L for a given PV array
and capacity values

LLP value. It is worth mentioning that the same is not true when centralised electricity
generators are considered (PV or not), because the total energy consumed by all the
families involved shows a much lower standard deviation than that corresponding to the
individual consumptions (roughly, the standard deviation becomes reduced by a factor of
1/

√
N , N being the number of families), so that it is possible to find single L and LLP

representative values for the whole served population.

However, even in extremely varying applications, such as SHS, PV-sizing methods
based on reliability can be of great help if large-scale programmes become a future reality.
This will probably require the development of rigorous engineering: standardisation of
different levels of service, technical quality controls and so on. For example, PV-sizing
methods based on LLP represent an interesting possibility of comparing different alterna-
tives (different offers from various manufactures) on an objective basis, as the LLP value
respectively associated to each alternative, for the same considered energy service [78].

It is worth considering the question: “How much electricity has to be provided
to a rural house in a developing country to be socially and economically acceptable?”
Although this question is always at the origin of any PV rural electrification programme,
its answer in terms of watthour/day, is far from being clear. Energy consumption data,
based on practical experience in developing countries, are scarce in the literature [84],
which is paradoxical considering that many thousands of SHS are currently operating in
developing countries. Instead, there are a great number of consumption scenarios where,
although starting from very different hypothesis concerning the number of appliances and
the length of time they are in use, the SHSs finally selected have an installed power of
about 40 to 50 Wp. This is because past in-field experience has shown PV designers that
such systems are generally well accepted by the rural users, while the same is not always
the case when small (20–30 Wp) PV modules are concerned. This way, the SHS scenarios
elaborated by PV designers must therefore be interpreted as explanation exercises, rather
than as designs for systems starting from an evaluation of actual needs (see Chapter 23
for discussion of rural electrification programmes). So, we must conclude that energy
scenarios for rural electrification purposes are still an open question, which need to be
explored in-depth.
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20.13 ENERGY YIELD OF GRID-CONNECTED PV SYSTEMS

The output of grid-connected PV systems is the output from the PV array less the losses in
the inverter. The output from the PV array has been considered in detail in this chapter, and
the performance of inverters is described in Chapter 19. As far as inverters are concerned,
it is important to account for the fact that the instantaneous efficiency, ηy, depends on
the ratio between the actual power delivered to the grid PAC, and the rated power of the
inverter, PIMAX. This dependence may be represented by [85]

ηi = p

p + k0 + ki1p + ki2p2
(20.89)

where p = PAC/PIMAX and k0, ki1 and ki2 are parameters characteristic of the inverter
defining its electrical behaviour. k0 is the quiescent power consumption, ki1 represents
the losses that depend linearly on the current (voltage drop across diodes, etc.) and ki2

represents the losses that depend on the square of the current (resistive losses, etc.). These
parameters can be obtained from the inverter efficiency curve. Depending on quality level,
input voltage and rated power, the loss parameters of existing inverters have a spread of
more than a factor of 10. Average values, in percentage, are k0 = 2, ki1 = 2.5 and ki2 = 8,
leading to 85% typical energy efficiency. Very good inverters reduce these values to
k0 = 0.35, ki1 = 0.5 and ki2 = 1., leading to 95% typical energy efficiency.

To describe the effect of no-load shut-off, the standby self-consumption k′
0 is

used. It is the value to which the operating self-consumption (k0) is reduced during
shut-off (k′

0 < k0). Reduction of self-consumption improves the low- and medium-power
efficiency, which is most important for PV applications. The loss fractions due to self-
consumption sum up to considerable losses in PV systems. In comparison, the sum of the
load dependent losses (due to k1 and k2) is 1.5 to 7 times smaller.

Standard methods for performance analysis of PV grid-connected plants have
been introduced in the JRC Ispra Guidelines [86] and extended and improved by HTA
Burgdorf [87]. Global performance is appropriately described by the so-called perfor-
mance ratio (PR), which is the ratio of AC energy delivered to the grid, EAC, to the
energy production of an ideal, loss-less PV plant with 25◦C cell temperature and the
same solar irradiation. This gives a good indication of how much of the ideally available
PV energy has actually been used. It is given by

PR = EAC

Gy(β, α)

G∗ · P ∗
M

(20.90)

Other interesting parameters are the Reference Yield, Yr = Gy(β, α)/G∗, the Array Yield,
Ya = EDC/P ∗

M, where EDC is the DC energy generated by the PV array, and the Final
Yield, Yf = EAC/P ∗

M. All the three have units of time, and allow us to distinguish between
the losses due to the PV array, and the losses associated to the inverter and to the operation
of the system. Capture losses, LC = Yr − Ya, are defined as the energy losses, expressed
in hours per day of PV array operation at STC power output, caused by: cell temperatures



966 ENERGY COLLECTED AND DELIVERED BY PV MODULES

Table 20.9 Power distribution of the yearly irradiation for a low and a
high latitude location

Location Gy(βopt)

[kWh/m2]
Percent of irradiation in different ranges of

irradiance in [W/m2]

<200 200–500 500–800 >800 Total

Jaen 2040 5.8 23.6 44.7 25.9 100
Copenhagen 1190 13.9 30.7 35.7 19.7 100

higher than 25◦C, losses in wiring and protection diodes, poor module performance at low
irradiance, partial shading, snow and ice coverage, module mismatch, operation of the
array at a voltage other than its maximum power point, and spectral and angular losses.
System losses, LS = Ya − Yf, are the losses due to inverter inefficiencies. It must be noted
that PR = Yf/Yr.

Energy losses in good PV grid-connected systems are about LC = 15% and LS =
7%, which lead to PR ≈ 0.78. However, reported experimental values have ranged from
0.65 to 0.72. The main reason for such PR reduction is that the actual power of installed
PV arrays is often below the rated power declared by the manufactures [88].

The power distributions of solar irradiation are different for varied geographi-
cal latitudes. In places of high latitude, with very cloudy weather, the solar irradiation
is almost evenly distributed over a wide range of power scale; while in low latitude
places, with predominantly clear sky, the higher power range is enhanced. Table 20.9
presents the distribution in different irradiance classes of the total yearly irradiation over
an optimally tilted surface, as obtained from the TMY of Copenhagen [89] (φ = 55.7◦)
and Jaen-Spain [90] (φ = 37.8◦). Surprisingly, the energy content at low irradiances
(G < 200 W/m2) is relatively low in both places. This may appear counter-intuitive, but
it is easily understood when considering the difference between time and energy distribu-
tion. For example, in Copenhagen, the low irradiance (<200 W) accounts for only 13.9%
of the total annual irradiation, despite it occurring during 2461 h/year, which represents
55% of the total daily time. That leads one to question the idea, sometimes defended in
PV literature [91], that PV module performance at low irradiances is very relevant for
cloudy climates. As a matter of fact, empirical evidence that efficiency at low light levels
is scarcely relevant is found in the literature [92].

However, because the most commonly occurring irradiation corresponds to medium
irradiances, an energetic advantage can be obtained by selecting the inverter size smaller
than the PV generator peak power, that is, PIMAX < P ∗

M. The corresponding reduction of
relative inverter self-consumption and losses may compensate the possible energy loss by
an inverter power limit lower than the maximum PV output power. Recommended values
of PIMAX/P ∗

M range from 0.6 (high latitudes) to 0.8 (low latitudes) [85, 93].

20.14 CONCLUSIONS

Methods to estimate all the solar radiation components incident on any arbitrarily ori-
ented surface and at any time of the year have been presented. The only required input
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information is the 12 monthly mean values of the daily global horizontal irradiation.
Several sources of solar radiation data are available. The corresponding values, for the
same location and the same month, can significantly differ from one source to another.
The corresponding uncertainty does not derive primarily from a lack of precision in the
measuring instruments, but from the random nature of the solar radiation. The intrin-
sic uncertainty of solar radiation represents an important limit to the significance of the
results of any PV design exercise, irrespective of the complexity of the model supporting
the particular design tool. Because of this, rather simple design methodologies can yield
results of similar confidence that results from sophisticated ones. The annual solar radi-
ation availability on horizontal surfaces, optimally tilted fixed surfaces and several types
of tracking surfaces has been calculated for 30 different places distributed all over the
world. The hope is that the readers could find here a similar location, both in latitude and
clearness index, to the location of their interest.

On the other hand, the PV module’s conversion efficiency of solar radiation into
electricity has also been considered. A model for predicting the I –V characteristic of a PV
generator at any prevailing condition such as solar irradiance, ambient temperature, wind
speed and so on, have been described. The only required input data are the short-circuit
current, the open- circuit voltage and the maximum power under the STC, and the Nominal
Operating Cell Temperature. All these data are commonly found in the manufacturer’s
standard information. Particular attention has been paid to the consideration of the dust
and angle of incidence effects.

Some relevant aspects related to the design of the more important PV applications
have been disclosed. It has been stressed that, whatever the detailed methodology, stand-
alone PV-system sizing relies on future prediction (the expected system lifetime) based on
past observations of the solar radiation data. The corresponding uncertainty, unavoidably
associated with the random nature of the solar radiation, encompasses that simulation
models can provide exact numbers but not automatically exact predictions. Concerning
SHS, by far the most widespread PV application nowadays (in terms of the number
of systems currently in operation), the difficulties for deriving representative standard
energy consumption values have been pointed out. Finally, energy performance ratios for
grid-connected PV systems have been defined.
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Photovoltaic (PV) systems provide electric energy, and the range of uses for electricity
and the situations in which it is employed are enormous. Moreover, there are numerous
other well-developed and widely used technologies for supplying electricity. Conventional
fossil-fuel and hydroelectric generation are presently far more widely deployed than PV.
The question arises, then, of how PV systems can penetrate the world’s electric supply in
competition with these alternatives, or, more narrowly, how a PV system can compete with
other electricity sources for a specified application. At this point in time, there are many
PV systems that do compete successfully in applications for which they are particularly
suited. In other applications, PV systems have been deployed with the support of financial
subsidies from private or public sources in order to either satisfy defined energy needs or
to demonstrate the potential for PV systems. In all cases, it is useful to understand the
economic viability, whether present or future, of any PV system in a given application. It
is the purpose of this chapter to define and illustrate methods of defining the economics
of PV systems as measured by conventional financial criteria and the cost of delivered
energy. The cost of delivered energy is a fundamental characteristic of PV systems, and it
can be influenced by the design and performance of the system, as well as by the sources
and costs of capital to fund the system. The choice to deploy PV in a given situation is
also influenced by other issues, including competition from the established electric supply,
financial risk, and environmental, political, and humanitarian concerns.

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
 2003 John Wiley & Sons, Ltd ISBN: 0-471-49196-9
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21.1 BACKGROUND

A rational decision to develop, supply, or utilize PV systems calls for consideration of
many factors in an organized manner so as to address the broad issue of whether photo-
voltaics is a good choice for the person or institution making the decision. Electric energy
today can be provided from many sources that are both nonrenewable (including coal,
oil, natural gas, nuclear) and renewable (such as wind, biomass, hydro, PV). PV systems
compete, in the broadest sense of the word, against the other sources. The competition
encompasses financial, reliability, environmental, and performance considerations, and the
weight given to these factors will depend on the decision maker’s priorities. The values of
the parameters in the decision process are defined by well-developed and widely available
energy-supply technologies. Economic analysis in the developed world usually focuses on
which supply technology best meets the well-defined economic criteria for a given appli-
cation or class of applications. The preponderance of the use of electric energy in the
developed world is available from an electric supply grid, and the competitiveness of PV
systems is often evaluated in that context. There are some off-grid demands that can be
supplied by PV systems, and for which they are technically well qualified. In the United
States, such applications include remote vacation homes or public buildings, navigation
buoy signals, communications repeaters, outdoor signage, and irrigation pumping.

In less-developed areas of the world, which for the present discussion mean areas
without electric-power grids, the context of the decision process is different. PV systems
in such areas are often termed remote or village systems. They may be deployed in
individual homes, small businesses, or may serve a community with local distribution
of energy. The competition faced by PV systems in these settings is usually from diesel
oil–powered generators (nonrenewable source) or from small renewable sources (such as
wind, hydro, biomass). The factors in the decision to deploy PV systems may include
factors common to developed regions, though there may be fewer energy alternatives, and
generally the individual system capacities are much smaller than in developed regions.
However, in less-developed regions of the world, certain other factors may assume greater
importance. The viability of the systems is a serious issue if the infrastructure for their
installation and maintenance is lacking. Conversely, the provision of that infrastructure to
provide installation and maintenance may be a more significant concern than in developed
regions. It may also vary among energy technologies, and to that extent it is a competitive
factor. For example, diesel generators must be supplied with fuel on a periodic basis, and
they have moving parts that must periodically be repaired or replaced. PV systems do not
require fuel supply and have no moving parts to repair. However, this does not mean that
they would never need repair or replacement.

The financial considerations in a decision to deploy PV can be quite different in
developed regions than in the undeveloped regions. In a developed country, the economic
units (e.g. individuals, families, businesses, government operations) have a cash flow and
well-defined energy needs. The question that they must answer periodically is what source
of energy will they choose from among competing alternatives that are highly developed
and more or less readily available. The question can be addressed in a quantitative fashion,
at varying levels of sophistication, and the resources are available to implement the choice.
In undeveloped regions, the situation is more likely that the economic units are individuals
or very small businesses with little or no cash flow. The question for these regions is
whether any electric energy is at all affordable and where do the resources to pay for



ECONOMIC ANALYSIS 973

it come from. The purely financial comparison of electricity sources by private entities
often becomes subservient to public economic-development initiatives, and national and
international politics may play a strong role. The choice of electric energy sources for the
classes of applications must still be made, and the cost of energy delivered, in the sense
employed for developed regions may still be computed, but generally not by individuals
or small economic units, because they will not pay for them.

21.2 ECONOMIC ANALYSIS

Once the technical requirements of a PV application have been stated and a PV system
design completed, the economic analysis can be carried out. The economic assessment
includes both costs and benefits of the system. The methodology for this assessment
constitutes a major portion of this chapter.

21.2.1 Key Concepts

The purchase of a PV system represents an expenditure of capital resources at a given time
with the expectation of benefits in the form of electric energy delivered over some future
period, which is generally the life of the PV system. Other benefits, such as reductions in
greenhouse gases, might be quantified. For large systems, the construction expenditures
may occur over more than one year. The future benefits, primarily the value of the
electricity generated, may be realized over a 10- to 30-year period. Thus, the basic issue
is how to measure the value of future benefits from a present expenditure. Further, the
issue is how to compare that value for a PV system with a consistently defined value for
an alternative system such as a diesel-electric system, a fuel cell, or electricity from the
grid. Salvage value at the end of the system life is also a future benefit. In many cases,
there will not only be future benefits but future costs as well. The cost of maintenance and
the replacement of failed modules are primary examples. In addition, qualitative benefits,
such as energy independence or reduction in the risk of future escalation of energy costs,
may enter the decision process, although they are not dealt with here.

We generally recognize intuitively that the value of a cost or benefit in the future is
not equal to the same cost or benefit today. If we were to receive $100, we would rather
get it today than five years from now. Why? Perhaps because we could buy something
today with the money and enjoy its use for the next five years, rather than wait to enjoy
it. More practically, we could put the $100 in a savings account and it would be worth
perhaps $125 in 5 years; so the value of money possessed now as opposed to later can
be measured in this simple way. All of this goes to say that there is a “time value of
money,” and defining that time value pervades the whole process of economic analysis
for PV systems. These expenditures and benefits, as measured in monetary terms, are
usually called cash flows.

As suggested above, the purchase and operation of a PV system involves a stream
of cash flows over a period of years, and economic assessment requires some consistent
measure of these cash flows to be made. It may in some instances require the comparison
of the value associated with that stream with the value of a different stream for a competing
system. For a PV system, such a stream might look like what is shown in Figure 21.1.
Outflows, such as the purchase cost and maintenance costs, are shown as negative, while
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Figure 21.1 Example of PV system cash flows

inflows, such as the value of electricity produced and the salvage value, are shown as
positive. In Figure 21.1, it is assumed that the system construction covers 2 years and
outlays are $100 000 in each year; the value of electricity generated is $25 000 per year
for the next 25 years; annual maintenance costs are $2000; there are replacement costs
of $5000 in Years 5, 10, 15, and 20; and the salvage value is $20 000 at the end of Year
27. For a PV system, the value of the generated electricity is usually determined by the
avoided cost of the electricity that would otherwise need to be purchased. Note that the
annual electricity production in kilowatt hour from the PV system is implicitly included
in this example through the determination of the electricity cost stream. If the PV system
is remotely situated, the PV electricity might alternatively be valued by its contribution
to its end-use activity, though this valuation may be easier said than done.

To put a single value on these cost and benefit streams occurring over time, the
usual approach is to refer all costs and benefits to a selected point in time, usually
the present time, sum the values for the given streams, and compare the sums. These
sums are called the present value or present worth of the systems. To compare two or
more systems with one another, the present worth of each is computed to provide an
economic comparison.

A sum received or spent at the present time has a present worth, P. A sum spent
or received at a future time n years hence has a future worth, F. If P is invested at an
interest rate of i percent per year, then its future worth at the end of the first year is

F = P + P i = P(1 + i)

The future worth at the end of the second year is

F = [P(1 + i)](1 + i) = P(1 + i)2
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and the future worth after n years is

F = P(1 + i)n (21.1)

Conversely, the present worth of a future sum is given by

P = F(1 + i)−n (21.2)

Equation (21.2) shows that the present worth of a sum received n years in the future is
reduced by the factor (1 + i)n.

When equations (21.1 and 21.2) refer to the money deposited at interest, the factor
i is the interest rate offered by the bank, but when an investment in an energy system is
being considered, the factor i is referred to as a discount rate. The discount rate is the
value that the system owner puts on the capital invested in the system, and is often called
the opportunity cost of the investor; that is, the rate of return foregone on the next most
attractive investment.

In Figure 21.1, the annual delivered energy values of $25 000 constitute a uniform
stream of cash flows. The sum of the future worth of each of these annual amounts, a,
is, from equation (21.1)

F = a[1 + (1 + i) + (1 + i)2 + · · · + (1 + i)n−1]

This relationship can be shown to be equivalent to [1]

F = a[(1 + i)n − 1] ÷ i (21.3)

By combining equations (21.2 and 21.3), the present worth of a uniform series of amounts
a can be stated as

P = a
[(1 + i)n − 1]

[i(1 + i)n]
(21.4)

Consider the application of equations (21.2–21.4) to the simplified example of
cash flows in Figure 21.1. The value of the PV system as measured by present worth at
the beginning of Year 3, the time the system begins to produce electricity, is Ps.

Ps = Pinvestment + Pelectricity + Pmaintenance + Preplacement + Psalvage (21.5)

Equation (21.5) implies that each of the components of Ps is referred to the same
point in time, beginning of Year 3, and can therefore be summed. Table 21.1 summarizes
the computation of Ps. Assume that the two $100 000 investments are made as of the
beginning of Years 1 and 2, and that all other amounts are as of year-end. Assume a
discount rate, i, of 8%. Note that in Table 21.1 expenditures, or outflows, are shown as
negative numbers and benefits, or inflows, are shown as positive. The appropriate equation
for each category is indicated and the value of the exponent, n, required to reference the
present-worth values to the beginning of Year 3 is also given. Note that cash flows that
occur later in the system life contribute less to the system present worth, relative to their
current values, than those that occur earlier.
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Table 21.1 Present worth of PV system cash flows shown in Figure 21.1 (discount rate = 8%)

Cash flow Present worth

Category Amount
[$]

n Equation P

[$]

Year 1 investment −100 000 2 (21.1) Pinvestment = −116 640
Year 2 investment −100 000 1 (21.1) Pinvestment = −108 000
Annual electricity, Years 3–27 25 000 25 (21.4) Pelectricity = 266 869
Replacement, Year 5 −5 000 5 (21.2) Preplacement = −3403
Replacement, Year 10 −5 000 10 (21.2) Preplacement = −2316
Replacement, Year 15 −5 000 15 (21.2) Preplacement = −1576
Replacement, Year 20 −5 000 20 (21.2) Preplacement = −1073
Annual maintenance, Years 3–27 −2 000 25 (21.4) Pmaintenance = −21 350
Salvage value, Year 27 20 000 25 (21.2) Psalvage = 2920

Total (21.5) Ps = 15 431

This PV system present worth is positive, and thus the system can be said to have a
net benefit of $15 431 measured at the beginning of Year 3. Whether this is an acceptable
economic choice would depend on the economic criteria of the system purchaser. This
subject will be discussed again later.

There are instances when the annual amounts a in equation (21.4) are not uniform
(constant) over all periods, but escalate at a constant rate, e. That is, if c is defined as the
amount for the first year, the amount for the second year is c(1 + e), and the amount for
the third year is c(1 + e)2. An obvious instance of where such a series of cash flows might
arise would be in accounting for the effect of inflation on the value of avoided electricity.
In this instance, the present worth of the series of cash flows can be expressed [1], when
e > i, as

P = c

1 + i

{
(1 + x)n − 1

x

}
(21.6)

where x is defined by
1 + e

1 + i
= 1 + x (21.6a)

If the escalation rate is less than the discount rate, e < i, then

P = c

1 + e

{
(1 + x)n − 1

x(1 + x)n

}
(21.7)

where x is defined by
1 + e

1 + i
= 1

1 + x
(21.7a)

If the escalation rate equals the discount rate, e = i, then

P = cn/(1 + e) = cn/(1 + i) (21.8)

When a financial evaluation of a PV system project is defined, such as the one in
Figure 21.1, it is important to be clear about how inflation will be taken into account.
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When Figure 21.1 was defined, inflation was not mentioned, and the cash flows shown
for the electricity value were constant over a number of years. Such a problem statement
is consistent with a “real dollar” or “constant worth dollar” or just “constant dollar”
approach. In this view, all monetary values are stated in terms of their purchasing power
at the point in time at which the present worth of the system will be calculated. The
computation of the present worth is a little simpler for a constant-dollar formulation, but
that approach can mask some real-world inflationary effects. For example, the inflation
of avoided electricity prices may be different from the inflation of labor required for
maintenance or components used in replacing failed modules. When explicitly taking
inflation into account, the monetary amounts in the cash flows are stated in terms of the
actual dollar transactions at the time at which they occur. These amounts are called actual
dollars, then-current dollars, or just current dollars.

Since the calculation of present worth measures is usually carried out for the
purpose of comparing system alternatives, it can be argued that useful comparisons can
be made in either constant-dollar or current-dollar terms. Where the differences in system
measures turn out to be relatively large, that argument is likely to be valid, because
the difference in the systems is obvious. However, there may be instances in which the
outcome could be skewed if inflation is not properly calculated.

Thus far, the discussion has assumed present worth calculations either on a constant-
dollar basis or on a current-dollar basis with inflation at a constant rate. It is also possible
that a constant inflation rate does not adequately represent the future. If the inflation rate
(or the discount rate) varies over the period of the analysis, then, practically speaking,
one is forced to calculate separately the present worth of each future cash transaction and
add the terms to get a system present worth.

It needs to be emphasized here that the computation of a present-worth measure
for some energy alternatives requires the projection of cash flows (transactions) up to
30 years into the future, and thus the result depends not just on the proper application of
computational methods, but on the assumptions and information that go into this projec-
tion. The cash flows to be projected include energy prices, materials costs, labor costs,
cost of capital, and related factors. This requirement often leads to the parameterization
of critical factors and economic analysis under a range of scenarios rather than a single
set of assumptions. Fortunately, the effect of the discount rate is to reduce the impact of
projections far into the future relative to those in the near term.

Now, let us consider a more general statement of cash flow that supports the
definition of additional economic measures of PV systems. The statement assumes that a
PV system will be purchased, installed, and operated over a period of years by a profit-
making organization. For a given year, n, the net cash flow based on returns to equity
capital is [2]

Xn = (Rn − Cn − In) − (Rn − Cn − In − Dn)T − Kn + Sn + Bn − Pn ± Wn (21.9)

The terms of equation (21.9) are as follows.

Rn = gross revenue due to the system in the year n; typically the value of the
electricity generated.
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Cn = cost associated with the operation and maintenance of the system in year
n; including labor, materials, and replacement parts.

In = debt interest paid in year n on funds borrowed (B defined below) to fund
the system.

Dn = tax depreciation in year n for the system, assuming that the taxation
applicable to the owner allows deduction of depreciation for tax purposes,
calculated as allowed by the tax law.

T = incremental (marginal) tax rate for the owner; the second term in
parentheses in equation (21.9) represents the taxes on income paid by
the owner.

Kn = capital expenditure in year n; the total amount spent on capital assets.
Sn = salvage value received in year n.
Bn = amount of money borrowed in year n from external sources and used to

fund capital expenditures.
Pn = payment of principal on debt capital (B) in year n.
Wn = net increase in working capital in year n; has a negative sign if

an increase in working capital is required; working capital represents the
funds employed for such items as payroll, inventories, and accounts
receivable.

The definition of net cash flow on an equity capital basis is used here because
profit-making organizations tend to judge their financial performance based on returns on
equity capital.

The annual net cash flow in equation (21.9) for each year in a PV project life must
be used with equation (21.10) to calculate a system present worth that is comparable to
the result Ps shown in Table 21.1.

NPW =
L∑

n=0

Xn

(1 + m)n
(21.10)

where
Xn = annual net cash flow from equation (21.9).
L = system life or the life of the project for evaluation purposes.
m = the minimum acceptable rate of return on equity capital.

The quantity m is equivalent mathematically to the discount rate i used earlier (e.g.
equations (21.1–21.3), but m has the additional stipulation that it represents a requirement
of the system owner for returns on equity. It may or may not be the opportunity cost. It
may represent a hurdle rate set to determine what the owner requires in order to take the
financial risk represented by the project.

In Table 21.1, the present worth of each component (investment, annual electricity,
replacement, maintenance, and salvage) was calculated over the project life, and the com-
ponent present worth figures were added to get a system present worth. Equation (21.9)
adds the figures for all components (investment, annual electricity, replacement, main-
tenance, and salvage) in any given year to get the annual net cash flow for that year.
Then, the annual net cash flows are discounted in equation (21.10) to get the system
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present worth, which is called net present worth (NPW). Thus, the order of computation
is different in Table 21.1 from that of equations (21.9 and 21.10), but the result is the
same. Equations (21.9 and 21.10) are just a more general expression of the computational
process than Table 21.1.

Note also that if the PV system owner is selling electricity and thus has a revenue
(income) stream, that revenue is taxable as per equation (21.9). However, if the PV system
owner is not selling electricity, then the electricity has a value to the owner and the term
R in equation (21.9) can be used in the calculation of the system worth, but the taxation
term is zero because T = 0. (The case of T = 0 is implicit in Table 21.1.)

Several other measures of system worth can be defined using the annual net cash
flow defined by equation (21.9).

0 =
L∑

n=0

Xn

(1 + IRR)n
(21.11)

where
IRR = internal rate of return.

Equation (21.11) is solved iteratively for the value of internal rate of return (IRR)
that satisfies the equation. To determine if the investment in the PV system is acceptable,
the IRR must be compared to a hurdle rate set by the owner. This rate may or may not
be the owner’s opportunity cost.

A less-sophisticated economic measure is the simple payback period defined by

0 =
PB∑
n=0

Xn (21.12)

where
PB = payback period in years.

The payback period is the number of years required for the inflows to equal the
outflows. It is the time required to recover the initial investment in the system. This mea-
sure is referred to as simple because it does not consider the time value of money (there is
no discounting). It also does not consider cash flows beyond the time when the investment
is recovered. Simple payback is probably more useful, for example, to the homeowner
who does not have the same tax and profit considerations as the business owner.

A measure of the intermediate complexity and usefulness is the discounted payback
period, defined as

0 =
DPB∑
n=0

Xn

(1 + m)n
(21.13)

where
DPB = discounted payback period.

The discounted payback period (DPB) does consider the time value of money, but
does not consider the cash flow after the recovery of the initial investment.
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Finally, there is another method of valuing PV systems that uses some of the
same mathematical techniques as the above measures, but expresses the result differ-
ently; namely, the levelized energy cost (LEC) or levelized bus bar energy cost (LBEC).
This approach is particularly appropriate to energy providers such as electric utilities.
This method provides a unit cost of electricity in $/kWh that is constant over time
(i.e. levelized) and expressed in monetary units at the beginning of a commercial opera-
tion. The LEC method is useful to utilities, who sell electricity on a $/kWh basis, since it
is easy to compare the computed LEC to the costs of electricity from other conventional
or renewable sources. This method can also be adapted for nonutility system owners.

The LEC method is based on the same discounted cash-flow concepts illustrated by
Table 21.1 and equations (21.1–21.8). These latter results represent the total discounted
worth of a PV system over its economic life stated in dollars, and these dollars implicitly
incorporate the annual PV energy produced. The LEC method, in effect, takes a present
worth of the cost (but not revenue) streams as in equation (21.9) and computes a stream
of constant annual values having the same present worth. This annual value is divided by
the rated annual energy production of the system to get an annualized cost of electricity.

LEC = (NPWC)(CRF )

E
(21.14)

where CRF is called the capital recovery factor, defined as

CRF = m(1 + m)n

(1 + m)n − 1
= a

P
(21.15)

The capital recovery factor (CRF) is the inverse of the present worth of a uniform series
defined in equation (21.4). NPWC is computed from equation (21.10), which, in turn, is
based on equation (21.8) with revenues, R, set to zero. The numerator of equation (21.14)
is the annualized value of the costs associated with the system construction and operation,
that is, it defines a uniform annual series of costs that have the same present value as
NPWC . The term E is the annual energy in kilowatt hour generated by the system.

21.2.2 General Methodology

A general methodology for the economic assessment of PV systems is illustrated in
Figure 21.2. The assessment begins in Step 1, system design, which must be done prior to
an economic analysis. For an assessment addressing multiple systems and/or applications,
the methodology of Figure 21.2 must be carried out for each system of interest and the
results summed to determine the economic potential.

Steps 2, 3, 4: system cost . In determining system cost, completeness and accuracy in
individual component costs lead to a good estimate of system cost. Figure 21.2 suggests
two paths to estimate system cost. If the system design is based on the currently available
technology, then defining a complete bill of materials and then obtaining quotations from
the vendors is the path to be followed. If the cell/module technology is to be projected into
the future, or if a current technology is not in volume production so that its costs are not
available, then the price can be predicted from the modeling of the manufacturing process.
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Figure 21.2 Economic assessment

Such a modeling procedure is discussed later in this section. For either path, the system
components and materials, aside from the cells and modules, are in general commercially
available and the prices can be obtained from manufacturers and distributors. A limited
number of cells and modules are also commercially available. System components are
particular to the design, and the following list suggests the major components whose
costs are required. Detail part specifications and costs are needed in many cases for
accurate costing.

• PV cells
• PV modules
• Module support structure

• Tracking structure/drives/controls

• Heliostats
• Foundations and structures
• Cooling system

• Interconnection wiring and terminations

• Power-conditioning unit

• Transfer switching and metering

• Substation equipment

• Land
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• Site improvements (grading, roads, fencing, buildings)

• Installation labor and management

• Financing cost during construction

• Shipping

• Taxes
• Licenses, permits.

For large systems whose installation may extend over months or years, a schedule of
installation and expenditures will also be needed to properly compute economic measures
as defined previously.

Steps 10, 11, 12, 13, 14, 4: system cost (manufacturing-cost modeling). Figure 21.2 shows
two paths to determine the system cost. The path utilizing commercial technology has
been addressed in the figure. When a PV cell/module technology that is not commercially
available is to be considered, predictions of the cell and/or module cost are required.
One approach to predicting the cell/module costs is shown in Figure 21.2 (Step 12) as
a cell/module-manufacturing cost model. Such a model was developed at the Research
Triangle Institute under the sponsorship of the Electric Power Research Institute (EPRI),
and was used over a period of years in studies of the cell and module costs [3]. This mod-
eling approach, which eventually came to be called Strategic Analysis of Manufacturing
Product and Price (STAMPP), is briefly described here to illustrate how cell/module costs
can be predicted.

The objective of STAMPP is to model the operations of a cell- or module-manufac-
turing firm in such a way that the annual required revenue of the firm is calculated for
a specified annual production volume. The required revenue divided by the production
volume gives a required unit price for the cell or module. The term required price is
used because all direct and indirect costs and after-tax profit are included in the revenue.
The required price is thus the minimum price for which the product could be sold while
returning the specified margin of profit. However, the market would always determine
the actual selling price. A further objective of the model is to facilitate the parametric
analysis of a wide range of cost factors so that the cost drivers can be identified and their
effect on the required price of a cell or module design can be explored for a specified
manufacturing process.

The firm is described in the model by a fixed organization whose top management
levels are filled by a fixed number of people. The lower levels of the organization, includ-
ing supervisors, production, and support staff are filled by a number of employees, which
is scaled to the manufacturing requirements. Hours of operation, meteorological data
for heating/cooling loads, and other firm-level financial and operating data are included
among the input.

The physical operations of manufacturing are modeled in STAMPP using the con-
cept of a “workstation”. A workstation is defined as a collection of one or more identical
machines, each performing the same operations in parallel. The user specifies the direction
of workflow among the workstations.

The user defines the operations performed at a workstation on a per-machine basis.
The model calculates the number of machines for each workstation based on a specified
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annual volume of the final product and the workstation characteristics. The workstation
is characterized by the nominal operating parameters of one of its machines, which are
defined as long-term average values. The quantity of work done at each workstation is
determined by the model from a process balance using as inputs the total annual product
volume from the last workstation, and individual machine parameters including

• form conversion factor (input/output units),
• yield (number of good units out per unit time/ideal production rate),

• machine ideal production rate,
• machine availability.

The quantity of required materials is determined from the workstation-level, per-
product-unit consumption factors and the workstation product quantity, and the quantity of
labor of specified types is determined from per-machine labor requirements. Total materi-
als, labor, utilities, and floor-space requirements are summed for the firm, and their costs
are calculated using these quantities and unit costs input to a cost catalog. Unit costs of
process equipment and facilities are used to compute the capital investment for the plant.

Using the calculated production costs, the model produces a corporate income
statement and balance sheet. These reports are based on accepted accounting procedures.
The income statement provides the revenue to calculate the product cost. The data in both
reports can be compared to the data for typical real businesses to assess the appropriateness
of the modeling from a business point of view. On the manufacturing side, reports are
provided that summarize the equipment, labor, materials, floor space, and utilities required
in terms of both quantity and cost. Also reported are personnel and associated costs for
administrative functions. The result is a complete picture of all aspects of the cost structure
underlying the required product price. In the subsequent section, outputs from the model
are shown to illustrate an economic assessment of a PV power plant.

Step 5: annual energy production . Within the assessment framework of Figure 21.2, the
annual energy production for the system will be calculated from local solar data and
the performance parameters of the system (as described elsewhere). For a private user,
the energy considered here is the useful energy; that is, the energy actually consumed by
the load plus any energy sold back to a utility. For a utility, all of the energy produced
is useful.

Step 6: levelized energy cost (LEC). LEC is defined in equation (21.14) as a constant
annual cost ($/kWh) over a specified period of years whose present worth is the same
as that of the cost stream associated with its production. The cost stream was defined
in equation (21.9). LEC incorporates the cost of capital and the annual energy pro-
duction. LEC is typically computed by utilities, but could also be used by private PV
system owners.

Step 7: economic assessment . The final step in this assessment methodology is to decide
if the value of the economic measure computed is an acceptable value when compared
to an economic criterion. Where LEC is the economic measure, it is compared with the
cost of electricity (LEC′) from other sources calculated in the same manner. For a private
user, the comparison value might be that of electricity from, for example, a diesel-electric
generator or a fuel cell. For a utility, this comparison may entail the consideration of the
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system-capacity expansion for a given load growth in order to determine the alternative
cost of electricity, or a simpler approach might be just the utility’s cost of peaking power.
The problem with the simpler approach is that it may not adequately consider issues such
as reserve capacity.

Step 8: annual energy value. In order to calculate the project value measures in Step 9,
the value of the annual energy production is needed. For grid-connected, customer-side
systems, the value is the cost avoided by not purchasing the annual energy produced
(Step 5). The value is calculated from the electric utility rate and the energy production.
Where the rate is multitiered or has seasonal components, the energy production as a
function of time would need to be taken into account in order to value the energy properly.

Step 9: project value. Several financial measures for PV systems have been defined in
equations (21.10 to 21.13): NPW($), IRR(%), PB(years), and DPB(years). Each one
depends on the net equity cash flow, Xn, defined by equation (21.9), which includes a rev-
enue term, R, which is the value of the electricity purchase avoided by the use of the PV
system. The annual electric energy produced by the PV system is implicitly included in R.

When the computed economic measure is NPW, IRR, PB or DPB, it is compared
to the threshold (NPW′, IRR′, PB′, DPB′) values that the owner considers appropriate.
If the owner is a commercial firm, the NPW or IRR measures would typically be used.
If the decision is between two competing energy sources, say, PV and a fuel cell, the
one with the higher NPW or IRR would be preferable. It should be noted that since the
fuel-cell system is dispatchable (i.e. provides energy at any time on demand), the PV
system is not comparable unless it includes storage. The two systems must be designed
to meet the same load profile in order to be compared by a single measure such as NPW
or IRR. If the decision for the commercial user is just whether to buy a PV system for a
stated purpose, the issue then is whether the NPW or IRR is greater than some threshold
value. In this instance, the PV system competes for capital with other capital needs of
the firm, and the threshold may be set by considering the NPW or IRR associated with
alternative capital expenditures. The firm may even look at the decision in both ways:
is the PV system the best choice from among several systems and is it a better use of
capital than nonenergy expenditures.

The payback (PB) and discounted payback (DPB) measures are more typically
appropriate to homeowners or others without tax considerations in the purchase decision,
although nothing prevents others from considering these criteria. The payback for the PV
system can be compared to the life of the system as a decision criterion. If the payback
is shorter than the life, then in a simple view the energy is free after the payback period.
Another use of the payback measures is to compare two or more systems by calculating
their payback; the one with the shortest payback is preferred.

21.2.3 Case Studies

To illustrate some of the methodologies for the economic analysis of PV systems, brief
summaries of three studies in which the authors participated are presented here. Each
study considered PV technology operated in a large-scale (25–50 MW) electric-utility
setting. The first study [3] compared the required module price in $/Wp of several Si-cell
technologies. The second study [4] covered silicon and copper indium diselenide (CIS)
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technology, and the third [5] compared the 500X concentrator systems with Si technology
to GaAs technology in plants of the same annual energy capacity. All three studies
modeled the cell- and module-manufacturing processes using the STAMPP model, and
included both flat-plate and 500X concentrator collectors.

Financial studies of complex systems require extensive data input, and can produce
volumes of data output. Restriction of space in this chapter limits the details that can be
provided to only a small fraction of what was there in the original studies. The numerical
values of inputs and outputs are based on the time at which the studies were performed,
so the objective is to illustrate methodology and relative technology comparisons, not to
give current quantitative cost results.

21.2.3.1 Module price for silicon technology

From the beginning of the photovoltaic commercialization efforts in the 1970s, crystalline-
silicon-cell technology has been dominant. The availability of refined silicon wafers
resulting from semiconductor development, the availability of mature processing equip-
ment developed by that industry, and the simplicity of the Si-cell fabrication technology
relative to thin-film Si or compound semiconductors such as gallium arsenide or copper
indium diselenide were, and still are, major factors that influence the role of silicon in
photovoltaics. The first cost analysis conducted by the authors [3], which was also the
genesis of the STAMPP program defined earlier, compared silicon-module prices fabri-
cated by several different methods. (In [3], the STAMPP model was called IMCAP, but
the model is essentially the same.) While the results discussed here were determined in
1986, there still are some relevant and useful lessons to be learned from the comparison
of different cell- and module-fabrication methods, and the focus here is on these rather
than on current absolute cost of cells and modules.

Five different cell technologies and modules fabricated from them were examined
in this study:

• Flat-plate modules using silicon cells from single-crystal Czochralski wafers.

• Flat-plate modules using silicon cells fabricated on silicon dendritic web substrate.

• Flat-plate modules using single-junction amorphous-silicon cells (a-Si:H) grown
on glass.

• Flat-plate modules using tandem-junction amorphous-silicon cells (a-Si:H/a-SiGe:H)
grown on glass.

• 500X Fresnel lens concentrator module using high-performance cells from float-zone
single-crystal silicon wafers.

The concentrator module incorporated cells under separate development by the
study sponsor and the cell fabrication was not modeled with STAMPP. The cells were
treated as a purchased item. All of the manufacturing processes were defined to produce
annually modules with a total rating of 25 MW.

The module prices computed for this study were intended to give a comparison
of significantly different cell technologies and to provide a perspective on how low the
prices might fall in the future. The cost of materials and other items for a base case
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Table 21.2 Key technical and financial parameters [3]

Parameter Process case

Technology Base Pessimistic Optimistic

Module efficiency (%) Czochralski 15.0 12.0 17.0
Dendritic web 15.0 12.0 17.0
Concentrator 19.42 17.09 21.75
a-Si:H 10.0 6.0 12.0

Silicon price ($) Czochralski 40/kg 75/kg 25/kg
Dendritic web 40/kg 75/kg 25/kg
Concentrator 2.00/cell 4.00/cell 1.00/cell
a-Si:H (silane) 618/kg 2000/kg 150/kg

Glass ($/m2) All 10.76 13.46 8.07
Wafer/Kerf Thk. (mil) Czochralski 12/10 14/12 10/6
Web pull rate (cm2/min) Dendritic web 20 8 30
Plasma deposition rate (Å/s) a-Si:H 10 2 40

Financial case

Return on equity (%) All 18 22 15
Debt/equity ratio All 0.3 0.2 0.5
Debt interest rate (%) All 14 16 12
Average cost of capital (%)

(derived from other inputs)
All 17.1 21.0 13.5

Copyright  2002. Electric Power Research Institute. EPRI AP-4369. Photovoltaic Manufacturing
Cost Analysis; A Required Price Approach, Vol. 1, 2. Reprinted with Permission

were selected and reviewed by several organizations involved in the study, and it was
recognized that the resulting module-price predictions were lower than those achieved
at the time of the study, or, for the most part, even today. They represented a potential
level of the price for high volume production with high conversion efficiencies. After
determining with the model the key price drivers for each technology, other cases were
defined to examine the effect of different values of the key drivers. Two cases, defined as
optimistic and pessimistic and shown in Table 21.2, were used to compare with the base
case. Base, pessimistic, and optimistic cases relating to material-cost parameters (process
case) and cost-of-money parameters (financial case) were defined. Table 21.2 shows only
the “key” parameters of the defined cases, that is, the parameters from the cases that had
the greatest effect on price.

The range of required module prices associated with the full set of process-case
parameters is provided in Figure 21.3 for all of the cell technologies. Within each of the
process cases, the spread in module prices among the technologies is about 2:1, so that
achievement of important processing parameters and conversion efficiencies has a large
impact on their ultimate relative prices.

The effect of the financial case parameters on module price was determined to be
in the range of about ±5% of the base case for all of the technologies. For example,
Table 21.3 gives the required module prices for the Czochralski modules for each case.
The range of prices for the process cases due to variation in material costs ($3.46–$1.22)
is much greater than the variation due to the financial-case parameters ($1.98–$1.80).
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Table 21.3 Czochralski module prices for process and financial
cases (1985$/Wp)

Process cases

Pessimistic Base Optimistic

Pessimistic 1.98
Financial cases Base 3.46 1.90 1.22

Optimistic 1.80

This relationship results from the fact that material costs are a large fraction of the
required module price, 44.2% for the Czochralski base case, whereas the cost of the
required capital for machinery and equipment, which is usable over several years, is a
much smaller fraction of the price.

A sensitivity diagram, such as Figure 21.4 for the Czochralski module, illustrates
the relative effect of individual process or financial-parameter values on the required
module price. Here, the module-price variations for each parameter are plotted with respect
to the parameter expressed as a percent of its base-case value. The slopes of the lines are
then the price sensitivity to each parameter. For the Czochralski module, the price is most
sensitive to the achieved conversion efficiency and the unit cost of the silicon boule. The
price is much less sensitive to the unit cost of the glass sheet, wafer thickness, and return
on equity (a financial parameter equivalent to the profit for the module manufacturer).
Sensitivities for the other cell technologies follow a similar pattern.

One of the most useful results of the study is the illustration of the trade-off
between the silicon-utilization and cell-conversion efficiency as reflected in the module
price. Figure 21.5 shows the effect of efficiency on the base-case prices for all five cell
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technologies. Silicon requirements vary significantly with the choice of a cell technology
and its associated cell-fabrication process. Cell-conversion efficiency is also significantly
different among the cells made by different processes, and these efficiency differences are
inherent in the cell structures. For example, the amorphous cells require much less silicon
than Czochralski cells, but the latter have higher efficiency and require less module area
to achieve the same rated capacity. How the module prices of the two cell technologies
compare is also dependent on the cost of their fabrication processes. Some processing
steps are unique to each cell or module as required by their structures and materials, but
in other steps the processing is essentially the same. For example, the single- and tandem-
junction thin-film cells have many common processing steps. Also, the encapsulation steps
for several of these modules are the same.

The similarities and differences in the five cell/module technologies have impor-
tant implications on cost, measured as $/Wp. In the case of cells fabricated from either
Czochralski wafers or dendritic web substrates, the use of silicon for dendritic web cells
is less than 20% of that used for Czochralski cells, and silicon is the single most costly
material in both processes.

The dendritic web thickness was taken as about 5 mils, whereas the wafer thickness
was 12 mils, and the wafers must be sawed from a boule with a kerf loss of 10 mils and
an area loss because the boule is round. Dendritic webs are formed in a long strip with
no kerf loss and very little area loss. The formation of the dendritic web substrate and
the wafer is the primary difference in the two cell/module processes; the remaining steps
to produce the cells and modules are essentially the same. The cell efficiency was taken
as the same for the Czochralski and dendritic web modules.

Amorphous-silicon cells are produced by an entirely different process that results
in a silicon cell that is about 1000 times thinner than the other two flat-plate cells. The
“silicon” consumption (actually silane gas) is reduced to the point at which the glass
substrate on which the cells are grown is the most costly item of material. However, a-Si
cell efficiency has proved to be lower than that for the crystalline cells. In this study, base-
case module efficiency using crystalline cells was taken as 15%, and the efficiency for
the a-Si module was taken as 10%. For the tandem-junction a-Si cell/module, additional
film-growth steps are added to the process, which consumes additional silane, but the
material cost is still small. The efficiency for the tandem cell was taken as 15%. The
module-fabrication steps are also different from the crystalline-cell modules because all
of the cells for a module are deposited on one piece of glass, and cell interconnections
are defined by scribing rather than soldering copper straps between cells.

For the concentrator module, the cell is fabricated on Si wafers on equipment
comparable to the Czochralski flat-plate cell, but its fabrication was not modeled for this
study. There are some cell-design differences that change the cell fabrication somewhat.
Instead of modeling with STAMPP, a base-case cell cost of $2/cell was used for a 1-cm
square cell. For comparison, the Czochralski and dendritic web cells were 10-cm square.
The fabrication of the 48-cell Fresnel module was modeled as an automated parts fabri-
cation and assembly operation. Since the concentration ratio for the module was 500X,
the basic trade-off between the concentrator and flat-plate modules is the more complex
mechanical structure of the concentrator with much less silicon-cell area compared to
the simpler flat-plate structure with more silicon-cell area. The concentrator also had a
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base-case conversion efficiency of 19.2%. Inherent in the comparison is also the difference
in solar insolation applicable to the two technologies.

The required module prices in Figure 21.5 show a significant overlap of all of the
cell technologies except Czochralski, which is consistently higher than the others. It is
clear that the module-price, in $/Wp, comparison among any of the four less-expensive
modules depends greatly on the efficiency achieved. A horizontal line representing, for
example, $1.20/Wp corresponds to about a 9% efficient single-junction amorphous mod-
ule, but requires about 12% efficiency for the tandem-junction amorphous module, because
the latter is more expensive to produce. The same rationale applies to the dendritic web
and concentrator modules. The module price range for the Czochralski single-crystal wafer
cells does not overlap the other cells, and, for the input data used in the study, it would
always be more costly than the others. In hindsight, single-crystal and polycrystalline cells
continue to be the most prevalent commercial technology, which perhaps is due to their
having achieved more of their performance potential in volume production than have the
other technologies. The wafer-cell technologies have simplicity on their side, even at the
disadvantage of higher silicon use.

21.2.3.2 Cost of electricity for utility-scale PV plants

A study by the EPRI [4] encompassed both manufacturing-cost modeling and financial
analysis for utility-scale PV plants. The study included three systems: a heliostat field
focused on a central receiver incorporating a water-cooled silicon-cell array, a field of
Fresnel lens concentrator arrays using silicon cells, and a field of fixed-tilt flat-plate
module arrays using CIS cells. Brief results of the Fresnel system are given here to
illustrate module-price analysis and system-cost development. Total energy costs for all
three plants are also given later to illustrate the economic analysis for the three systems.

An extensive design study defined a 50-MW Fresnel system, and included specifi-
cations for a 500X Fresnel concentrator module having 48 Fresnel lenses per module, each
lens being about 45-inches square with one back-contact Si cell mounted below it. A glass
secondary lens was mounted between the Fresnel lens and the cell. The cell efficiency was
taken as 27.4%, and module efficiency as 20.7%. Each cell had a passive heat dissipator
on the back surface of the assembly. The basic module structural element was a molded
plastic box supporting 4 cell/lens units, and 12 of these were assembled into a module
(i.e. 48 cells/module). Sixty of these modules were mounted on a tracking structure to
form an array. The total array field had 3390 arrays and the plant covered 700 acres.

Manufacturing of the cell and module assembly was modeled with the STAMPP
program described previously. It was assumed that the modules would be produced over
two years. The Stanford Advanced Back Contact cells were fabricated on 150-mm silicon
wafers using conventional cell-fabrication processes. Table 21.4 summarizes the results
of the module-cost modeling for a base case, whose results were input to the plant
cost computation. The top section of the table shows some basic operating and financial
parameters for the module business, and gives the computed module required price as
$320.08 each (1990$), or $1.30/Wp. Such a cost was indeed optimistic for the time the
study was conducted, but it did represent a relatively high annual production volume. A
significant amount of automation was employed, especially in the assembly of the module.
A breakdown of module cost (taken from the income statement of the business) is shown in
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Table 21.4 Fresnel module price summary, base case [4]

Annual plant production (module/year) 101 700
Unit price (1990$/module) 320.076
Base year 1989
Simulation length (years) 10
Plant capacity factor (%) 100.000
Annual plant operating time (h/year) 8519
Maximum number of shifts per working day 3
Required return on investment (fraction) 0.200
Debt to equity ratio (fraction) 0.250
Combined fed/state income tax rate (fraction) 0.340

Product price components in first full year of production
(end of year dollars)

Component 1990$/module % of total

Annual sales 320.076 100.00
Annual manufacturing expense 289.366 90.41
Annual direct material expense 219.758 68.66
Annual direct labor expense 14.592 4.56
Annual manufacturing overhead 55.016 17.19
Net annual work-in-process 0.297 0.09
Net finished goods inventory 0.000 0.00
Selling & administrative expense 9.155 2.86
Corporate income taxes payable 6.679 2.09
Excess revenue (interest earned) 12.966 0.50
Annual net income 1.612 4.05

Initial work station equipment cost ($1989) 4 260 447
Initial facility cost ($1989) 3 158 375
Total manufacturing area (sq ft) 39 453
Total nonmanufacturing area (sq ft) 11 532
Total facility area (sq ft) 50 985
Total land cost ($1989) 124 036
Total direct manufacturing labor (# workers) 56
Total indirect manufacturing labor (# workers) 19
Total indirect nonmanufacturing labor (# workers) 43
Total plant labor (# workers) 118

Copyright  2002. Electric Power Research Institute. EPRI TR-101255.
Engineering and Economic Evaluation of Central-Station Photovoltaic Power
Plants. Reprinted with Permission

the center section of Table 21.4. Direct manufacturing costs are about 90% of the total cost,
with materials accounting for 69%. The 17% contribution of manufacturing overhead is
composed of manufacturing supervision labor, equipment and facilities depreciation, plus
other smaller items, but about half of the 17% is the R&D budget assigned to the business,
which corresponds to 8.5% of sales. In the bottom section of Table 21.4 are the costs of
process equipment and buildings, and the number of people employed in the business.

Any study of future costs benefits from an examination of the sensitivity of the result
to different values of critical input parameters, because it contributes to understanding the
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risk in the choice of inputs. Figure 21.6 shows the effect of different values of certain
materials, equipment, and financial costs on module required price. Cost components are
plotted on the abscissa as a percentage of their base case value, which means that the slope of
the lines represents a relative sensitivity of module price to the parameter change (absolute
values at the extremes are also shown for reference). The output of the STAMPP model
identified the Fresnel lens and the molded box as the two largest material costs, at 31% and
17% of material costs, respectively. Silicon wafers, at 5%, were another significant cost.
Sensitivities to a fairly wide range of these costs are shown, with the extreme variation in
module price being less than 6%. By way of comparison, the price of the most expensive
cell-processing equipment, sputtering, had a much smaller impact on module cost. This
is a typical result in such studies, resulting from the depreciation of the equipment over
several years. Cost of money, represented by return on equity (ROE), has about the same
impact as wafer cost. Process yield for each workstation is a parameter in STAMPP. For cell
manufacturing, the yield at cell test is critical, and the base case cell yield for the study was
80%. Figure 21.6 shows cell yield to have a large impact relative to some other parameters.

The total capital cost of the Fresnel lens plant in Table 21.5 reflects the accounting
system of the study sponsor, EPRI. The $1.62/Wp cost of the PV modules includes
shipping and installation, and is 50% of the total system capital cost. The installed array-
structure cost brings the total collector cost to about 73.5% of the system cost. The power
conditioning and balance-of-plant costs add another 5.5%, leaving about 20% of the cost
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Table 21.5 Total capital requirements for central station plants [4] 3rd Quarter 1990$, Carrisa Plains Site

Fresnel
lens

Central
receiver

CIS
flat plate

[$(106)] [$/Watt] [$(10)6] [$/Watt] [$(106] [$/Watt]

Buildings, site improvement 1.20 0.02 1.9 0.04 1.23 0.02
Array structure 37.92 0.76 13.38 0.27
PV modules 80.80 1.62 66.91 1.38
Heliostat system 53.30 1.07
Receiver system 18.80 0.38
Receiver tower 6.30 0.13
Power conditioning unit 5.92 0.12 4.30 0.09 5.85 0.12
Balance of plant 3.09 0.06 16.40 0.33 7.06 0.14
Master control system 0.12 0.00 0.80 0.02 0.08 0.00

Total field cost 129.10 2.58 101.80 2.04 94.50 1.91
Engineering. & const.

Management
5.20 0.10 6.10 0.12 2.80 0.06

Owner’s costs 5.40 0.11 5.40 0.11 2.90 0.06
Contingencies 14.20 0.29 19.70 0.39 9.80 0.20

Total plant cost 153.90 3.08 133.00 2.66 110.00 2.22
Escalation (mixed year dollars) (2.90) (0.06) (2.50) (0.05) (2.10) (0.04)

Total cash expended (mixed
year dollars)

151.00 3.02 130.50 2.61 107.90 2.18

Allowance for funds during
const. (mixed year dollars)

6.80 0.14 5.80 0.12 4.80 0.10

Total plant investment 157.80 3.16 136.30 2.73 112.70 2.27
Preproduction costs 3.20 0.06 2.90 0.06 2.30 0.05
Inventory capital 0.80 0.02 0.70 0.01 0.60 0.01
Land 0.20 0.00 0.30 0.01 0.20 0.00

Total capital requirement 162.00 3.24 140.00 2.80 116.00 2.34

Copyright  2002. Electric Power Research Institute. EPRI TR-101255. Engineering and Economic Evaluation of
Central-Station Photovoltaic Power Plants. Reprinted with Permission

associated with engineering, construction management, cost of money, contingencies,
and so on. The contingency item accounts for uncertainties in system performance and
unaccounted costs in the design. Later systems of the same design may avoid some of
the contingency cost. The total system cost in Table 21.5 is equivalent to the present
worth of capital expenditures during the construction of the systems. The central receiver
plant and the CIS flat plate plant both turn out to have less-expensive collector costs than
the Fresnel lens plant, and the resultant total capital requirements are also less by 14%
and 28%, respectively. The central receiver plant has a forced convection, water-cooling
system that adds significantly to the system cost relative to the other two plants.

The remaining steps in computing LEC (see equation (21.14)) are summarized in
Table 21.6. The typical energy output was calculated from solar-insolation data and the
performance parameters of the systems using computer codes. The energy outputs for
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Table 21.6 Annual performance and energy cost summary for central
station plants [4] Constant 1990$, Carrisa Plains Site

Fresnel
lens

Central
receiver

CIS
flat plate

Average annual performance
Energy output (MWh) 140 100 125 000 112 000
Capacity factor 32.0% 28.5% 25.8%
Annual energy efficiency 18.8% 11.3% 9.9%

Annual expenses ($106)
Capital charge 16.69 14.42 11.95
Operation & maintenance expense 0.61 1.197 0.18

Total 17.30 16.39 12.13
30-year levelized energy cost ($/kWh)

Capital charge 0.119 0.115 0.106
Operation & maintenance costs 0.004 0.016 0.002

Total ($/kWh) 0.123 0.131 0.106

Copyright  2002. Electric Power Research Institute. EPRI TR-101255. Engi-
neering and Economic Evaluation of Central-Station Photovoltaic Power Plants.
Reprinted with Permission

the systems reflect both the efficiencies and the collector characteristics of the different
system designs. The annual capital charge is the annualized amount of the total capital
requirement, using a CRF of 10.2%. Levelized energy cost is the total annual expense
divided by the annual energy output. It is interesting that the lowest LEC corresponds
to the CIS flat-plate system that has the lowest efficiency and incorporates the simplest
collector technology. (Cell efficiency for the CIS cell was taken as 15%.) The relationship
among the LECs for the systems also points out that cell and module efficiencies, while
very important in system performance, do not by themselves determine energy cost. Other
system-design factors are also very important, and within limits, override the effect of
efficiency on energy cost.

21.2.3.3 Gallium arsenide cells in power systems

GaAs cells have been developed and used extensively for space applications, but tradi-
tionally have been considered too expensive for terrestrial applications despite their high
efficiency. These compound semiconductor cells are fabricated by epitaxial growth, either
on GaAs wafers or on Ge wafers, the latter being a more recent development. The cost of
GaAs wafers is a major factor in the cost of cells, and Ge wafers are projected to be less
expensive by more than an order of magnitude. The question that arises is whether GaAs
cells could be competitive with Si cells for utility-scale terrestrial systems, particularly if
grown on Ge wafers. To address this question, the cost study in the previous section, as
it relates to the Fresnel lens plant, was extended to determine the cost of energy for the
same plant using GaAs cells of several different designs [5].

Two cells were considered: a single-junction GaAs cell, and a tandem-junction
GaInP/GaAs cell. These GaAs cells are designed as concentrator cells, and could be con-
sidered for the same kinds of applications as the Si concentrator cells in the Fresnel lens
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Table 21.7 GaAs cell and module price (1994$) [5]

Cell/wafer Cell efficiency $/Module (48 cells) $/48 cells

SJ/GA-SC 25 741.14 459.94
30 741.54 460.50

SJ/Ge-SC 25 447.01 156.52
30 450.40 159.11

SJ/Ge-PC 25 404.19 111.28
30 407.58 113.79

TJ/GA-SC 30 745.96 464.68
35 748.56 466.99

TJ/Ge-SC 30 456.33 164.51
35 456.31 164.90

TJ/Ge-PC 30 413.50 119.11
35 413.49 119.51

Note: SJ = single junction; TJ = tandem junction; SC = single-crystal;
wafer PC = polycrystalline wafer.  1994 IEEE

module of the prior study [4]. The manufacturing processes for each cell were defined
using three different wafers: single-crystal GaAs, single-crystal Ge, and polycrystalline
Ge. Modules incorporating each of the six combinations were modeled using the same
STAMPP model as for the Fresnel lens module in the prior study. Further, a range of
cell efficiencies for the GaAs cells was examined because the GaAs technology was not
as well developed as the Si technology. In order to compare the annual energy produc-
tion from GaAs plants with Si plants, the number of modules required for a 50-MW
plant was calculated and the cost of modules computed with STAMPP at the required
volume, as shown in Table 21.7. The total capital requirements, as shown in Table 21.5
for the Si plant and adjusted to 1994$, were then scaled appropriately for the number of
GaAs modules.

The price of GaAs cells, whether single- and tandem-junction, shown in Table 21.7
is heavily influenced by the choice of GaAs or Ge substrate. Cells grown on Ge-PC wafers
are roughly four times less expensive than cells grown on GaAs-SC wafers. However,
the prices of modules incorporating these cells differ by only a little less than a fac-
tor of two due to the fact that several substantial module-cost components are the same
regardless of the cell structure. The least expensive module cost of $413.50 in Table 21.7
for TJ/Ge-PC cells compares to the $328.42 for a module incorporating Si cells (see
Table 21.4, escalated to 1994$). Cell efficiency for the same cell structure in Table 21.7
has little effect on module price. Indeed, module price is, in some cases, just slightly
higher for the higher efficiency cell than the lower one (e.g. SJ/Ge-PC at 25% ver-
sus 30%). This is a result of the modeling procedure in which the number of modules
produced was just sufficient for the 50-MW power plant, being fewer at higher cell effi-
ciency, and the allocation of elements of cost by the STAMPP model to a fewer number
of modules.

The reduction in cell and module prices in Table 21.7 reflects a span of about 15:1
in wafer costs between GaAs-SC and Ge-PC wafers, as indicated in Table 21.8. When
GaAs cells are grown on the GaAs wafer, the cost of the wafers is almost 60% of the
module materials cost, but when a Ge-PC wafer is used, then the wafer contributes to only
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Table 21.8 Module materials cost drivers, GaAs tandem-junction cells [5]

Substrate (GaAs & Ge = 4′′, Si = 6′′)

GaAs Single-crystal
Ge

Polycrystalline
Ge

Si

Wafer cost/each $360.46 $64.37 $23.62 $29.94

Material Percentage of total module materials cost

Wafer 59.8 20.4 8.6 5.3
Module box ($3.59/each) 6.9 13.2 15.1 17.4
Heat sink ($0.52/each) 4.0 7.7 8.8 10.1
Fresnel lens ($4.07/ft2) 12.2 23.3 26.8 14.3

Source:  1994 IEEE

about 9% of the module materials cost. The latter case is very similar to the materials cost
contributions for the Si module, where the wafer cost is not the largest single contributor.
Using Ge wafers would thus be a major step in making GaAs cells competitive.

When the module prices in Table 21.7 are incorporated into the 50-MW power
plant, capital requirements (Table 21.5) by adjusting these costs for the changes in
field size resulting from the GaAs conversion efficiencies, the cost of energy generated,
expressed as LEC, can be calculated for the various cell structures in Table 21.7 (see
Figure 21.7). These GaAs-based energy-production costs are compared to that of Si-based
energy-production costs from the previous study [4] as summarized in Table 21.6. Since
none of the GaAs module prices, ranging from $741 to $413, is as low as the Si module
price of $328, the LECs in Figure 21.7 essentially show the trade-off of the more efficient
(27.5% to 35%) but higher cost GaAs modules with the less efficient (27.4%) but lower
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Figure 21.7 Cost of energy produced by 50 MW central station Fresnel lens plants using GaAs cells [5].
 1994 IEEE
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cost Si modules. The most costly GaAs technology (SJ/GA-SC), even at its highest
projected efficiency of 30%, has an LEC of $0.192/kWh compared to the LEC of the
Si technology of $0.142/kWh. The least-costly GaAs technology (TJ/Ge-PC) has an LEC
of $0.118/kWh at its highest efficiency of 35%, which is less than the Si LEC. The slightly
more costly TJ/GA-SC technology still has a lower LEC ($0.124/kWh at 35%) than the Si
module, and this GaAs structure using the single-crystal wafer is more likely to achieve
the 35% efficiency than the polycrystalline wafer cell.

21.3 ENERGY PAYBACK AND AIR POLLUTION
REDUCTION

PV systems convert the free solar energy resource into valuable electric energy. However,
it has long been noted that energy is consumed in the manufacture of PV conversion
hardware. That is, there is an energy cost to produce energy. The mining, refining, and
purification of semiconductor materials is energy intensive, and energy is consumed in
the manufacture of all the other materials in a PV system, such as glass, steel, aluminum,
copper, and plastic. In addition to the energy content of the materials incorporated directly
in the module, support structures, and balance of system (BOS) components, there is an
energy content in the equipment that produces all the PV system components. Energy is
also consumed in transporting and erecting a PV system at its operating site. During the
life of a PV system, usually taken as 20 to 30 years, energy is produced as a return on
the energy “invested” in its creation. The long-raised question is: how much more energy
does the PV system generate than it takes to produce it; or, is there a net energy benefit
to society from PV systems? The answer is usually stated as “energy payback,” which is
the number of years that is required to repay the energy content of the PV system with its
delivered electricity. Energy payback for PV systems, measured in years, should ideally
be a small fraction of the system life in years. In fairness to PV, it should also be noted
that fossil energy systems, in addition to the energy consumed as they operate to produce
electricity, also have an energy content in their power-plant hardware. In addition, the fuel
itself has an energy content associated with the exploration, development, recovery, and
transportation to the generation site. Thus, the terms of comparison for energy payback
between PV and other systems need to be carefully defined if they are to be meaningful.

The energy-payback question needs to be differentiated from whether a PV system
pays for itself economically (financially), which is a primary subject of this chapter.
The question of economic benefit is adequately answered when the cost of all materials,
equipment of production, and capital are accounted for. These costs include the cost of
the energy content of all the elements of the system. Given that economic criteria are met,
the energy payback question is essentially an ecological one; that is, does the creation of
PV systems that generate substantially more energy than is consumed to produce them
represent a wise use of fossil resources? A related issue is the reduction in greenhouse
gases that results from the generation of electricity with PV rather than with fossil-fuel-
based generation. If governments impose financial penalties on fossil generation or give
credits for solar generation, then financial benefits can be introduced into the economic
evaluation. To a degree this is implicit in the process when, for example, the cost of
exhaust scrubbers for fossil plants is included in the economic comparison. Moreover,
if solar energy is the source for producing PV systems, the ecological consequences are
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diminished. Given the small amount of PV generation capacity in service today relative to
other electric generation capacity, the primary concern for energy payback is in long-term
energy planning in relation to ecological impact.

The issue of energy payback has been examined quantitatively, and a good bib-
liography is given in [6]. Energy payback is determined by the four basic factors men-
tioned below:

• The design of the PV system, including all components

• The location of the system

• The life of the PV system

• The portion of the manufacturing energy-consumption chain included in the payback.

System design determines the system conversion efficiency and system power level,
as well as defining the energy content of the hardware. The system location determines
the incident energy for the system, which, coupled with the system life, determines the
total energy delivered by the PV system. The total energy content of the PV system
depends on just how far back in the energy chain the analysis goes. For example, does
the chain go back to the mining, transportation, refining, and fabricating of a material,
and include every piece of equipment used at every link of the chain? In most cases, PV
material energy content is based on prior studies of the energy content of basic materials.
Special considerations are sometimes incorporated; for example, much of the crystalline
PV production is currently based on using scrap-refined Si from the microelectronics
industry, so it may be reasonable to ignore the energy content of the scrap material.

In a summary of energy payback studies, the US National Renewable Energy
Laboratory (NREL), states that “(E)nergy payback estimates for rooftop PV systems boils
down to 4, 3, 2, and 1 years: 4 years for systems using current multicrystalline-silicon
PV modules, 3 years for current thin-film modules, 2 years for future multicrystalline
modules, and 1 year for future thin-film modules.” These data assume a 30-year life.
Multicrystalline modules have a longer energy payback because they have a much larger
content of silicon than thin-film modules. Shorter payback for future modules is predicated
on improved manufacturing processes and higher efficiencies.

NREL credits these results to the Dutch researcher Erik Alsema [7]. His data are
based on estimates of 600 kWh/m2 for the near-future, frameless, single-crystal silicon PV
modules and 420 kWh/m2 for multicrystalline modules. With a 12% conversion efficiency
and a solar insolation level of 1700 kWh/m2/year, Alsema calculated the 4-year payback
for current multicrystalline modules. The future payback of 2 years for multicrystalline
modules was based on a 14% efficiency and solar-grade silicon feedstock.

For thin-film modules, amorphous-silicon paybacks are a good proxy for all mate-
rial systems (including copper indium diselenide, cadmium telluride) because the major
energy content is in the substrate, usually glass, and the deposition process plus other
facilities. The films are so thin that they have relatively little energy content [8].

Knapp and Jester [6] examine the energy payback for both actual copper indium
diselenide (CIS) and single-crystal silicon processes and modules produced using mea-
sured data. The data that were collected from plants operated by Siemens Solar Industries
and reported in [6] assume that the CIS plant operated at capacity. Energy content of
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production equipment, production facilities, and transportation of goods to and from the
facility were excluded from the result. Using a solar insolation of 1700 kWh/m2/year, and
assuming an 80% correction for the system losses, the single-crystal silicon module had
an energy payback of 4.1 years and the CIS module’s payback was 2.2 years.

Given the predicted energy paybacks of, say, 1 to 5 years for PV systems, and their
life of up to 30 years, payback is not a negligible factor in the overall energy-planning
process, but neither is it a prohibitive one. Gradual improvements in conversion efficiency
and improvements in manufacturing techniques can further reduce its impact over time.

The literature that addresses energy payback also addresses the contribution of PV
systems in reducing greenhouse gases [7, 8]. “An average US household uses 830 kWh of
electricity per month. On an average, producing 1000 kWh of electricity with solar power
reduces emissions by nearly 8 pounds of sulfur dioxide, 5 pounds of nitrogen oxides, and
more than 1400 pounds of carbon dioxide. During its 28 years of clean energy production,
a rooftop system with 2-year payback and meeting half of a household’s electricity use
would avoid conventional electrical plant emissions of more than half a ton of sulfur
dioxide, one-third of a ton of nitrogen oxides, and 100 tons of carbon dioxide.” (Though
not stated, we assume these comparisons are of solar versus coal-fueled generation.)
Again, if the cost of removing these from the conventional emissions is quantified, the
cost saving can be included in an economic assessment.

21.4 PROSPECTS FOR THE FUTURE

Photovoltaic cells, modules, and systems have undergone intensive development in the 25
years immediately prior to the twenty-first century. Significant improvements in perfor-
mance and reductions in cost per unit area have been made. The variety of PV cells and
module technologies commercially available or under development has expanded greatly,
although crystalline-silicon technology still predominates. Cost-effective applications that
capitalize on the unique characteristics of PV systems have been implemented. Many
other applications have been installed that benefited from subsidies from utilities, gov-
ernment, or economic-development institutions. A lot of progress has been made, and yet
PV supplies only a tiny fraction of the electric generation market.

A recent survey [9] by Photon International magazine puts the annual worldwide
production of Photovoltaics at 401.4 MWp in the year 2001. There are about 59 PV
module manufacturers worldwide. However, the industry has lost more than US$3 billion
over its first 25 years, according to the President and CEO of Siemens Solar in 1998[10].
He further states that two-thirds of the industry is still dependent on some kind of subsidy.
Europe, Japan, and the United States each supply major portions of this production. The
corporate landscape has been in a constant state of change over these years. Many small
companies started up and a few large corporations entered the business. Many of the
smaller firms have been absorbed by large corporate conglomerates, but a few have
managed to stay in the business and grow. In recent years, some of the world’s major
corporations have become major players in the PV industry. The top ten producers in
2001 were listed as follows [9]:

1. Sharp (a major Japanese electronic-equipment maker, their solar cells are primarily
integral to electronics products) 74.0 MWp
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2. BP Solar (a unit of British Petroleum, that merged with the US firm Solarex and
presently has plants in US, Spain, Australia, and India) 54.4 MWp

3. Kyocera (a major Japanese electronics, equipment, and materials company) 54.0 MWp

4. Siemens and Shell Solar GmbH (investments by German/Dutch conglomerate Shell
and Siemens AG whose main production is in the US) 48.3 MWp

5. AstroPower (independent US manufacturer) 26.0 MWp

6. RWE Solar (a unit of the German Utility RWE that merged with ASE Americas
22.7 MWp

7. Isofoton (independent Spanish manufacturer of PV and solar thermal technology)
18.7 MWp

8. Sanyo (a major Japanese maker of electronic consumer products, semiconductors,
batteries, etc; PV products made by Solec International division) 16.0 MWp

9. Mitsubishi (a Japanese conglomerate providing a wide range of products and services)
14.0 MWp

10. Photowatt (a unit of Matrix Solar Technologies, owned by a Canadian corporation
ATS) 13.5 MWp.

Despite the changes in the makeup of the industry, progress has been sustained
by gains in performance and reductions in cost. PV module prices in $/Wp declined by
an order of magnitude over the nearly 20-year period ending in 1994[11]. This experi-
ence, shown in Figure 21.8, is based primarily on data for crystalline-silicon modules,
but is said to be representative of other flat-plate module technologies as well. The pro-
jection beyond 1994 is based on a fit of the data for module price versus cumulative
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production. Significant departures from the projection might result from new technological
development, such as thin-film modules or concentrator technology.

Some recent experiences [12] with PV systems with capacities in the range of 70
to 236 kWp showed that system costs dropped by 14% from 1996–1997 to 1998–1999
($9.77/Wp to $8.46/Wp). These systems included both fixed and one-axis tracking systems,
which were mounted both on buildings and on the ground, and included modules and
inverters from several manufacturers. Three of the most recent projects had installed
costs below $7/Wp.

Siemens has stated [10] that it is planning on a long-term annual growth rate of
15% for installed PV. Their projection is that a 15% to 25% rate would result in PV
contributing to 1% of the world’s electricity between 2025 and 2040, which they estimate
as 300 TWh in 2025. They state that one-third of this energy could provide for the basic
needs of two-billion people not served by a grid.

Another view of the potential for PV can be gained from some figures published
by the US government. Recent progress and long-term goals for the US PV program [13]
are shown in Table 21.9. Meeting these goals would increase cumulative US sales by the
year 2030 to 20 times the year 2000 level, and correspond to about a 12% compounded
annual rate of sales growth. The average annual sales from 1996 to 2000 would be about
65 MW/year, and from 2001 to 2030 would be roughly 315 MW/year. The US share of the
world market for PV was about 41% in 1995[13]. If this share was maintained till 2030,
the cumulative capacity would be about 25 GW. Assuming an average of 2000 h/year of
sunlight, the annual generated energy would be 50 TWh by 2030. This is substantially
lower than the Siemens estimate given above, but the difference is largely explained by
the difference in the 12% annual growth rate and the Siemens estimate of 15% to 25%.
Starting at the same 500-MW cumulative sales in 2000, using a constant 41% market share
and 2000 h/year of sunlight, a 15% growth rate results in about 80 TWh/year of generated
energy. Using a 25% growth rate, the energy is about 645 TWh. There is obviously a lot
of uncertainty in making such projections, and the truth no doubt lies somewhere in the
range of these estimates.

Some additional insight into the potential contribution of PV to the world’s electric-
energy needs can be had from data published by the US Energy Information Adminis-
tration [14]. The world’s net electricity consumption in 1999 was 12 833 TWh. Of this
total, industrialized countries consume 59%, eastern Europe and the former Soviet Union,
consume 11%, and developing countries account for 30%. If the cumulative PV capacity

Table 21.9 Photovoltaic progress and program goals (1995$) US
department of energy [13]

1991 1995 2000 2010–2030

Electricity price (¢/kWh) 40–75 25–50 12–20 <6
Module efficiencya (%) 5–14 7–17 10–20 15–25
System cost ($/Wp) 10–20 7–15 3–7 1–1.5
System lifetime (years) 5–10 10–20 >20 >30
US cumulative sales (MW) 75 175 400–600 >10 000
aRange of efficiencies for commercial flat-plate and concentrator technologies
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in 2000 was 1220 MW (500 MW divided by 41%), an estimate of the energy gener-
ated will be 2.4 TWh, or about 0.02% of the world consumption. The projected average
annual growth of electricity consumption over the period 1999 to 2020 in [14] is 2.7%
worldwide, resulting in consumption of 22 230 TWh in 2020. Extrapolating this to 2025
as 25 398 TWh, the contribution of PV at 300 TWh would be 1.2%. While this is a small
fraction, it still could, as the Siemens article points out, make a significant contribution
to the lives of people where conventional grid-connected electricity is not available.

Looking at these varied projections of growth in PV sales, it is clear that the
penetration of the future electricity market by PV systems is difficult to predict. It depends
on many factors whose outcomes are uncertain, among them being the following factors:

• Continued progress in performance and cost reduction of PV systems. This is perhaps
the most certain of the factors to be achieved, assuming that the deep-pocket firms
now engaged in PV system development continue to be involved. Participation by
government and industry associations through support of research and development
will also contribute to this factor.

• Increase in the cost of fossil fuels. Numerous predictions made in the past of the cost
of oil rising well above US$30 per barrel have failed to materialize on any consistent
basis. The price of oil is a strong determinant of the cost of electricity that competes
with PV electricity. The price of oil, largely determined by the international cartel, can
only be raised so far without decreasing their market size. Major new fields in the
Caspian Sea area or elsewhere will be an influence if they materialize, but such finds
will become less likely over time.

• Increases in environmental costs for fossil-fuel-based electricity. Global warming con-
cerns may prompt added costs of production due to greenhouse gas control or regulatory
constraints or restrictions on competing uses, especially as the energy use of developing
nations goes up. These factors will make PV more competitive.

• Accommodation of users to the variable character of the PV source. PV delivers energy
when the sun shines, but there is much demand at other times. This characteristic can
be overcome by the integration of PV into utilities, by sharing PV capacity among
groups of users (a utility of a different sort), by adding storage to the PV system
(e.g. electric storage batteries, hydrogen production and storage, hydroelectric storage),
or by lifestyle changes. All of these are possible, but each accommodation has its
own barriers.

• The need for off-grid electric power is very large and the capacity required for individual
sites is usually small. PV systems are more modular than almost any other source, and
they provide insurance against rising fossil-fuel prices. If ways can be found to make
them affordable, PV has an enormous off-grid market.

All of these projections suggest that PV systems will continue to increase their
market penetration and make a useful contribution to energy supply over the next several
decades. The likelihood of their becoming an economically significant fraction of the
energy supply, say 5% or more, within the next 20 to 30 years appears to be small at this
point. Such an event will require fundamental changes in the way energy is delivered,
and those changes will have to be driven by economic and environmental forces beyond
the control of the PV industry.
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PV in Architecture

Tjerk H. Reijenga

BEAR Architecten, Gouda, Netherlands

22.1 INTRODUCTION

22.1.1 Photovoltaics (PV) as a Challenge for Architects
and Engineers

What is happening in the built environment around us? We are witnessing an essential
change in society. Governments are spending hundreds of millions of dollars on research,
development and the demonstration of renewable energy. Big oil companies such as BP
Amoco and Shell have invested more than a billion dollars in solar energy. Current
developments show that renewables, such as solar energy systems, will be incorporated
into our daily life in the near future, as conventional energy sources become depleted and
environmental concerns grow [1].

Within a short period of time, solar systems will become an integral part of our
society and thus our environment. There are large incentives for urban planners and
architects to incorporate these techniques into their design. New products are emerging
yet need further development to fully meet the architectural needs of sustainable buildings.
Architects therefore need to start thinking about this new Smart Solar Architecture.

The European Commission has issued the “White Paper for a Community Strategy
and Action Plan, Energy, for the future: Renewable Sources of Energy” [2]. This White
Paper sets a target of 12% for the contribution of renewable energy sources to the total
energy consumption in the European Union by 2010. The “Campaign for Take-Off” was
launched in 1999 and aims to facilitate the success of the Strategy for Renewable Energy
Sources up to the year 2003. One of the proposed key sectors to be promoted during the
campaign is PV systems – 1 million systems in total.

The 450 MWp rooftop system campaign in the European Union can be achieved
by installing 150 000 systems at an average capacity of 3 kWp each. The 150 MWp

Handbook of Photovoltaic Science and Engineering. Edited by A. Luque and S. Hegedus
 2003 John Wiley & Sons, Ltd ISBN: 0-471-49196-9
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building facades program in the commercial sector can be realized by installing 5000
systems, assuming an average size of 30 kWp per building. With an additional capacity
of 50 MWp for stand-alone systems the total target for installed PV for Europe will be
650 MWp (approx. 6 500 000 m2).

22.1.2 Definition of Building Integration

A large part of the future PV market will be associated with building applications,
especially in Europe and Japan where the population density is high and the land is valu-
able [3]. In areas with less population, it will be possible to find land for ground-mounted
PV structures (Figure 22.1) [4].

Building-integrated, grid-connected PV systems have the following advantages [5]:

• There is no additional requirement for land.

• The cost of the PV wall or roof can be offset against the cost of the building element
it replaces.

• Power is generated on site and replaces electricity that would otherwise be purchased
at commercial rates.

• Connecting to the grid means that the high cost of storage is avoided and security of
supply is ensured.

Additional benefits of public awareness are [6] as follows:

• Architecturally elegant, well-integrated systems will increase market acceptance.

• Building-integrated PV (BIPV) systems provide building owners with a highly visible
public expression of their environmental commitment (Figure 22.2).

Figure 22.1 The 1 MWp ground-mounted system in Toledo, Spain. Reproduced with permission
by BEAR Architecten T. Reijenga
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Figure 22.2 Integrated façade system with 14 kWp amorphous silicon modules made by Energy
Photovoltaics (EPV) in New Jersey, USA on top of a skyscraper at Four Times Square, New
York, USA. The PV modules are the dark regions on the facade near the top. Reproduced from
Kiss G, Proc. 2nd WC Photovoltaic Solar Energy Conversion, 2452–2455 (1998) with permission
by Gregory Kiss [7]

The way people deal with photovoltaics in architecture differs from country to
country. This depends on the scale, culture and type of financing for building projects.
In countries such as Denmark, the Netherlands and the United Kingdom, where public
housing is very common, serial production is strongly emphasized in housing projects.
Professionals such as project developers and architects implement the housing construction
process, in which the main opportunities are for PV roof integration in single-family
terraced houses and for façade and roof integration in apartment buildings.

In countries where the government has little influence on house building, the build-
ing process is a private initiative. Integration of PV systems in buildings can be carried
out by professionals but, on the smaller scale of a single-family house, the motivation
must come from the private owner. In these countries, most building-integrated PV sys-
tems are found in commercial and industrial buildings in which building professionals are
involved. With these types of buildings, PV systems are integrated both into façades and
roofs. There is a significant market for private homeowners who buy small-scale (less
than 500 Wp) PV systems and mount them somewhere on their house.

The aim of integrating PV systems into buildings is to reduce the requirement for
land and the costs [8]. This could be the cost of the support construction and the cost
of building elements, such as tiles. It is more efficient to integrate a PV system when
constructing the building, rather than mounting it afterwards.

A definition for Building Integration is hard to formulate, as it concerns the physical
integration of a PV system into a building, but it also covers the overall image of the
PV system in the building. For the architect, the aesthetic aspect, rather than the physical
integration, is the main reason for talking about building integration. The optimal situation
is a physically and aesthetically well-integrated BIPV system. In fact, many examples of
physical integration show a lack of aesthetic integration. Visual analysis of PV systems
in buildings shows that the look of a poorly designed building does not improve, simply
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by adding a well-designed PV system. On the other hand, a well-designed building with
a nicely integrated PV system will be accepted by everybody.

The following section aims to explain some basic thoughts about PV to non-
designers, from an architectural and design point of view.

Note: All specified power of PV systems is the power under standard test conditions
and tilt which may be greater than the power delivered when installed in nonoptimum
orientation required by the BIPV application.

22.2 PV IN ARCHITECTURE

22.2.1 Architectural Functions of PV Modules

Basically there are three locations for integrating PV systems into buildings. The main
locations are the roof and façade, with all other locations being known as building
components.

A PV system can be integrated into the roof in several ways. One choice is for the
integrated system to be part of the external skin and therefore be part of an impermeable
layer in the construction. In the 1990s, several building projects were constructed on
the basis of this principle (Figure 22.3) [9]. The other choice for roof mounting the PV
system is above the impermeable layer. This is a more secure option but not without some
risk, as the impermeable layer has to be pierced in order to mount the system on the roof.
Using PV modules as roof covering reduces the amount of building materials needed,
which is very favorable for a sustainable building and can help reduce costs. In addition
to covering the complete roof with modules, there are also many products for small-scale
use, for example, PV shingles and tiles. The small scale of these products (from 2 cells
on a tile to around 20 cells on a look-alike tile) makes them very convenient for use in
existing buildings or as do-it-yourself products.

Figure 22.3 Roof integration in a renovation project with the Shell Solar/BOAL profiles in Leiden
(NL), providing a 2.1 kWp system per house. The PV roof is an impermeable layer. Repro-
duced from Maycock P et al., Building with Photovoltaics, 78–81, Ten Hagen & Stam, Den Haag
(1995) with permission by NOVEM, R Schropp [10]
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Figure 22.4 Solar office in Doxford Sunderland (UK) with a transparent double-glazing PV sys-
tem integrated in the façade. The 73 kWp PV system is manufactured by Saint Gobain and mounted
in Schüco window frames. Reproduced with permission by Dennis Gilbert

Transparent PV modules used as roofing materials serve as water and sun barriers
and also transmit daylight (see Figure 22.4). In glass-covered areas, such as sunrooms and
atriums, sun protection on the roof is necessary in order to avoid overheating in summer.
The PV cells absorb 70 to 80% of the sun radiation. The space between the cells transmits
enough diffused daylight to achieve a pleasant lighting level in the area. PV cells were
used in this way at the Centre for Sustainability De Kleine Aarde in Boxtel (NL) [11]
and the Brundtland Centre (DK). Using transparent PV modules in the Solar Office in
Doxford (UK), has resulted in a similar contrast in the façade [12]. In order to increase
the usage of daylight in the workplaces, transparent PV modules have been used instead
of glass.

Of course, PV cells convert sunlight into electricity (with typical efficiencies of
6–15%) with the remainder of the solar energy being converted into heat. At the project
“Haus der Zukunft” in Linz (AT), this residual heat is also used to warm the home [13]. An
air cavity has been created underneath the PV modules, through which warm air (heated
by PV modules) is exhausted. The hybrid collector provides warm air to the heating
system in the home, which in this case, makes it a cost-effective use of the collector.

At the Netherlands Energy Research Foundation (ECN) in Petten (NL), Building
42 has a conservatory with 43 kWp BP solar roof-integrated transparent laminates that
reduce light and sun transmission by around 70% as compared to glass. The conservatory
therefore acts as a big parasol over the offices, protecting them from the sun while still
providing enough daylight (Figure 22.5) [14].

Facades are basically constructed using in situ bricklaying or concrete construc-
tions, prefab elements or structural metal facades that are mounted in place. Concrete
constructions form the structural layer and are covered with insulation and a protective
cladding [15]. This cladding can be wood, metal sheets, panels, glass or PV modules. For
luxury office buildings, which often have expensive cladding, cladding with PV modules
is not more expensive than other commonly used materials, for example, natural stone
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Figure 22.5 Interior view of the conservatory with integrated 43 kWp transparent BP solar mod-
ules in ECN Building 42 in Petten (NL). Reproduced with permission by BEAR Architecten
T. Reijenga

and expensive special glass. This cladding costs around $1000/m2, which is comparable
to the cost of the PV module today.

Structural glazing or structural facades are constructed using highly developed pro-
file systems, which can be filled with all types of sheeting, such as glass or frameless PV
modules. Facades are very suitable for all types of sunshades, louvers and canopies [16].
There is a logical combination between shading a building in summer and producing
electricity at the same time. Architects recognize this and many examples of PV shading
systems can be seen around the world (Figure 22.6). A canopy (entrance protection) on
the sunny side of a building is a good place for BIPV systems (Figure 22.7) thus providing
shade, protection from rain, as well as electricity.

Figure 22.6 Solar shading (PV modules as part of a vertical louver system) on the west façade
of the SBIC office building in Tokyo (JA). The transparent vertical louvers, with a total capacity of
20.1 kWp, were manufactured by Atlantis Switzerland. Reproduced with permission by Jiro Ono
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Figure 22.7 This system is the 1.25 kWp canopy with Atlantis transparent modules at the Thoreau
Center in San Francisco, CA (USA). The canopy protects the entrance against the rain and wind but
daylight is still allowed through via the transparent modules. Reproduced from Eiffert P, Kiss G,
Building-Integrated Photovoltaic Designs for Commercial and Institutional Structures – A Source-
book for Architects, 7–10, NREL, Golden, CO (2000) with permission by NREL USA [17]

22.2.2 PV as Part of “Green Design”

The government’s role in promoting and supporting sustainable energy (PV systems)
strongly influences the extent to which these systems are used in buildings. In countries
with less government intervention, the power companies play a bigger role. Even without
financial support, the government can encourage sustainable energy, for example, by
demanding better performance for buildings. By introducing certain performance goals,
sustainable energy and solar energy PV systems might be considered.

There is a growing interest in “green” products such as organic food, organic fibers
as well as green buildings. Insurance companies and financial markets are becoming aware
of “green” financing, which requires a different design approach from architects. “Green”
design is the basic reason for integrating PV systems into buildings.

22.2.3 PV Integrated as Roofing Louvres, Facades and Shading

For architects, the application of PV systems must be part of a whole (holistic) approach.
A high-quality PV system can provide a substantial part of the building’s energy needs
if the building has been designed in the right way. In general, the energy consumption of
buildings needs to be cut down by at least 50% compared to a typical but inefficiently
designed building.

In a holistic approach, integrating a PV system not only means replacing a building
material but also aesthetically integrating it into the design. The integration also takes over
other functions of the building’s skin. Mounted on a sloped roof, profile systems mean
that PV modules can be part of the watertight skin. The system can also be mounted
above an impermeable roof foil, thereby protecting the foil against UV light and direct
sun. This extends the life span of the foil. This kind of system is also available for flat
roofs. The Powerlight Company from Berkeley, CA (USA) introduced a PV system into
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the market that is glued on expanded polystyreen (XPS) insulation material. This type of
warm roof construction (construction on the warm side of the insulation) system is very
well suited to renovating large flat roofs (Figure 22.8).

The designer may well use building elements such as canopies and shading systems
to integrate PV systems, but will need to look in detail at shading and PV technology to
understand the details of how to design this PV integration. One of the first things that the
designer will discover is the fact that an efficient PV system is not automatically a good
shading system. In general, a PV system on louvres will need a certain mutual distance
between the louvers to prevent shading of the cells, which may let too much sun through
at a lower sun angle in spring and fall (Figure 22.9).

Figure 22.8 Powerguard flat-roof PV system including thermal insulation at the Coastguard build-
ing in Boston, MA (USA). The 3 kWp system has a special wind-tunnel-tested profile at the edge to
keep the system on the roof in heavy winds. Adapted from Eiffert P, Kiss G, Building-Integrated
Photovoltaic Designs for Commercial and Institutional Structures – A Sourcebook for Architects,
42–44, NREL, Golden, CO (2000). Reproduced with permission by NREL USA [18]

Figure 22.9 Colt shading system that is optimized for sun control. The distance between the
louvers with PV modules cause shading on 50% of the PV cells; 47 kWp PV system at Stadtwerke
in Winterthur (CH). Reproduced with permission by BEAR Architecten T. Reijenga
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Heat load and daylight control systems can be combined with the integration of
PV systems. Moreover, when the designer studies these aspects in detail, he or she
will discover that PV systems can also be part of the thermal envelope or thermal sys-
tem (Figure 22.10) [19]. Another example is the refurbishment of Building 31 in Petten
(NL) [20]. In this project, the PV system is integrated into a louver system that sup-
ports the 35 kWp Shell Solar modules, to keep out the summer heat and give less glare,
and improve daylight conditions inside. To prevent shading of the modules by the upper
louver, the dimensions of the louvers have to be almost twice the size of the modules
(Figure 22.11) (Diagram 1) [21].

Orientation is a major design issue for (green) buildings. The heat load of a
building, the need for shading and the design of facades all depend on the orientation.

Figure 22.10 Daylight control at the Kaiser fashion house in Freiburg (D). This 4 kWp PV system
on louvers is mounted in front of the glass façade and prevents glare inside. The PV louvers are
in the center of the figure. Reproduced with permission by BEAR Architecten T. Reijenga

Figure 22.11 South façade of ECN Building 31 in Petten (NL). The shading structure supports
the 35 kWp Shell Solar modules. Reproduced with permission by BEAR Architecten T. Reijenga
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Summer Winter

Diagram 1 Shading system with high angle (summer) and low angle (winter). In a fixed posi-
tion designed for high angle of summer sun the system will be inefficient for the winter period.
Reproduced with permission by BEAR Architecten, NL

Orientation is also important for PV systems. Facade systems might be suitable in certain
countries, especially at a northern (above 50◦N) or a southern (below 50◦S) latitude. When
shading of the facade cannot be prevented, and for the countries in between these lati-
tudes, sloped surfaces facing the sun or even horizontal surfaces might be more suitable.
The designer’s final choice will be based on orientation, amount of total annual (sun)light
on the PV module, shading from surrounding buildings and the aesthetics of the design.
An important issue for the designer is to appreciate the blue, gray or black cells and to
become familiar with finding integration opportunities in the first draft design. Ideally, a
PV system should not be added to a building but designed as part of the building.

22.2.4 Well-integrated Systems

How can we discuss whether a BIPV system is well integrated? [22] A group of architects
within the IEA PVPS (PV Power Systems) Task 7 workgroup discussed this subject and
came up with several criteria for judging the aesthetic qualities of BIPV projects [23].

In order to decide which BIPV systems are of a high quality, we need to distinguish
between the following:

• technical quality of the BIPV system, that is, the technical aspects of PV, cables
and inverters,

• building quality of the BIPV system. Here we look for the quality of the system as
a building element (part of the roof or the façade that is replaced by modules). The
module and its integration must meet typical building standards, such as an impermeable
layer or a structure strong enough to withstand wind or snow loads,
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• aesthetic quality of the BIPV system. This is the least scientific and most subjective part
of judging BIPV systems. But the reality is that architecturally elegant, well-integrated
systems will increase market acceptance.

Both the technical and building qualities of the PV system have been considered as
preconditions. All installations in a building must function correctly.

Aesthetic quality is not a precondition. Although the discussion of architectural val-
ues is very broad, high-quality architecture or poor architecture is generally recognizable.

The criteria formulated by the IEA PVPS Task 7 workgroup for evaluating the
aesthetic quality of building-integrated PV systems are [24, 25]

• natural integration,

• designs that are architecturally pleasing,

• good composition of colors and materials,

• dimensions that fit the gridula,1 harmony, composition,

• PV systems that match the context of the building,

• well-engineered design,

• use of innovative design.

These architectural criteria need to be explained particularly to nonarchitects and manufac-
turers developing photovoltaic systems for integration into roofs and façades, who often
believe that their systems fit perfectly. Some architectural journals,2 however, have criti-
cized PV projects in, for example, the 250 kWp project in Sloten, Amsterdam (NL) [26]
and the 1.3 MWp project in Nieuwland, Amersfoort (NL) [27]. The average architect is
not yet convinced of the “beauty” of a PV system on his building. All the more reason
this book should show appealing examples and critically judge PV products.

The Lafarge Braas PV 700 roof tile system is a good example of how manufacturers
look at their product. This system can be placed invisibly in between the flat Lafarge
Stonewold tiles (Figure 22.12) [28].

However, in product advertisements, the manufacturer has chosen tiles with con-
trasting colors instead of harmonious colors, thus ignoring the fact that integration, in
most situations, should be discreet. After commercial introduction, the system was pre-
pared for use with a standard roofing tile. This corrugated tile is an even bigger contrast to
the flat PV elements. Technically speaking, this high-quality product has been integrated.
Aesthetically, however, the product has not been integrated because of the contrast. There-
fore, the architect, building inspectors and clients might reject a PV system incorporating
this product.

Explanation of the criteria

• Natural integration: This means that the PV system seems to form a logical part of
the building (Figure 22.13). The system adds the finishing touch to the building. The

1 Gridula is not a common word outside architectural vocabulary. It means the grid that is used for the design
that is a (sometimes hidden) part of the building.
2 Archis February 1998.
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Figure 22.12 This sustainable WWF (World Wildlife Fund) project in Harderwijk (NL) has a
roof with a thermal solar collector on top and a 460 Wp PV 700 system underneath. The PV 700
system fits almost invisibly in between the tiles. Reproduced with permission by BEAR Architecten
T. Reijenga

Figure 22.13 A naturally integrated PV system that is clearly part of the building. This system
is located in Poitiers (FR). Reproduced with permission by ECN J. Beurskens

PV system does not have to be that obvious. In renovation situations, the result should
look as though the PV system was there before the renovation.

• Architecturally pleasing : The design has to be architecturally pleasing (Figure 22.14).
The building should look attractive and the PV system should noticeably improve the
design. This is a very subjective issue, but there is no doubt that people find some
buildings more pleasing than others.

• Good composition of colors and materials : The color and texture of the PV system
should be consistent with the other materials (Figure 22.15).

• Fit the gridula, harmony, and composition: The dimensions of the PV system should
match the dimensions of the building (Figure 22.16). This will determine the dimensions
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Figure 22.14 Corridor in the Centre for Sustainability De Kleine Aarde in Boxtel (NL). The space
is unheated and naturally ventilated. The 6.7 kWp PV system with transparent modules has a double
function and reduces the heat load by around 70%. Reproduced from Reijenga T, Böttger W, Proc.
2nd WC Photovoltaic Solar Energy Conversion, 2748–2751 (1998) with permission by NOVEM,
R Schropp [11]

Figure 22.15 The 80.5 kWp Atlantis Sunslates on the roof of the historic horse stables in Bern
(CH). The color and texture matches so well that this PV system was allowed on a protected
historic building. Reproduced with permission by Atlantis Solar Systems Ltd

of the modules and the building grid lines used (grid = modular system of lines and
dimensions used to structure the building).

• Matching the context of the building: The entire appearance of the building should be
consistent with the PV system used (Figure 22.17). In a historic building, a tile-type
system will look better than large modules. A high-tech PV system, however, would
fit better in a high-tech building.

• Well engineered : This does not concern the waterproofing or reliability of the con-
struction. However, it does concern the elegance of the details (Figure 22.18). Did the
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Figure 22.16 The cube at the Discovery Science Center in Santa Ana, Los Angeles, CA (USA).
The 20 kWp PV system fits the gridula of this huge structure and there is harmony between the
PV modules and the structure behind. Some 494 Thin-film Millienna photovoltaic modules from
BP Solar were used on the solar cube. Reproduced from Eiffert P, Kiss G, Building-Integrated
Photovoltaic Designs for Commercial and Institutional Structures – A Sourcebook for Architects,
48, 49, NREL, Golden, CO (2000) with permission by BEAR Architecten T. Reijenga [29]

Figure 22.17 The 180 kWp Sofrel flat-roof system on the UBS Bank near Lugano (CH) matches
the context of the roof, which fits between different installations, high-tech chimneys and the tight
rhythm of the flat-roof PV system on the roof. Here the BIPV is mainly aesthetically and not
physically integrated. Reproduced from Maycock P et al., Building with Photovoltaics, 78–81, Ten
Hagen & Stam, Den Haag (1995) with permisson by UBS Switzerland [10]

designers pay attention to detail? Has the amount of material been minimized? These
considerations will determine the influence of the working details.

• Innovative design: PV systems have been used in many ways but there are still count-
less new ways to be developed. This is all the more reason to consider this criterion
as well.
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Figure 22.18 The Schüco façade in the Solar office in Doxford, Sunderland (UK) is well
engineered. Reproduced with permission by BEAR Architecten T. Reijenga

22.2.5 Integration of PV Modules in Architecture

The integration of PV systems in architecture can be divided into five categories:

1. Applied invisibly

2. Added to the design

3. Adding to the architectural image

4. Determining architectural image

5. Leading to new architectural concepts.

These categories have been classified according to the increasing extent of archi-
tectural integration. However, a project does not necessarily have to be of a lesser quality
just because PV modules have been applied invisibly. A visible PV system is not always
appropriate, especially in renovation projects with historic architectural styles. The chal-
lenge for architects, however, is to integrate PV modules into buildings properly. PV
modules are new building materials that offer new designing options. Applying PV mod-
ules in architecture should therefore lead to new designs. In some of the selected projects,
the design was based on this principle.

1. Applied invisibly : The PV system has been incorporated invisibly (and is therefore
not architecturally ‘disturbing’) (Figure 22.19). The PV system harmonizes with the
total project. An example is the Maryland project in the USA (Figure 22.20), where
the architect tried to integrate PV modules into the design invisibly. This solution was
chosen because the entire project concerned historic architecture. A modern high-tech
PV module look would not be appropriate for this architectural style.

2. Added to the design: The PV system is added to the design (Figure 22.21). Building
integration is not really used here, but this does not necessarily mean that architectural



1020 PV IN ARCHITECTURE

Figure 22.19 Modern style houses in the 1.3 MW project in Amersfoort (NL). The architect
thought that the modules did not blend in with the design. He chose an “invisible” solution with
a flat-roof system. The PV system is not visible from the surrounding streets. Reproduced with
permission by REMU J. van IJken

Figure 22.20 Houses at the National Research Home Park in Bowie, MA (USA) in historic style.
The roofs are Unisolar standing-seam roofs with thin film (amorphous silicon). Reproduced with
permission by NREL USA

integration is also lacking. The “added” PV system is not always visible either
(Figure 22.22).

3. The PV system adds to the architectural image: The PV system has been integrated
beautifully into the total design of the building, without changing the project’s image
(Figure 22.23). In other words, the contextual integration is very good (Figure 22.24).
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Figure 22.21 The IES building in Madrid (E) has a 6.6 kWp PV system that was added shortly
after the building was finished. The modules are mounted on the façade above the windows and
keep out the sun. Reproduced with permission by BEAR Architecten T. Reijenga

Figure 22.22 These houses in Amersfoort Nieuwland (NL) have a roof with a white foil on top.
The architect chose a color contrasting with the color of the modules to show that the PV system
is an addition to his design. Reproduced with permission by REMU J. van IJken

4. The PV system determines the architectural image: The PV system has been integrated
into the design in a remarkable and beautiful way and plays an important role in the
total image of the building (Figures 22.25 and 22.26).

5. PV system leads to new architectural concepts: Using PV modules, possibly in com-
bination with other types of solar energy, leads to new designs (Figure 22.27) and
new architecture (Figure 22.28). The integration of PV modules was considered on a
conceptual level, which gives the project extra value.
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Figure 22.23 The architect integrated the (in total 49 kWp) PV modules into the facades above
the windows and produced a combination with the roller blinds. The EMPA office building is
located in Sankt Gallen (CH). Reproduced with permission by Electrowatt Eng. Services

Figure 22.24 In this office building in Gouda (NL), the 6.2 kWp PV system is mounted on top
of the façade as a canopy that protects the wall. The architect’s intention was to show the PV
system to his clients when they visit the office. Reproduced with permission by BEAR Architecten
T. Reijenga

22.2.6 Brundtland Centre, Toftlund (DK) – a Case Study

The Brundtland Centre in Toftlund opened in 1995, was developed as an education
and demonstration center for Denmark [31]. It is part of the “Brundtlandby Project”,
which designated certain towns, such as Toftlund, to put into practice the goals of low
energy consumption and environmental impact, as proposed by the Brundtland Report.
The Brundtland Centre was built to exhibit and employ the concept of energy-efficient
building strategies combined with well-implemented architectural design. Throughout the
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Figure 22.25 The dwellings at the 5 MW project in the HAL district of Langedijk (NL) have a
large PV roof without any perforations. This strengthens the architectural expression of the roof
design. Each roof includes a 5.1 kWp BP Solarex PV system. Reproduced with permission by
BEAR Architecten M. van Kerckhoven

Figure 22.26 The canteen at the IMEC in Leuven (B) has an entrance with attractive-looking
transparent modules in the roof. Reproduced with permission by IMEC

design process, priority was given to strategies that could be achieved through the design
of the building itself – its form, orientation and envelope design – rather than “high-tech”
strategies. Where the use of “active systems” was necessary, the design team aimed to
develop more energy-efficient ways of operating these technologies.

Early consideration of PV within the design process has resulted in an aesthetically
and energetically well-integrated PV system within the architectural design (Figure 22.29).
Two types of PV systems are used in the building envelope. A PV array is integrated
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Figure 22.27 This shopping mall in Lausanne (CH), includes a louver system with transparent
modules mounted above the shop windows, which results in less reflection of sunlight in the
windows, making it easier to look into the shops. Reproduced with permission by BEAR Architecten
T. Reijenga

Figure 22.28 This zero-energy project in Etten-Leur (NL) combines different sustainable energy
techniques. Each house has a roof structure with 6.2 kWp BP Solar PV modules. The aesthetic
integration of the PV system is a completely new concept in housing. Reproduced from Reijenga T,
“Energy-Efficient And Zero-Energy Building in the Netherlands”, Proc. International Workshop on
Energy Efficiency in Buildings in China for the 21st Century, CBEEA (Beijing, December 2000)
with permission by BEAR Architecten M. van de Laan [30]

into the roof of the atrium – a central space connecting the adjacent two-storey building
sections. Other PV modules are mounted on the southeast façade of the office section
(Figure 2.30).

The atrium roof, incorporating the transparent PV modules, stretches out above
the entrance of the building, creating a large canopy. Thus, the PV system mounted on
the atrium roof is visible from the inside of the atrium as well as from the outside of the
building. Mounting the PV system on the roof had a great impact on the architectural
expression, the building layout and internal atmosphere of the center (Figure 22.31).
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Figure 22.29 Overview of the Brundtland Centre in Toftlund (DK). The glass roof on top of
the atrium in the middle of the building has a saw-tooth roof with integrated 9.8 kWp transparent
PV modules. Reproduced with permission by BEAR Architecten T. Reijenga

Figure 22.30 PV modules above the windows on the southeast facade. A total of 6 kWp is
integrated in the facade. Reproduced with permission by BEAR Architecten T. Reijenga

To achieve the optimum orientation and tilt angle of the PV array (south/60◦), the atrium
roof has been constructed in a saw-tooth shape that runs diagonally across the space.
The steel truss roof, combined with the alternating pattern of dark round cells against
transparent glazing, gives the atrium a high-tech atmosphere. Special attention has been
paid to provide soft diffused quality of daylight in the interior of the atrium. A thin
diffusing glass fabric is integrated into the modules so that sharp edges from the circular
solar cells are softened.

In energy terms, the integrated PV system in the atrium roof was designed not only
to produce electricity but also to provide shading to prevent the atrium from overheating.
The transparent modules allow 20% of the available daylight to enter the atrium. The
concrete floors and facades accumulate the heat surplus during the day. At night, the
atrium is cooled by natural ventilation, while the mechanically assisted ventilation is used
to ventilate the adjacent rooms. Automatic controls stop the ventilation when a sufficiently
low temperature has been reached.
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Figure 22.31 Atrium roof of the Brundtland Centre building from the inside. Because the saw-tooth
roof casts a shadow on the modules, some of the cells are fake. This solution achieves a more elegant
look from the inside. Reproduced with permission by BEAR Architecten T. Reijenga

22.3 BIPV BASICS

22.3.1 Categories and Type of Buildings

Building-integrated PV systems can be divided into different categories according to

1. cell and module type,

2. architectural integration,

3. type of building,

4. mounting technology, and

5. the function of the integration, and possible additional building and architectural
functions of the PV system.

It is important that architects know all these categories and their possibilities. The
design process consists of translating the brief (program made by the client) into spaces
and enclosures, as well as combining functions and materials into constructions. This
process is mainly based on experience and knowledge of constructions and materials.
New applications based on existing knowledge or techniques are very important in the
creative process. New inventions play a minor role in the process.

22.3.1.1 Categories of cells and modules

There is a wide range of cells and modules in the market. There are various types of cell
material, types of modules, framed or nonframed laminates, colors of the cells and colors
of back sheets and frames; all provide a wide range of possible surfaces [32]. This is a
very basic knowledge for architects. Architects will design BIPV systems with a certain
image in mind. The choice of monocrystalline or polycrystalline cells will depend on
color and not on efficiency [33].
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22.3.1.2 Categories of integration

BIPV systems in projects can be divided according to the location of the application: roof
systems, facade systems, glass construction (conservatory/atrium) systems and building
components such as shading and canopy systems. The main mounting locations are the
roof and the façade. There are also many creative solutions available in designing how
PV systems can be integrated. All these solutions are grouped as building components.

22.3.1.3 Types of buildings

Different buildings obviously have very different functions, for example, apartments and
family houses, public buildings, commercial and industrial buildings and nonoccupied
building structures. These can either be newly constructed or renovated buildings [34].
Nonoccupied building structures include shelters (bus stops, canopies, parking structures),
kiosks (newsstands, gazebos, pavilions, phone booths), public toilet buildings, car parks,
streetlights, parking meters, screens and barriers (fences, noise barriers), road signs and
commercial billboards.

All types of building or nonoccupied building structures are a potential location
for BIPV systems.

The various commercially available mounting applications can be grouped into 10
types, and can be found on the on-line PV database (www.pvdatabase.com).

Location Building Manufacturers such as:
on a building: component(s):

Sloped roof Tiles and shingles LaFarge Braas (Figure 22.12), Atlantis
Sunslates [35] (Figure 22.15), Japanese tiles
(Figure 22.32), UnisolarStanding Seam
panels [36] (Figure 22.20).

Nonintegrated
profiles

BP Sunflower (Figure 22.33), Econergy
InterSole [37], Alutec profiles (Figure 22.34)

Integrated profiles BOAL/Shell Solar profile system (Figure 22.3),
Solrif Solar profile system [38]
(Figure 22.35)

Flat roof Roofing element Powerlight Powerguard (Figure 22.8), Alwitra
Evalon roofing foil (Figure 22.36)

Integrated profiles Schüco profile system (Figure 22.37)
Independent

support
structure

Econergy ConSole [39] (Figure 22.19),
Solgreen (Figure 22.38), Sofrel [40]
(Figure 22.17), Sobac [41]

Facade Integrated profiles Schüco façade profile system (Figure 22.39)
Cladding system BP Solface [42] system (Figure 22.40)
Louvers or sun

blinds
ADO louver system (Figure 22.41), Colt

Shadovoltaic louver system (Figure 22.9)
Canopy Donjon canopy system (Figure 22.42)
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Figure 22.32 Prefabricated Japanese tilelike roof panel method with CdTe cells in Nie-ken (JA).
Capacity of the system is 1.3 kWp. Reproduced with permission by MSK Corporation

Figure 22.33 BP Sunflower system at the bent roof at ECN building 31, Petten (NL). Capacity
35 kWp. Reproduced with permission by BEAR Architecten H. Lieverse

22.3.1.4 Function of the integration

In addition to generating electricity, PV modules are also used as an integral part of the
external skin (roof or façade), as sun protection (Figure 22.43) or as a daylight transmitter.
Designing double functions and then integrating PV modules into buildings results in
cost reductions on the investment in the building. Several buildings have been built that
demonstrate PV systems as part of a passive cooling strategy [14].

The advantages in this specific case are

• the PV modules replace building elements,

• the PV modules are very well ventilated at the back,
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Figure 22.34 Alutec profile system in a new roof in Langedijk HAL (NL). Capacity of the system
is 53 kWp and the project is part of the 5 MW BIPV project. Reproduced with permission by BEAR
Architecten M. van Kerckhoven

Figure 22.35 Solrif Solar profile system in a roof renovation in Zürich (CH). Capacity of the
system is 53 kWp. Reproduced with permission by BEAR Architecten T. Reijenga

• a separate mounting construction is not necessary, and

• the air-conditioning system is eliminated.

22.3.2 Cells and Modules

The PV modules and mounting system are the elements of a PV system that can determine
the image of a building. A PV system, particularly the cell material, framing materials,
soldering, shape of the modules and the color of cells and back sheets, all influence the
image of a building. For architects and designers, these aspects are more important than
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Figure 22.36 Alwitra Evalon roofing foil with amorphous silicon cells. Reproduced with per-
mission by O.Ö. Energiesparverband

Figure 22.37 Schüco 1.9 kWp roof profile system with transparent modules in the Energy Forum
Center in Bad Oeyenhausen (D). This mounting system can also be used in (difficult) horizontal
situations. Reproduced with permission by BEAR Architecten T. Reijenga

the electrical efficiency of a system. Typical efficiencies of today’s commercially available
solar modules are shown in Table 22.1.

22.3.2.1 Solar cell materials

There are several types of solar cell materials: monocrystalline (single crystal) sili-
con, polycrystalline silicon (both discussed in Chapters 6 and 7), amorphous silicon
(Chapter 12), copper indium gallium diselenide (CuInGaSe2) (Chapter 13), and cadmium
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Figure 22.38 Solgreen flat-roof system for green roofs demonstrated on a roof in Switzerland.
Reproduced with permission by SOLSTIS

Figure 22.39 Schüco façade profile system in the Doxford building (UK). See also caption at
Figures 22.4 and 22.18. Reproduced with permission by BEAR Architecten T. Reijenga

telluride (CdTe) (Chapter 14). Their characteristics that affect their implementation in
BIPV applications are briefly presented here.

Monocrystalline Si cells are initially grown as long cylinders, then sliced into thin
discs called wafers (∼300 µm thick). Initially round, the wafers often have their edges
cut to create a nearly square wafer with slightly rounded corners. This increases their
packing density on the module. Typical wafers are presently 10 × 10 or 12.5 × 12.5 cm2

but will be increasing as technology develops. Monocrystalline cells have a very uniform
appearance. Their color can be varied (see below) but are typically either dark blue or
black since this gives the highest efficiency. (The color of the cell is determined by
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Figure 22.40 BP Solface vertical wall system at the Demosite in Lausanne (CH). Reproduced
with permission by EPFL-LESO-PB

Figure 22.41 ADO louver system with integrated transparent PV modules at an apartment build-
ing in Amersfoort Nieuwland (NL). The automatic louvers can switch in two positions. The
horizontal position at night (left on the figure) and tilted to the sun by day (right on the figure).
Reproduced with permission by BEAR Architecten T. Reijenga

the wavelengths that are reflected. The darker the cell looks, the less light that is being
reflected. Therefore darker means more absorption of sunlight by the solar cell.)

Polycrystalline silicon wafers are manufactured with a lower cost process
than monocrystalline silicon wafers. They are cast in long square ingots. After
slicing, polycrystalline wafers are already in the desired square shape. Compared to
monocrystalline cells, polycrystalline cells also typically have a bluish color and are the
same size, but are slightly less efficient and slightly of lower cost. The main difference
between mono and poly wafers as might affect their application for BIPV is their visual
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Figure 22.42 Canopy at the eaves of a roof. 6.2 kWp PV system at an office building in
Gouda (NL). Reproduced with permission by BEAR Architecten T. Reijenga

Figure 22.43 This building, at ECN in Petten (NL) has a 43 kWp PV system integrated into the
conservatory roof. The conservatory acts as a parasol in front of the offices, thus eliminating the need
for air-conditioning in a moderate climate. The building on the right side has a PV shading system
(see caption on Figure 22.11). Reproduced with permission by BEAR Architecten T. Reijenga

appearance: monocrystalline cells are uniform while polycrystalline cells have hundreds
of reflective facets, of sizes 0.1–1 cm. Each facet is a separate small crystalline region.
Both mono and poly cells have metal grids on the front in a rectangular pattern to collect
the electricity and to connect to the next cell. These grids are typically not visible from
beyond a few meters away.

Amorphous silicon cells (a-Si) are composed of silicon atoms that are in a thin
(∼1 µm) layer and lack crystalline properties. They are commonly referred to as thin film
Si PV technology. Amorphous silicon cells are deposited onto substrates like glass window
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Table 22.1 Typical efficiencies for modules. These
values are obtained under standard test conditions.
Different orientation in BIPV applications may result in
lower performance

Cell type Typical efficiencies
[%]

Monocrystalline silicon 12–15
Multicrystalline silicon 11–14
Amorphous silicon 6–8
Cadmium telluride 7–10
Copper indium gallium diselenide 8–12

plates or flexible rolls of stainless steel or plastic, giving a wide range of mechanical
strength, weight, and flexibility. The substrate is not visible since it is behind the solar cell.
The cells have a uniform typically black appearance. These cells have no grids. Flexible
substrates are ideal for curved surfaces and rollable “fold-away” modules. Amorphous
silicon modules have lower efficiency than mono or poly silicon (Table 22.1) but better
performance at higher temperatures [43, Chapter 12] as often occurs in BIPV applications.

Other thin film PV materials presently include CuInGaSe2 and CdTe. They have a
uniform nearly black appearance, indistinguishable visually from amorphous Si modules.
They also have lower efficiency compared to mono or poly silicon. CuInGaSe2 cells can
be deposited on flexible plastic or metal foils.

Semitransparent cells for BIPV can be manufactured in two ways. Mono silicon
wafers can have a series of deep grooves on the front and back which are perpendicular
to one another. Where they intersect, light will be transmitted through the holes. Poly-
crystalline silicon cells with 2% transmission have been reported [44] but higher values
should be possible with larger holes. Another approach is to make very thin amorphous
silicon layers on glass with transparent contacts so the entire module is semitransparent.
However, the transmitted light will have an orange or red tint because the blue and green
portion of the spectrum is absorbed in the silicon layers. Such modules could only be
used in applications where this color of light was acceptable such as sun-roofs for auto-
mobiles. A better method is to selectively remove part of the amorphous silicon layer
using laser ablation. Unfiltered white light transmission of 5–15% have been reported for
laser scribed amorphous silicon in BIPV applications [43].

22.3.2.2 Module temperature

Module efficiency, therefore electricity produced, decreases as the temperature increases
for mono and poly silicon cells but not for amorphous silicon cells. In many non-BIPV
applications, modules are mounted on free-standing frames with ambient air on both
sides, allowing for cooling on both sides. In contrast, some BIPV applications install the
modules in close contact to building material like roofs or wall insulation. The lack of
circulating air increases the module temperature. Relative losses of >5% are possible
[45]. A good design criterion for mono or poly silicon applications is to allow as much
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cooling as possible by providing for air flow behind the module and minimizing effect of
insulation. This is not an issue for amorphous silicon modules [45].

22.3.2.3 Color of the cells and modules

Solar cells are basically blue, dark blue or black after processing. Different colors are
possible but these are not manufactured as standard. Some manufacturers sell tailor-made
cells in special colors (e.g. gold, gray, green, red-orange and yellow). The cell color
is varied by changing the thickness of various optical coatings on top of the cell, which
changes their reflection. The blue color produces the highest efficiency solar cells. Current
literature gives efficiencies for colored cells as 11.8% and 14.5% compared to optimized
cell efficiency of 16.8% [46, 47], which corresponds to around 75% of the power of
dark-blue cells [48].

Modules have several sections that can be colored. Besides the cells, the frame
and the back sheet will also have a certain color. Older modules had natural aluminum
frames and a white back sheet. The shape of the cell was very pronounced because of the
contrasting color. However, modern modules have colors that are more in harmony: dark-
blue cells with a dark back Tedlar sheet and a dark-colored frame around the module,
which produces a very uniform image. A roof or façade containing these uniform-colored
modules will be seen as a single surface. The opposite effect is also possible by using
modules in striking colors to attract attention and focus on the PV system.

22.3.2.4 The architecture of modules

Architects select modules based on their shape and composition possibilities. There is a
big visual difference between framed and frameless modules.

Frameless modules look very similar to window glass. A surface with frameless
modules with a “hidden” mounting system looks very uniform. The seams seem to be
hidden and the individual module is hard to recognize. This smooth surface has a high
aesthetic value.

Framed modules give a totally different effect. The frames can be heavy and
therefore determine the total impression of the surface. The very visible frames divide
the surface into modules and every individual module is very recognizable. This is not
always the image envisaged by the architect.

To solve this problem, smaller frames in the same (dark or blue) color as the cells
can be used and are less visible. The soldering between the cells is a small detail but is
an important part of the image for very visible PV systems. In the older techniques the
soldering was very visible and not very smooth. However, new techniques mean that the
soldering is hidden better and new types of soldering, for example, ECN cells, can be
expected in the future.

Modules vary significantly in size. Standard modules are less expensive than appli-
cations using tailor-made modules. However, almost every form, shape and dimension is
possible with tailor-made modules. The glazing is available as single and double (insu-
lating) glass. Thin-film modules allow greater freedom to select size and color than
c-Si modules.
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22.4 STEPS IN THE DESIGN PROCESS WITH PV

22.4.1 Urban Aspects

The aim of integrating PV systems into buildings is to reduce costs. To generate max-
imum power from building-integrated systems, certain urban and architectural aspects
are important.

The main starting point is the maximum power that can be generated by a system.
The primary hindrances can be the (partly) shadowing of a system by other buildings
or objects, and the nonoptimum orientation relative to the sun. Reflection can also be a
problem for the surrounding buildings.

22.4.1.1 Orientation and angle

The amount of irradiance depends on the latitude. The maximum irradiance corresponds
to surfaces, tilted at an angle equal to about the latitude minus 10◦ (see Chapter 20 for
calculations on solar irradiance). At 52◦ north good results (>90%) can be achieved
by orienting the modules between southeast and southwest, with system angles between
30◦ and 50◦ from the horizontal. Orientations between east and southeast, and between
southwest and west, are fairly reasonable with system angles between 10◦ and 30◦ from
horizontal. The irradiance will be reduced by around 15% of the maximum.

Flat-roof systems with very low angles (between 5◦ and 10◦) can be a good solu-
tion for difficult orientations. The loss of irradiance will be between 5% (south) and
20% (north).

22.4.1.2 Distance between buildings

Shadowing is a critical issue for BIPV. In general, designs in which the PV modules are
shaded for much of the year should be avoided. For low-rise areas, the problem is easy
to solve. The distance between individual houses can be calculated. For mixed height
neighborhoods, it will be more difficult. A high-rise apartment building in a low-rise
neighborhood can cause a lot of unwanted shading.

The density of an area also has a lot of influence. In high-density areas (cities)
the distances between buildings are often so small that there is significant shadowing
throughout a large part of the year.

On a general note, it is worth mentioning that facade systems (vertical) are more
sensitive to shading and need longer distances from other buildings than tilted systems
(roofs). Horizontal systems have a lower irradiance, as previously mentioned, but will be
the best solutions for avoiding shadow. Only neighborhoods with a mixture of low- and
high-rise buildings might be unsuitable for horizontal systems.

22.4.1.3 Trees

Greening the area around buildings makes the area look very attractive and the microcli-
mate more comfortable for the inhabitants.
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The shadowing effect of trees is very important, as the trees will be very dense
during the summer. Even during the winter, when trees lose their leaves, the branches
give too much shade.

The aspect of growth is sometimes underestimated. Planning for the future growth
of trees is very important and must be done carefully to avoid problems a few years after
the building has been completed or the PV system has been installed.

Solutions can be to

• only plant trees on the north side of buildings,

• plant only small trees up to two stories high,

• prune trees annually to keep them small.

22.4.1.4 Zoning

In future, a special solar zoning will be needed in urban areas with PV systems. The
borders of building areas can be clearly marked on three-dimensional maps to prevent
future problems. The amount of sunlight can also be determined on these maps.

22.4.1.5 Reflection

Although not a major problem, under certain circumstances, reflection can occur. In low-
rise buildings, there are no significant problems, but in mixed low- and high-rise areas
residents in high-rise buildings may experience some annoying reflections if all the sur-
rounding houses have (glass-covered) PV modules. The fact that there are certain distances
between buildings (for shadowing) may eliminate most of the potential problems.

22.4.2 Practical Rules for Integration

There are a few important rules for integrating modules into buildings. These rules concern
the functioning and maintenance of the system, for example:

1. shadow is not allowed on the module,

2. ventilation is required at the back of the modules (not as important for thin film a-Si),

3. make it easy to mount and remove a module,

4. ensure that the module stays clean or can be cleaned,

5. make easy electrical connections,

6. ensure that wiring is sun-proof and weather-proof.

1. As previously mentioned, even partial shadow on the modules will decrease the energy
output. Profiled mounting constructions, in particular like awnings, can produce shad-
ows along the edge of the adjacent module that will result in loss of efficiency.

2. Modules with crystalline cells have a higher output when the temperature is lower.
With ventilation at the back of the module it is possible to keep the temperature low
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and avoid a decreasing output. However, thin-film amorphous silicon reacts differently.
The higher temperature does not influence the efficiency as much as crystalline silicon.3

3. Although the lifetime of modules is proven to be over 20 years, it is better to know
how to remove a single module in the middle without removing the whole system.
Electrical connections should also be “plug and play”.4 Easy electrical connections are
needed for fast installation and for easy replacement of modules. Depending on the
local safety regulations, precautionary measures should be taken, for example, using
lifelines or moveable safety ladders.

4. The surface of the modules should be clean. Tilted modules will be cleaned by rain
in most regions. Modules mounted at low angles can be treated with PV-Guard, a
treatment that makes the surface smooth and makes cleaning with rain easier. In dry
areas, cleaning should be part of the regular maintenance schedule.

5. Protect wiring against the weather. Rain is not the main problem, though all connections
must be waterproof. Long-term influence from water should be avoided. Protection
against sun and UV light is needed to ensure that the linesman of the wiring is not
reduced. Depending on the area, wiring may also need to be protected from small
gnawing animals.

22.4.3 Step-by-step Design

A PV system consists of a number of modules with solar cells, an inverter, batteries or,
in most cases, a connection to the grid. A single house with a small installation can be
connected through the existing electricity meter. The electricity that is produced will be
used primarily in the house. Any surplus will be fed into the grid and the meter will
spin backwards. However, not every utility company will allow this and in some cases a
second meter is installed. This often happens with larger systems (more than 2 or 3 kWp).
Larger systems or combined systems that are maintained by the utilities are connected
directly to the grid.

22.4.3.1 Solar design

To design with photovoltaics the first set of questions are, “Why do I want to integrate
PV into the building?” and “Is it for general energy supply, to make the building more
independent, or to make a statement about the building’s inhabitants?”

Large systems will be used for general energy supply. This means large surfaces
that can be treated in an architectural way. Different types of modules, shapes, colors or
textures can be used to design the look of the building.

The main issues for a more independent building are the efficiency of the system
and the generated yearly output. The size of the PV system will depend on this and the
designer has to allow for a certain number of modules. The designer will probably design

3 See Chapter 12.
4 “Plug and play” refers to very simple wiring and components that fit together like a computer and can easily
be replaced.
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the building around the integrated system, otherwise the system will be something that is
connected, but not integrated, into the building.

22.4.3.2 Module placement and shadowing

The first step in the design process will be to look at the number of modules, their
dimensions and the total dimensions of the system. All these aspects have to be integrated
into the roof or facade. Shadowing of the modules is important. A module that is partly
shaded will lose more efficiency than expected. If one row of cells in a module is covered
or heavily shaded, this can block the output of the entire string.

Small objects that can cause shading, such as chimneys and fans, are less important.
The shadow will move during the day and there maybe indirect light available. Some
modules have integrated diodes that allow a short break when a row of cells is covered
or shaded.

22.4.3.3 Space required for balance of systems and interconnections

Space is also required for the inverters. The modules have junction boxes at the back that
are connected by cables to the inverters. For better efficiency, the best place for these
inverters is near the modules. An AC cable has to be fed from the inverters into the grid
via the meter.

Space is also required for a junction box at the back. Together with the ventilation
required at the back of the module, this means a gap between 20- and 50-mm (depending
on the size of the junction box) between the back of the module and the mounting surface
that can be used for both functions.

Space for a second utility meter may be required near the first meter, unless a
double meter can be used. Safety switches are required near the inverters in order to work
on the PV system safely.

22.4.4 Design Process: Strategic Planning

A few procedural steps may be necessary to ensure that the PV system is successfully
integrated into the design. A common rule is to integrate the PV system into the building
process without disturbing that process.

Step 1 : The first step is consultation with the authorities about local regulations,
building permits and the electrical connection to the grid.

Step 2 : The second step is to consult the utility company about the grid connection,
electrical diagrams and the metering system.

Step 3 : The third step is the internal meeting with all building partners. A kick-off
meeting very early in the process may be useful, to discuss the entire integrated PV system
with the building contractor, the roofing company, the electrician and the PV supplier.

There are many unique issues to resolve in installing BIPV. The main points in
this meeting concern the responsibilities of each party in the building process. Who is
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responsible for the waterproofing of the roof – the roofing company or the PV installer?
Who is responsible for electrical safety – the electrician or the PV installer? Who is
responsible for safety on the site – the general contractor or the PV installer? All these
aspects must be clearly defined and noted in advance.

Many PV suppliers offer turnkey contracts. This is easy for clients because they
receive a complete working system for their money. However, the client is then responsible
for the coordination between PV supplier and building contractor. Placing all responsibility
with the building contractor means an extra surcharge of perhaps 10% on the cost of
the PV system. A good solution is to make the building contractor (general contractor)
responsible for the PV system and negotiate a special fee for coordination and use of
equipment (scaffolds and crane) from the building contractor.

22.5 CONCLUSIONS

Building integration aims to reduce costs and minimize the requirement for land. To
increase market acceptance it is important to show architecturally elegant, well-integrated
systems. Moreover, building owners can show their environmental commitment with
highly visible building-integrated PV systems.

This means that there is a large potential for BIPV in the built environment. The
main factors for successful integration are suitable buildings [49], (i.e. suitable orientation
and lack of shadow) and a reason for building integration. For newly constructed sustain-
able buildings, BIPV will be part of the energy strategy. However, for existing buildings
there must be a valid reason for integrating PV systems. Building renovation, including
the roof and façade, often provides an opportune time for selecting BIPV [50, 51].

The building or renovation process plays an important role in the success of BIPV.
Can the building owner benefit from BIPV? If so, the owner will be willing to implement
PV systems in the building plans. The architect or designer needs to have a good basic
knowledge of BIPV and be able to integrate PV into the design. If architects do not
understand the basics of PV, they will make mistakes that eventually have to be resolved
during the installation process. The worst cases involve mistakes that cannot be resolved
at the end of the building process and that result in a lower efficiency and quality of the
PV system.

Is the utility company willing to cooperate? If not, the building owner will probably
try to avoid difficulties in an already complex construction process.

The architect or designer should use all visible opportunities to integrate PV into
the design in a highly aesthetic way. The important issues are the architectural function
of a PV module (replacing other building elements) and the visible aspects of mod-
ules, such as the dimensions, mounting system, form and color of cells, back sheet
and frames.

To recognize these aspects, criteria have been formulated for judging building
integration of PV. These criteria are useful for manufacturers and technicians who are
involved with building integration from the engineering and technical aspects of the
building process.
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23.1 ELECTRICITY AND DEVELOPMENT

23.1.1 Energy and the Early Man

Survival has always been the main preoccupation of mankind. For many thousands of
years, food, shelter and protection against harsh weather and wild animals were the pri-
mary requirements of early man. In the early days of humanity, people spent most of
their time hunting and gathering, and hence, energy cycles in primitive societies were
extremely simple: human energy was put into the pursuit of game and the manufacture
of tools and weapons; wood collection to keep the fire burning for cooking while at the
same time providing warmth and lighting was also an important activity. Food from the
hunt was the basic fuel for human energy and the leftover animal grease also contributed
to heat and light the shelter to maintain a suitable microclimate.

Over the years, early man incorporated new options to fulfill the basic requirements
of survival, and at the same time altered the energy cycles of primitive society. Gardening
was added to fishing and hunting as a source of food. Additional human energy had
to be put into planting, weeding and harvesting. Products from gardening provided a
more predictable source of food energy for humans and the basic feedstock for raising
domestic animals, which in turn became the source of high quality protein and eventually
an additional source of power. Gardening evolved into agriculture, which, along with
animal husbandry, eventually displaced hunting as the main activity for survival. At some
point in time, domesticated animals were incorporated to take away from humans the
burden of load-pulling and back-carrying.

A time came when technology was developed to simplify everyday productive
activities. Along with the dawn of progress came larger and larger requirements for
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energy. It is estimated that early man had a daily energy consumption rate of around
2500 kilocalories [1]. Later on, in primitive agricultural societies, which already had
some domestic animals, this rate was around five times as large [2]. By the time of
the low-technology industrial revolution in the mid-1800s, per capita daily consumption
of energy reached 70 000 kilocalories in England, Germany and the United States [3].
During that period fuel wood and coal constituted the main sources of energy with smaller
contributions from petroleum and hydropower. In the last quarter of the twentieth century,
the dominant energy sources switched to petroleum, natural gas, nuclear energy and
coal, while the average per capita consumption of energy in industrialized nations rose
to over 230 000 kilocalories per day [3], two orders of magnitude larger than that of
primitive man!

23.1.2 Let There be Electricity

With the early studies on electricity in the nineteenth century and the eventual development
of the electric power industry, around 1882, the face of the Earth was changed forever.
Electric lighting began flooding the cities at night and electric motors became the main
source of power in factories. Earlier, in 1846, long distance communication had been
made easier and faster with the introduction of the electric telegraph. Over the years,
many inventions based on electricity increased the productivity in factories and made life
at home easier and more comfortable.

Modern life became an endless chain of activities and events, fuelled by electricity:
the alarm clock to wake people up in the morning, followed by the news on television or
on the radio, the electric shaver and the hair dryer, the coffee brewer, the blender and the
microwave oven or the electric stove, the refrigerator, the air conditioner, the computer,
and so on and so forth. Electricity has also been the main element in improving the
quality of basic services for the well being of people, such as clean water, education,
medical care, entertainment and modern means of information and communication like
the Internet.

23.1.3 One Third of Humanity Still in Darkness

Unfortunately, even today, not everybody has the fortune of enjoying all the benefits
of progress: about one-third of humanity lacks access to electricity and, therefore, to a
large number of electricity-based services and commodities. Around two billion people,
mostly in the so-called developing countries, have remained in the earlier stages of human
development, and still rely on wood fire, animal grease or kerosene lamps to light their
paths and their homes at night. Modern means of communication and entertainment are
either not known to them or are a distant possibility. Millions of people die every year
from drinking polluted water, while others suffer from the lack of basic medical services.
Illiteracy denies millions of people any possibility of gaining access to better opportunities.
As hard as it may seem to believe, at the onset of the twenty-first century, with all the
technology mankind has been able to create, survival is still the name of the game for
millions and millions of people in remote rural areas of the world.

Reasons for such disparity are manifold, but certainly access to reliable, afford-
able and high-grade energy sources is one of them. The direct relationship between the
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per capita energy consumption and human development is well established, as can be
observed in a number of studies [4, 5]. What is not too clear is what form of energy,
how much of it and for what applications, is required to break the vicious circle of under-
development. However, experience shows that a little electricity properly applied could
help resolve many of these ailments of society.

23.1.4 The Centralized Electrical System

Electricity is certainly the most sophisticated and flexible form of energy in use today
around the world. But it has some drawbacks: electricity has to be used almost immediately
after it is generated, as storing it may be expensive, time-limited and inefficient, and in
the current scheme of supply, it has to be transported over long distances from the point
of generation to the point of use, which can be inefficient and unreliable, especially when
these two points are too far apart from each other in places lacking support infrastructure.

In the early days of the electric power industry, electricity was generated right at
the point of use. Around 1880, even street lights in places like Paris and London had their
own individual generators [6]. Electricity was also then mostly generated using local and
renewable sources of energy. Water wheels originally used in the factories to mechani-
cally power process machinery, were later retrofitted into prime movers to turn electric
generators, which in turn began powering electric motors in the late nineteenth century.

As the demand for electricity increased because of industrial and urban growth,
and the distance between the point of generation and that of use became increasingly
large, electric companies searched for new ways to deliver their services within good
profit margins. Engineering research focused on alternatives to increase the power and
hence the scale of the generating stations and the carrying capacity of transmission lines.
Thus, the concept of economies of scale was introduced in the electric power industry,
which for over one hundred years has influenced decision making for new investments
in electric systems.

Since the generating units grew in size, electric companies oftentimes found them-
selves with excess generating capacity at the end of the construction of a new plant. The
need to recover their investment in this excess capacity frequently motivated them strongly
to look for new customers. Transmission and distribution lines were extended to reach the
new customers, so an extensive grid was eventually created. Sometimes when demand
was nonexistent, it was artificially created. For such purpose, donation of appliances was,
at times, made by the electric company to the customer.

23.1.5 Rural Electrification

At some point in time, agricultural processes were identified as potential applications for
electricity and, consequently, the lines began to be extended into the rural areas. Here,
the density of potential clients and the intensity of electricity use was not as large as in
the cities or the industrial centers; therefore investments in grid extensions became hard
to recover, so new institutional and financing mechanisms were developed to support the
operation. Official rural electrification programs were introduced in the most advanced
nations, an initiative that eventually trickled down to the developing countries.
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As rural electrification proved beneficial to developed societies, early policy planners
felt that the same or similar benefits could be achieved in developing societies. Thus, a major
effort was undertaken in the 1960s and early 1970s to extend the electrical lines into the
rural areas of developing countries. However, by the end of the twentieth century only a few
developing nations had reached an acceptable degree of electric grid coverage in rural areas.
The rest could not advance much as a result of a number of problems faced by the electric
utilities, including lack of capital to finance additions of capacity and grid extensions. Thus,
the process of rural electrification through grid extensions in many developing nations
stalled to the point that the problem of rural electrification again became a major political
issue around the world.

23.1.6 The Rural Energy Scene

Life in many rural areas of the world is no different today than it was centuries ago.
Even energy cycles resemble those of early man, although with the introduction of some
modern elements. Firewood remains the main source of fuel in most rural communities,
in spite of the alarming deforestation, dangers to health and the amount of work needed
to collect it. In most places firewood is used mainly for cooking followed by shelter
heating and lighting. A good reference point at hand is the case of Mexico, one of the
most advanced economies in the developing world. Here, firewood consumption in 1997
represented around 2.7% of the total energy supply, a share that is larger than that of coal
and nuclear electricity taken together and almost equal to that of hydroelectricity [7].

Candles and votive candles are more convenient than firewood for lighting, as they
provide a more steady and whiter light, and can easily be carried from place to place, thus
serving as a portable means for lighting pathways at night. Candles are frequently available
in nearby towns, are not too heavy to carry in moderate quantities for long distances,
and can be stored for long periods of time. Almost the same can be said for kerosene,
which can be used in rudimentary lamps for lighting, although its availability may be
more geographically restricted than that of candles. Getting either candles or kerosene
requires money, which imposes an economic burden on poor rural families, while their
use poses the risk of fire due to the flammable nature of the materials oftentimes used in
the construction of rural houses.

23.2 BREAKING THE CHAINS OF UNDERDEVELOPMENT

23.2.1 Electricity Applications in the Rural Setting

The current patterns of energy use in rural areas show that the provision of small amounts
of energy, especially electricity, changes the lifestyles of the rural population significantly.
Energy applied to improve quality of life of the population may be a good first step to
break the chains of underdevelopment. Applications such as lighting, clean water supply,
entertainment and communications, preservation of vaccines and other medical supplies
and means for modern education are usually welcome by governments, aid development
agencies and the rural communities themselves. A number of tasks at home, mostly done
by women, such as the provisioning of water, grain grinding, clothes sewing and others,
could be made easier with the provision of small amounts of electricity.
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Electricity for the household is at the top of the shopping list of rural communities.
A house with electricity is a symbol of status. Beyond that, electrical lighting facilitates
movement at night inside the house, helps prevent accidents, eliminates the need for
kerosene and other combustible materials for illumination (thus avoiding the risk of fire
and health-damaging fumes), helps spot poisonous insects and other wild animals that
could be a threat to humans, and helps respond instantly to critical situations in case
of accidents or illness. Furthermore, illumination of external areas such as the streets
and meeting points also helps promote social interaction and a number of after-hours
outdoor activities.

Electricity in the house also makes modern means of entertainment a more realistic
possibility. The rural telephone system gives people the opportunity to keep in touch with
their families in other parts of the world, and to call for help in case of an emergency.
Electricity also gives the opportunity to use modern means of getting information and
imparting training, using VCRs, satellite links, computers and even the Internet.

23.2.2 Basic Sources of Electricity

With the introduction of the transistor radio and the handheld flashlight dry cells became
a favorite means to provide light and entertainment in rural areas. Dry cells can be
purchased in many places and are easy to carry. Thus, many rural families spend substan-
tial amounts of money buying them. Transistor radios play an important role in the life
of remote communities, not only because they bring music and entertainment, but also
because radio broadcasting in many places carry important messages such as warnings
of floods, instructions on health practices and other valuable services, such as family to
family message delivery. Some countries have even set up radio stations with regional
broadcasting in the locally spoken native language or dialect, when it is different from
the official national language.

New forms of entertainment, such as portable televisions, VCRs and tape players,
have increased the demand for electricity in many rural communities. Because of this,
dry cells prove to be expensive and hence many users in rural areas not connected to the
grid have resorted to the car battery as the power source for their needs, including home
lighting. Car batteries are widely available in rural areas of many developing countries.
They are rechargeable, and because of their relatively larger power capacity, they can be
applied to a wider variety of services; they last longer and may turn out to be cheaper
per unit of service delivered than dry cells. Recharging car batteries, however, requires
a primary source of electricity. Where motorcars or tractors are available, people use
them to recharge batteries. Otherwise, they are carried over long distances to the nearest
source of electricity for recharging. However, batteries are heavy and burdensome to carry,
so transport to the point of recharging is sometimes done on the backs of animals and
sometimes on the backs of humans. There have been cases of local entrepreneurs setting
up micro businesses to offer battery-recharging service. For this, batteries are collected,
taken to the point of recharging, recharged and then returned to the owner. This operation
however, requires some infrastructure such as roads and means for transportation, not
always available in rural areas.

As the economic power of families increases, so does the need for electricity. Dry
cells and car batteries are no longer sufficient, so people in many places put political
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pressure on electricity authorities to extend the grid to their communities, or individually
resort to the use of small gasoline-fuelled generator sets. Small generator sets have the
advantage of supplying alternate current of the right voltage, so that conventional appli-
ances can be used. But their service is usually restricted to a few hours a day, because of
the increasing cost of operation and maintenance of the equipment.

Experience shows that even when grid electricity is available, people in rural areas
normally use it to light a few bulbs and perhaps to power small radios or typically
black and white TV sets. Most people in rural areas lack the money needed to buy
larger electric appliances, such as refrigerators and washing machines, or are simply not
acquainted with them. Hence, because the number and size of appliances now in use is
small, rural electrification represents an important niche of opportunity for the application
of photovoltaic technology.

23.3 THE PV ALTERNATIVE

Photovoltaic (PV) technology nowadays is considered one of the most appropriate options
to electrify dispersed population in remote places [8]. From an engineering point of view,
modularity is perhaps the single most attractive feature of this technology. It allows
designers to tailor electricity-generating systems as small in capacity as a few watts, or
as large as many megawatts to suit specific needs, just following basic rules of electrical
engineering. This feature combined with the suitability of the technology for autonomous
operation, producing electricity with locally available sunshine, plus other characteristics
such as lightweight, low-maintenance requirements and long useful life, has led people
to consider photovoltaics as an attractive option for rural electrification. Ever since the
technology was applied to power space satellites in the mid 1950s, the concept of reliable
electricity generation for remote applications was firmly established. Terrestrial applica-
tions were developed with the basic idea of powering loads in remote places, where the
cost of extending the grid was just too high. Today, hundreds of thousands of PV sys-
tems have been installed around the world to substitute for candles and kerosene lamps,
gasoline- or diesel-powered generating sets, or even for unreliable grid extensions. The
types of applications of PV technology in remote areas range from telecommunications,
lighthouses and alarm systems in certain industries, to domestic applications and delivery
of basic services. Leisure applications, such as sailboats and mountain cottages now carry
PV panels to provide the required amounts of electricity, instead of noisy and smoky
combustion engines. Even the petroleum industry, which is nowadays the basis for the
world’s energy supply, is using photovoltaics to supply electricity in offshore rigs or to
power remote valve stations in oil and gas ducts.

The advantages of PV technology for rural electrification were demonstrated through
a number of early projects in the period between 1968 and 1977 in Niger, Mexico and India.
Applications included PV powered educational television, telephones, medical dispensaries
and boarding schools for native Indian children. This early work demonstrated not only the
technical viability of the systems but also the benefits to the user [9–11]. Some of these
installations are still operational and in good condition, although with the limitations of
a 30-or-so-year-old technology. Unfortunately, a critical mass of early projects was never
achieved as to make a noticeable impact on society, and the lessons derived from the few
projects on record have mostly fallen into oblivion. Only the notion that the technology
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was too expensive and not too reliable, has prevailed over the years among many decision
makers, in spite of the tremendous progress PV technology has made in recent years in
terms of cost, efficiency and reliability.

Progress in materials technology, electronics and PV systems engineering, along
with a drop in price of the main components of the PV system and a better understanding
of the needs and expectations of the rural people, have resulted in a large variety of
ideas, proposals and technological schemes to use photovoltaics as a source of electricity
to promote human and economic development in rural areas of the developing world. A
large number of applications have been identified for PV systems in rural areas, some
more mature than others in technical terms, but all facing similar problems to enter the
rural market on a massive scale.

23.3.1 PV Systems for Rural Applications

PV systems for remote applications typically include three basic elements: one PV panel
that converts solar radiation into electricity, a means to store the electricity produced by
the PV panel, which is normally an electrochemical battery, and an electronic device that
helps control the flows of electricity within the system, thus protecting the battery by
properly dispatching available energy. A variety of devices capable of using electricity
to provide comfort, entertainment and other services for the benefit of the user are then
attached to the PV system by means of the electronic charge controller (ECC). Figure 23.1
shows a schematic diagram of a general PV system. Depending on the application, some
elements of the PV system may not be necessary, as is the case of the battery in water
pumping systems.

PV module

Charge
controller

Battery High-efficiency lamps

Figure 23.1 Schematic diagram of a general PV system
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PV systems can be designed and built in the stand-alone mode, in which photovoltaics
is the only source of electricity, or as hybrids, in which photovoltaics is combined with other
sources of electricity, such as wind generators, small hydropower stations or combustion
generators. PV hybrids are normally built to take advantage of other locally available renew-
able energy resources while at the same time improving the economics of the application.
Photovoltaics can be installed in the so-called “disperse” mode, in which each individual
application carries a full PV system as its source of electricity (just as it used to be in the
very early stages of the electrification process in the late 1800s). Larger PV systems can
be built to feed isolated electric minigrids, as is done today with diesel gen-sets in many
parts of the world. Since PV panels produce relatively low-voltage direct-current electricity,
a minigrid system requires additional components, such as DC/AC inverters and step-up
transformers, to yield the right characteristics of the electricity on the user’s side of the grid.
Hybrid systems are also more complex to integrate, since different types of electricity can
be produced by the different generating units that are included in the system. Figure 23.2
shows a number of possible configurations of PV systems, for most of which practical
examples can be shown.

Solar home systems (SHS) are perhaps the most popular of all the PV applications.
An estimated 500 000 to 1 000 000 such systems have been installed in rural communities
around the world [12]. Systems for basic lighting generally include one small, 10 to
40 W PV module and a small battery, enough for one to four points of light (normally
compact fluorescent lamps). Larger, 50 to 100 W PV panels and batteries of around
100 Ah open the possibility of feeding other electric appliances, such as transistor radios,
tape recorders and small TV sets. Even larger PV systems can support complete sets of
domestic electric appliances, just as in any urban house, but the price of such systems
is at present prohibitively expensive for a poor family. The smallest SHS are direct
substitutes for dry cells and other ancient means of lighting a house, and a form of using
electrochemical batteries without the need of sending them elsewhere for recharging.

Quality and efficacy of communal services can substantially be increased when
relatively small amounts of electricity are available on site. This can be done by photo-
voltaics. Schools can be supplied with modern audiovisual means, educational television,
and even the Internet, as shown by the project aldea solar in Honduras, supported by
UNESCO, the Honduras Ministry of Education and the Council for Science and technol-
ogy (COHCYT) of Honduras. In Mexico, over 13 000 PV powered telephones now link
tens of thousands of people in remote communities with the rest of the world, through
terrestrial PV powered transmitting stations and satellite links [13]. In Cuba, the Ministry
of Health has implemented a system of rural clinics powered by photovoltaics, which has
been operational for a number of years [14]. PV powered technologies to disinfect water
have already been tested and field-demonstrated in countries of Africa and Latin America
in a recent project financed by the European Commission [15]. A large number of PV
water-pumping projects have been implemented around the world, and many examples
of other PV powered communal services and applications can also be found (see for
instance: [16–20]).

A large number of possibilities to apply photovoltaics for productive activities in
rural areas of the developing countries can also be envisioned. Small irrigation, cattle
watering, grain grinding, small handicrafts shops and other similar activities that require
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Figure 23.2 Possible configurations of PV systems

relatively small amounts of electricity can now be powered by photovoltaics to increase
productivity and foster economic development.

23.3.2 Barriers to PV Implementation

For most urban people around the world, electricity comes into their homes just like
magic: it is there, instantly and reliably at the touch of the switch. Few individuals make
a conscious connection between their appliances and the electrical pole in the street, so
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paying their monthly bills is perhaps the closest they get to the electricity business. But
even fewer people realize the technical and administrative complexities behind the process
of generation, transmission and distribution of electricity that allows factories to run and
people to enjoy the benefits of modern services.

Understanding the physical principles that turn primary energy into electricity
belongs to a small group of technical elite in the universities, research centers and elec-
tric companies. For the layman, it makes little difference whether primary energy is
hydropower, nuclear power, fossil fuels or solar energy. Thus, the fact that electricity can
be locally produced using the sunrays as the primary source of energy, with no wires
connecting to remote and unknown places and facilities, would be of significance only to
the most knowledgeable people. It is interesting to know that PV users in native commu-
nities in many parts of the world make a cosmogonist connection between electricity and
their ancient god, the Sun. Thus, for most of these people PV technology is an appealing
means to get a long-awaited service.

However, after learning about photovoltaics people are inclined to ask why is it
that with so many virtues and so many advocates, PV technology has only reached one-
tenth of a percent of the world’s rural population with no access to the grid? The answer
is found in the number of barriers a new technology such as this has to overcome to
fully enter the market. In the case of photovoltaics, some such barriers are well known,
others still unknown; some technical in nature and others having to do with institutional,
social and financing issues. Just as conventional electricity is generated, in large and
distant facilities, transmitted and then distributed to reach the individual consumer, so is
PV technology produced in a small number of facilities in Europe, Japan and the United
States, transported across the continents and distributed to reach the final user in very
remote rural areas. And at each step a number of operations need to take place, which
involve different degrees of complexity and cost. Therefore, bringing the PV solution to
those sites where the grid has not been able to reach can be a very difficult task, unless
such barriers are successfully removed.

23.3.3 Technical Barriers

PV systems are claimed to be reliable and long lasting. This is true and proven insofar
as the PV module is concerned, but not every component of the system’s balance has the
same degree of technological maturity. In both, stand-alone and hybrid systems, batteries
are perhaps the weakest links. Batteries are exposed to overcharging and over-discharging,
which usually reduce their useful lifetime. Batteries also demand a fair amount of attention
and regular maintenance, albeit relatively simple. However, even the simplest technical
tasks may prove to be complicated in rural areas where a high degree of illiteracy and
a lack of familiarity with modern technology, and with electricity in particular, is more
the rule than the exception. The problem with batteries arises in part because of the
fact that the lead-acid technology now in use, available for over one hundred years, was
not specifically designed for use in PV systems. Adaptations of the current technology
into what is now called solar batteries, and development of new battery types, such as
nickel-metal hydride [21], promise to ease many of the current problems.

SHS also face other problems, mostly in the charge controllers and the lamps,
basically as a result of an industry that has until now had an uneven degree of development
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(for a detailed discussion on charge controllers, see [22]). Two schools of thought seem
to underline the issue: simple, sturdy, low-tech, low-purchase-cost devices against high-
tech, sometimes a bit complex and perhaps lower life cycle–cost devices. The issue is
not easy to resolve, especially with so little systematic information coming from the
field on the performance of such devices. Taking into consideration that rural areas in
developing countries are far from being mature markets for photovoltaics (and for many
other goods) and accounting for the illiteracy of the rural population, consumer choice will
hardly be a useful parameter to resolve the issue, especially if one considers that a large
number of PV rural electrification projects are still being carried out in the “technology
push” mode.

The suitability of photovoltaics as a solution to the rural electrification problem is
being taken for granted by many advocates of the technology. Unfortunately, few studies
seem to have been carried out to assess the performance of SHS now in the field, in a
systematic and comprehensive manner. At this stage of technology implementation, infor-
mation from the field is vital as a feedback mechanism to gauge the efficacy of the PV
solution, to improve the chances of overall success and to assure long-term sustainability.
Field surveys, however, tend to be expensive, especially where the most remote and iso-
lated communities are concerned, and availability of funds for monitoring and evaluating
SHS projects in the field is not obvious.

A 35-man-month field study was recently completed in Mexico, in which 1740 SHS
installations (out of around 60 000 installed with government financing) in most regions
and communities included in government programmes were evaluated. The study had a
three-fold purpose: to assess the physical and operative condition of the systems, to probe
the degree of satisfaction of the users and to evaluate the efficacy of measures previously
implemented to make the projects sustainable. Preliminary analysis of the information
gathered in the study shows that from the technical point of view things look good with
most SHS samples performing well (for more details on these results, see [23]). But there
are reasons to believe that as systems age, the results may change, unless corrective
measures are taken.

Introducing photovoltaics in rural areas of developing countries is an innovative
exercise in society, with the particularity that a space-age technology is being adapted for
operation in a sector of society living, in many cases, at least five hundred years in the
past. From this perspective, it is hard (and even dangerous for project sustainability) to
ignore the strong connection that must be established between the technology (hardware)
and the user. For even the most sophisticated, well-designed and perfectly built piece
of PV technology is bound to fail sooner than later, if the ground for seeding it is not
properly prepared. This means information, training and local capacity building on the
user side, as well as user involvement at every step of the process to make them aware of
the important role they play in the solution of their own problems. Similar considerations
can be made in connection with the environment (social and physical) in which the PV
system is bound to be installed. For instance, anecdotic and written information from
the field points to the fact that some PV components designed and built with technical
criteria prevailing in advanced, cold countries are not performing well in the tropics where
it is most needed. Reasons for this are many, but their discussion is outside the scope of
this chapter.
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Alternative technical schemes to the SHS as a means to provide basic electricity
services in rural areas are being tested. Battery-charging stations, where a large central
PV array is installed to recharge batteries brought in by the user, who pays a fee for
the service, is one such scheme advocated by a number of people. The rationale behind
this scheme is that peasants in many parts of the world already use battery-charging
points distant from their homes. It is also argued that microbusinesses could develop in
remote areas to enhance the chances of sustainability of the electrification process and
so, several projects of this kind are underway in various countries. However, recent field
studies reveal [24] that this alternative also has several shortcomings, which are forcing
project officials and users to switch to SHS as a substitute to the previously used PV
battery-charging stations.

The preceding discussion was meant to point out the fact that even though engi-
neers and industries will most likely solve the remaining technical problems facing PV
technology for rural applications before this market enters into its mature stage, a number
of more complex issues at the technology-user interface remain to be understood and
dealt with. The cause–effect diagram of Figure 23.3 is an attempt to show the variety of
factors leading to a failed system, and consequently a dissatisfied user. In the long run,
the degree of user satisfaction will determine the level of acceptance of PV technology
as the solution to the problem of rural electrification.

Technical standards, design guidelines and other elements for quality assurance of
PV systems are also important for the sustainability of PV rural electrification projects.
A number of these elements are being developed in institutions, professional societies
and international organizations around the world. Most of them, however, focus mainly
on pure technical (hardware) issues, as is the case of the recommended specifications of
the organization Global Approval Program for Photovoltaics (PV GAP) and the standards
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issued by the International Electrochemical Commission (IEC) Technical Committee 82,
and little attention is being given to the soft and organizational aspects of the problem
dealt with in other works [25, 26].

23.3.4 Nontechnical Issues

23.3.4.1 Initial cost

It is common knowledge that for a commercial operation to be sustainable in the modern
economy, a flow of goods has to be properly matched by a counter flow of money.
Sunrays striking on the roofs of houses are free, but equipments to turn solar energy into
electricity, and to transform this electricity into needed services, are not. PV manufacturing
companies invest in factories and raw materials, pay wages to their workers and taxes to
their governments and are obliged to deliver revenues to their shareholders. All expenses
plus profits essentially set the base price of their products. In a second step, PV components
from different companies are transported to specific points for systems integration. In turn,
packaged systems are fed into the distribution channels for retailing and final installation
where the end user wants them.

By the time a PV system is installed on the user’s premises, its base price has
increased a number of times. So, people need money to get their systems installed. Con-
sidering the low capacity of the peasants in rural areas to pay for goods, a set of important
questions emerge when one considers photovoltaics as the solution to the rural electrifi-
cation problem. Are people willing to pay for the system? How much can they afford to
pay? What mechanisms can be instrumented to make systems more affordable? If people
cannot pay, should they remain in darkness or should somebody come to their rescue?
What roles can governments and development agencies play? And even when people can
pay, should they bear the full system cost, even at this early stage of technology intro-
duction when many companies are still building their infrastructure and learning how
to manufacture, integrate and market the systems, so that their transactions costs are a
lot higher than they should be? These are not trivial questions considering that, for the
miracle of full-scale rural electrification to happen, around 300 000 million US$ must, in
principle, flow from the poorest regions of the world to the modern sector of society so
that PV systems can flow in the opposite direction.

23.3.4.2 Breaking the initial cost barrier

Consequently, since solar energy, the fuel used by PV systems is free and systems are,
at least theoretically, low maintenance and long lasting, system cost is commonly seen
as the main stumbling block for the introduction of photovoltaics. A number of schemes
have been tried over the past decade in search of an effective way to remove this barrier.
Most of them can be grouped into three categories: the social route, in which poverty
alleviation programs and other socially driven mechanisms are used by governments and
bilateral aid organizations to make funds available for the purchase of PV systems in
favor of the least privileged people; the fiscal route, in which taxes, import duties and
other fiscal levies are removed to lower the local price of the PV system, thus making
it somewhat more affordable for the final user, while at the same time facilitating the



1056 PHOTOVOLTAICS AND DEVELOPMENT

creation of a local market; and the business route, in which banks, private companies and
entrepreneurs are devising and testing a number of schemes to make financing available
for the purchase of the PV system, thus helping to create a market for photovoltaics
at the same time. One way or another, currently each of these routes somehow benefit
from the intervention of governments, multilateral organizations and lending institutions.
On the other hand, boundaries between these routes are not necessarily clear-cut, so that
combined or coexisting schemes are not uncommon.

Not everyone in rural areas is necessarily poor or totally dispossessed. Some people
live in remote places for convenience, either because their source of income is attached
to the natural resources locally available, or because they prefer living in a cleaner and
quieter environment than in the city. They do not have electricity from the grid, simply
because they are too far away, but they usually rely on gasoline or diesel-fuelled gen-sets
for their electrical service. These people, however, could easily purchase a PV system
without any financial assistance, if one was made available to them. This is already a
good market that is being tapped in a number of countries, such as Spain, Colombia,
Mexico and others. On the other hand, some estimates indicate that between 25 and
50% of people living in remote places could purchase a SHS provided some sort of
financial assistance was available to them [27]. This is a substantial market in its early
stages of development; to tap this market a number of schemes are being tried by private
entrepreneurs and multilateral development organizations, as is the case in Kenya, Zim-
babwe and the Dominican Republic. However, the poorest of the poor, representing the
largest portion of the world’s rural population, can hardly ever afford to buy their own
PV systems.

23.3.4.2.1 The business route
For those in need of financial assistance, two alternative models are being tested. One
focuses on the sale of the PV system (the sales model), the other on the sale of the
electricity produced by the system (the service model). Both models have advantages and
shortcomings and both involve flows of money beyond the control of the PV user.

In the sales model, the PV system is purchased on credit by the user, who becomes
the owner and takes over the responsibility of system maintenance and replacement of
parts. Money for the transaction is usually borrowed by the user from a set of different
sources, which may include the system supplier, a finance institution, or any other type
of credit organization such as a revolving fund or a local microfinance operation. In
any case, money is obtained at a cost, which adds to the cost of the PV system, and
is paid back in periodic installments under prearranged terms and conditions. However,
this additional cost is what entitles the user to the benefits of electricity, albeit in small
quantities. This model is preferred by those who like the social status of system ownership
and are willing to assume the task of maintaining the equipment and the responsibility
for replacing damaged or worn out parts.

People not willing to take any risks, may opt for the service model, in which the
supplier retains ownership of the PV system, or of some parts thereof, and then charges
some monthly fee for the electricity delivered to the user. The supplier maintains the sys-
tem and becomes responsible for providing the user with electricity, according to system
capacity. Following the current practice, this kind of service can be provided through a reg-
ulated concession, an unregulated open market provider or a community-based provider.



THE PV ALTERNATIVE 1057

Needless to say, the risk assumed by the service supplier also has a cost, which reflects on
the monthly fee charged. According to some estimates, the added monthly fee for service
over a period of 10 years could double the life cycle–costs of the same PV system when
purchased on credit [27]. Current PV projects in the fee-for-service model show a large
dispersion in the amount of the monthly fee charged to individual users. A number of
factors may be responsible for this. For instance, some projects may involve some sort
of subsidy, and in other cases, service suppliers may not follow the same rules to define
the scope of their responsibility: some may retain responsibility over the PV module
and charge controller only (the least troublesome parts of a SHS), while dumping on
the user the responsibility of replacing the battery (the weakest link in the system) and
the lamps.

Selecting a particular route for a given project is not a matter of personal pref-
erence only. The landscape is very important and has to be taken into account, since
a number of its elements influence this choice, including local social and energy poli-
cies officially established in each country. For instance, some countries do not allow
private sale of electricity, so that the fee-for-service model could not be applied, unless
prevailing laws and regulations are changed as necessary. Low rural population den-
sity, difficult access to the communities, long distances from the supply centers and
complex logistics to deliver goods and collect fees, can make both fee-for-service and
financed sales schemes difficult to implement and geographically limited. In many cases,
monthly fee/payment collection may be an expensive task, due to the time and effort
it may take for the supplier or the service men to reach the customer. This fact has
already been noted by PV companies operating in Sri Lanka, for instance [27]. Timing is
another important factor, considering that people may not be home when the fee collector
arrives, and that many peasants have money only during the postharvest period. Such
difficulties have led some utilities, for many years, to give up on monthly fee collec-
tion from remote clients connected to their grids, basically because of very small bills
and comparatively larger billing expenditures. Thus, unless fee collection schemes better
adapted to the local conditions can be found, one can theorise that the fee-for-service
and purchase models will be applicable basically to the most accessible and higher den-
sity rural communities. The fraction of the rural population meeting these criteria in
many countries seems to be inversely proportional to the degree of rural electrification
by grid extensions.

Local culture and idiosyncrasy are two additional elements to be considered for the
choice of a delivery model. The notion of common property embedded in many native
communities or the lack of familiarity with commercial practices, or even with money,
could lead to unsustainable operations in many rural areas. Some academicians studying
the process of introduction of PV systems in rural communities, argue that freedom from
any financial burden is one of the most cherished values for rural people, and hence could
be an important barrier for them to take on any financial obligations. Hence, government
intervention may be indispensable at some point to deliver the PV solution in which the
business route cannot be applied.

Over the past ten years delivery models in the business route have been tested
through a number of projects financed by the GEF and the World Bank in various coun-
tries. A recent review [12] of the GEF solar PV portfolio suggests the following emerging
lessons, warning that it is still too early to draw definite conclusions:
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• Viable business models must be demonstrated to sustain market development for solar
photovoltaics.

• Delivery/business model development, evolution and testing require time and flexibility.

• Institutional arrangements for project implementation can greatly influence the value
of the project in terms of demonstrating viable business models and thus achieving
sustainability.

• Projects must explicitly recognize and account for the high transaction costs associated
with marketing, service and credit collections in rural areas.

• Consumer credit can be effectively provided by microfinance organizations with close
ties to the local communities if such organizations already have a strong history and
cultural niche in a specific country.

• Projects have not produced adequate experience on the viability of dealer-supplied
credit under a sales model, and no project in the portfolio appears set to provide
such experience.

• Rural electrification policies and planning have a major influence on project out-
come and sustainability, and must be addressed explicitly in project design and imple-
mentation.

• Establishing reasonable equipment standards and certification procedures for solar home
system components that ensure quality service while maintaining affordability is not
difficult, and few technical problems have been encountered with systems.

• Substantial implementation experience is still needed before the success of the service
approach can be judged.

• Postproject sustainability of market gains achieved during projects has not yet been
demonstrated in any GEF project: it is too early in the evolution of the portfolio.

23.3.4.2.2 The social route
Governments can act in several capacities along the social route. Financing the purchase
of SHS for poor people is perhaps the most critical one, although consumer protection and
market regulation are also of importance. Government financing of SHS is seen by some
as an unnecessary nuisance that distorts the market and creates dependence in the user’s
minds (users will not buy once the government has provided systems for free, goes the
argument). Most critics of government intervention seem to forget that rural electrification
has been historically subsidized by governments not only in developing countries but also
in some of the most advanced nations. In that sense, there is no reason to think that PV
rural electrification has to be different altogether, as it is only the technology base that is
changing; the rest of the landscape remains the same.

Direct government financing of photovoltaics for rural electrification is not nec-
essarily a bad thing. Up to now, the largest volume of SHS installed around the world
has been realized through government or donor-led programs. Government intervention
may help aggregate markets, reduce transaction costs and, if properly done, can create a
better setting for quality assurance and local industry development. At least, this has been
the experience with government-financed PV projects in Mexico, where proper institu-
tional mechanisms were implemented for this purpose, and as a result, a local industry
has also emerged around government-financed projects, which now produces locally and
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exports balance of system components [13, 28–30]. In this case, money provided by
the government is seen as an instrument to promote local development. Over 2500 rural
communities have been electrified in Mexico with photovoltaics following this model,
and it is interesting to note that in many of them people have instrumented a variety of
cost-recovery and money-making mechanisms, which allows for system maintenance and
additional communal projects.

A number of governments from developing countries are considering the social
route to deliver PV-based electricity to rural areas. Policy setting and definition of financ-
ing mechanisms are usually the first steps in this direction. Examples can be found in
several Latin American countries [31]. Some examples are discussed below.

In Bolivia, Article 61 of the Electrical Law establishes that the State is responsible
for the electrification process in smaller localities and in rural areas that cannot be served
by private interests. Resources to finance such projects must be provided by the State,
through the National Development Fund. The Executive must also propose energy policies
and strategies to foster the use of alternative energy sources.

A similar mandate can be observed in Colombia, where Law 143 urges the State
to provide basic electrical services to lower-income families in rural areas and to make
funds available to cover necessary subsidies in this respect. The Energy and Gas Reg-
ulatory Commission is obliged to protect the rights of the lowest-income people, while
the Colombian Institute for Electrical Energy has been mandated to prepare the National
Energy Plan for regions not served by the grid, including the use of alternative energy
systems in substitution of fossil fuelled generating systems.

In Ecuador, the Law of Regime for the Electrical Sector, addresses rural electrifi-
cation and financing issues for the rural sector. It also assigns priorities for the application
of renewable energy in rural electrification projects and describes the structure for project
identification, approval, execution and operation. The National Fund for Rural and Urban
Marginal Electrification (FERUM) is the body responsible for the administration of finan-
cial resources, and is directly regulated by the office of the president.

Similarly, in Nicaragua, the Law for the Electrical Industry holds the State respon-
sible for developing rural electrification in remote areas in lieu of interest from other
economic agents. For this, the State must provide the necessary resources through the
Fund for Development of the National Electrical Industry. The State is also required by
the law to implement policies and strategies for the use of alternative energy sources for
electricity generation.

As a last example, in Panama, Article 9 of Executive Decree 22 makes the State
responsible for promoting rural electrification and for assigning an annual budget to carry
out this task. Consequently, the Office for Rural Electrification was created within the
office of the president, and is in charge of promoting the use of renewable energy for
rural electrification projects.

23.3.5 Trained Human Resources

Adequate financing and institutional frameworks are necessary but not sufficient con-
ditions to remove the main barriers for PV rural electrification. Properly trained human
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resources to develop and operate programs, and to carry out projects, are equally important.
PV systems and their implementation in rural areas are frequently looked upon in a very
simplistic manner by a number of people. However, disregard for the complexities behind
the process has resulted in a large number of failures. One would be surprised to learn
how many PV projects in rural areas around the world have not lasted but a few years
beyond the inauguration date; or how many others are still not complete because a variety
of logistic aspects were not given due consideration at project inception; or even how
many others are under-performing as a result of faulty engineering and construction prac-
tices. Unfortunately, little reliable information from the field is available in this respect
as many projects are in their first years of operation so it would be too early to draw any
definite conclusions about them.

PV systems packaging is increasingly being carried out by local companies in
the developing countries. This practice has its merits, since it promotes the use of local
labor and materials, which benefits the local economy. However, workers are not always
properly trained to carry out their duties, so that construction and installation guidelines,
no matter how precise and elaborate, are not always followed. Sometimes instruction
materials are not in the local language, or are translated incorrectly, and at other times
they do not properly match the idiosyncratic framework of the local worker. The benefits
of training local workers for industry support cannot be overstressed. An example of how
far this training could go can be found in the project carried out by the Spanish Cooperation
in Bolivia, where native Aymara Indians were successfully trained to assemble electronic
charge controllers for SHS. This project is described in greater detail below [32].

Local distributors and vendors of PV systems frequently lack a proper understand-
ing of the products they sell. This leads more often than not to undersized systems, to
make the sale easier, or to overselling the attributes of the PV systems to be sold, creating
customer expectations beyond the actual capabilities of the system. In any case, the result
is customer dissatisfaction. Thus, for the PV business to grow on solid bases, the front-
lines that deal with end users must be properly trained in technical, marketing, selling
and business practices. This is easier said than done, as many PV businesses in develop-
ing countries are small commercial ventures embedded in other lines of activity, such as
hardware stores or cattle feed stores.

Photovoltaics being a novel technology for most people, developing and imple-
menting programs for its massive deployment is not necessarily an easy task for program
managers. Assistance is oftentimes required for program formulation, and to establish the
proper mechanisms for project financing, implementation and monitoring. Multilateral
agencies such as the World Bank, the GEF, UNDP and others, organize workshops and
seminars around the globe to disseminate best practices that could help solve this problem.
Over the past six years, the Network for Rural Electrification with Renewable Energy
(RIER) of the Ibero American Program of Science and Technology for Development
(CYTED) has been running courses and workshops on strategies for PV rural electrifi-
cation throughout Latin America. Attendees usually include officials from government
agencies in charge of rural electrification, electric utilities, local financing organizations,
PV distributors and salespeople, and university professors. Benefits from such training
activities often translate into better-formulated programs and projects, and a more appro-
priate understanding of the critical elements to make PV rural electrification projects
sustainable.
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23.4 FOUR EXAMPLES OF PV RURAL ELECTRIFICATION

It is estimated that by the end of the twentieth century, anywhere between 500 000 and
one million small PV systems have been installed to power rural homes in developing
countries [12]. On top of that, tens of thousands of PV-powered water lifting pumps and
other communal services, such as health centers, schools, telephones, street lamps, have
been deployed through government programs, donor-led initiatives and entrepreneurial
activities. Many such programs have been subject to in-depth reviews as a means to
better understand the process that is taking place in the field and to harvest the lessons
learned that can be applied to other projects and programs. For details, the reader is
encouraged to consult available reports (see for instance, [33–36]). In this section, a few
examples of PV rural electrification projects and programs are described.

23.4.1 Argentina

As part of the reform of the electrical sector in Argentina, the provincial electricity markets
were divided into centralized and disperse sectors. Each sector has its own structure, its
own mission and its own operational form. Then, the program to supply electricity to the
rural and disperse population of Argentina (PAEPRA for its name in Spanish) was estab-
lished by the government in 1994. This program has the goal of providing electricity to
1.4 million people not yet served by the grid, and to electrify around 6000 public services,
all this in areas where the low-population density and the long distance to the electric grid
makes it too costly to supply electricity by conventional means [37]. PAEPRA operates
at the provincial level through concessions to private companies bound by contract to
provide electricity services under the supervision and control of the provincial electricity
regulatory body [38]. Provincial concessions are awarded through a public bidding pro-
cess, in which the winning company is the one that requests the least amount of subsidy
money on a per customer basis to operate. This subsidy complements the funds collected
from the user under a fee-for-service scheme. Participating companies are required to
have experience and technical capabilities (1) to operate and maintain electrical systems
and other services, such as water supply and telecommunications in a dispersed rural
market; (2) to manage electrical systems based on diesel gen-sets, photovoltaics, wind
and microhydro turbines; and (3) to manufacture and supply spare parts and components
for this type of system. Furthermore, selected companies must be financially healthy.

The PAEPRA program was conceived to operate supported by a loan from the
World Bank, but has not moved forward as fast as originally expected for a number of
reasons beyond the scope of this work. Since 1986, the Republic of Argentina has a
national PV industry with a capacity to produce balance of system components and about
1 MWp per year of PV modules. The current market is based on rural applications for
domestic and communal services, water pumping and telecommunications. The presence
of this industry is a good element to support the program.

23.4.2 Bolivia

In Bolivia, the National Rural Electrification Program (PRONER) was established to pro-
mote and support economic development in rural areas in order to improve the living
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conditions and the quality of life of the population. The original objective of the program
was to provide electrical services to 100 000 households in a time span of five years by
means of renewable energy. The process to carry out this task is based on sustainabil-
ity, by creating an appropriate institutional, financial and technological framework. This
program has been under implementation since 1997, supported by an UNDP-GEF grant.
The first phase of the program has the goal of installing 3200 SHS through 22 projects in
five municipalities and is aimed at removing financial, institutional, technical and human
resource barriers to the massive application of photovoltaics.

Bolivia has been a favorite place for international cooperation in the field of PV
rural electrification. In 1988, the Spanish Agency for International Cooperation and the
Solar Energy Institute of the Polytechnic University of Madrid launched a PV electrifi-
cation project to bring electricity to the Aymara community in the high Bolivian plateau.
Beyond the traditional objectives of a project of this kind, this particular project attempted
to foster the development of a users’ organization with capabilities to manage and main-
tain PV installations, and to be responsible for the proper continuation of the project. At
the same time, emphasis was put on the creation of an industrial unit in one of the rural
communities to manufacture balance of system components using local manpower and
Bolivian components as a basis for future projects [39]. By 1993, a total of 1000 SHS had
already been installed and the Association for Solar Electrification (AES) had been created.
AES included all PV users and was the owner of all the PV installations. An accounting
system was established and a team of installers and maintenance crews was trained. This
project has been studied thoroughly and important lessons derived thereof [32]. By the
end of its fifth year of operation, a demand for about 30 000 SHS had been created, well
beyond the financial capabilities of the project. Unfortunately, several problems in the
area of financial management developed within the AES once the main implementing
agents pulled out from the country and the project stalled.

In another action, the US-based National Rural Electric Cooperatives Association
(NRECA, now an incorporated company) launched several pilot PV projects in Bolivia to
test different financial schemes. In cooperation with the local organization Rural Electricity
Cooperative (CRE), 90 SHS were installed as a preamble to a further 1300 installations.
CRE provided complementary financing for the purchase of the PV systems and managed
other aspects of project implementation, including the selection of the users and providing
technical training [40]. In cooperation with the Cochabamba Electric Company, a privately
owned electricity distribution company, NRECA implemented another project to install
300 SHS in remote rural communities. ELFEC finances the purchase of the equipment
and provides installation and maintenance services.

The project INTI K’ANCHAY (light from the sun) has been implemented by the
local NGO Energética with financial support from the Netherlands. Five hundred SHS
were to be installed in the first phase, to test a financing mechanism that eventually could
be extended to cover a larger portion of the 150 000 families without electricity in the
province of Carrasco [41]. Companies participating in the process are required, among
other things, to supply and install the SHS according to technical norms and specifications
issued by Energética, to provide guarantees according to the useful life of the individual
components and to build a network of representatives at the microregion level for after-
sales service. By July 1999, a total of 200 SHS had already been installed, and applications
for 350 more were being processed [42].
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On the other hand, the German foreign-aid agency GTZ has promoted and supported
several PV projects in Bolivia and has carried out an important promotional campaign in
favor of renewable energy through the bilateral program for the diffusion of renewable
energy (PROPER). Among other things, PROPER carried out activities to increase the
number and capabilities of in-country personnel trained in the field of renewable energy
at the professional and technical levels, including microenterprise building [43].

23.4.3 Brazil

PV rural electrification projects in Brazil started around 1992/93 with pilot cooperative
projects with Germany and the United States [44]. Around 1500 SHS were installed as part
of these projects in Northeast Brazil in cooperation with the local electricity distribution
companies, who were responsible for systems installation, maintenance and performance
monitoring. In 1994, the Brazilian Government launched an initiative to promote the use
of renewable energy and the corresponding action plan was established in 1995, with the
original goal of installing 50 MWp of PV systems by the year 2005 [45]. The program for
energy development in the municipalities and the states (PRODEEM) was also launched
in 1994 to deliver electricity by means of renewable energy to rural communities not
served by the grid [46]. At the same time, several state governments, including Minas
Gerais, Sao Paulo and Parana, launched their own PV rural electrification projects.

The PRODEEM program is coordinated by the National Department for Energy
Development of the Ministry of Energy and Mines and is technically supported by the
National Center for Electrical Research (CEPEL). Since 1995, three program phases have
been implemented [47], with a total number of PV installations close to 2400, basically
for water pumping, public lighting and other installations such as communal buildings,
schools, health centers and churches. A fourth phase has been under consideration for
installing about 1300 additional PV systems [48]. The process for the implementation of
PRODEEM is well established and documented in the literature cited here.

The Electric Company of Minas Gerais has been actively involved in deploying PV
systems, in spite of owning one of the most extensive electrical grids in Latin America,
with a total length of 300 000 km. In 1989, CEMIG launched an experimental project to
install PV systems for productive and domestic applications in remote places. Between
1995 and 1997, a demonstration phase of the Program of Assistance for the Rural Devel-
opment of Brazil took place in cooperation with the US Department of Energy and the US
National Renewable Energy Laboratory. PV systems for 70 schools and several pumping
systems were installed as part of this program [49]. Plans were made to electrify 2000
regional educational centers and to install about 500 water supply systems, all powered
by photovoltaics. By 1987, such pumping systems, with PV capacities between 1 and
2 kW each had already been installed [50]. General criteria for eligibility in the CEMIG
program include localities farther than 5 km from the nearest electricity grid and a user
density of less than 5 people per kilometer. CEMIG provides financing for 64% of the
project cost, the remaining 36% being covered by the community authorities. CEMIG has
also established a training center for technicians, who provide regular maintenance of the
systems. Monthly salary of the technicians is covered by the municipal authorities of the
region they serve [49]. A PV “pre-electrification” program was established by CEMIG in
1998 to stimulate the growth of the electrical demand in remote places, to the point where
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grid extensions could become economically viable. Some 500 PV systems were installed
for this purpose in 1999 and another 5000 were under consideration for the following
years. The rationale of this pre-electrification program is to use photovoltaics as a basis
to aggregate electrical demand in rural areas. Once the critical mass has been reached, the
grid would be extended to the point of highest demand while the PV installation would
be moved to another location for the same purpose.

23.4.4 Mexico

About 5% of the Mexican population (almost 5 million people) has no access to elec-
tricity from the grid. A highly dispersed rural population and a rough terrain make grid
extensions technically difficult and economically unviable. Several attempts were made
in the late 1970s to use photovoltaics to power basic electrical services, as mentioned ear-
lier. In 1989, the Mexican Government launched the PRONASOL program for poverty
alleviation, which soon became the platform for a large-scale PV rural electrification
activity. Today, over 2500 rural communities have been fully supplied with SHS through
government programs, which means there are over 60 000 SHS in the whole territory.
It is estimated that another 30 000 SHS have been installed outside government pro-
grams on a purely commercial basis. In addition, thousands of other PV-powered rural
services have been provided, including rural telephones, schools, health centers and com-
munal buildings.

A distinctive characteristic of the Mexican PV rural electrification program has
been the active participation of the national electric utility (CFE) as technical normative
agency, a central element for quality assurance and sustainability [29]. Under contract to
CFE, the Electrical Research Institute of Mexico developed, in the early 1990s, a set of
technical standards and specifications for project implementation. Laboratory testing and
field evaluation protocols were also developed and implemented. Government-financed
projects are carried out by private companies under the technical supervision of CFE and
administered by an implementing agency, usually a government office. Contracts to private
companies are awarded through a bidding process within the framework of the law for
public works. Companies are required not only to supply the physical equipment but also
to install the PV systems and train the user in proper operation and basic maintenance. The
winning company must also establish a network of contact points for after-sales services.

Finance to purchase the PV systems has been mostly provided by the Federal
Government, with lesser contributions from the state and municipal governments. Commu-
nities are requested to contribute to the project according to their own economic capacity.
In-kind contributions, such as carrying the PV equipment to the community from the
nearest point where vehicles have access, is one of the most frequent services by the
community in support of the project. Funds are provided by the government as part of
the patrimony for the community and, hence, no a priori money repayment mechanisms
are established. However, communities are free to implement any fund-raising activities
that can help them maintain their systems and purchase additional equipment. A pop-
ular mechanism is the so-called communal fund, in which members of the community
contribute money or man-hours or both to a common fund managed by the community
representatives. The communal fund is then used to maintain the PV installations and/or
to implement other projects for the benefit of the community, such as water works repair,
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building a new schoolroom and the like. A more detailed description of the Mexican
PV rural electrification program can be found in the literature mentioned in References
[28, 51, 52].

23.4.5 Sri Lanka

An estimated two million households lack access to grid electricity in this country. Recent
studies indicate that at least 10% of these households could afford a SHS at current prices,
based on a monthly household income of Rs. 5000 [53]. A market study commissioned
by the National Development Bank of Sri Lanka in 1991 indicated that a market of
360 000 households could afford a PV system [54]. However, so far only about 15 000
such systems have been sold commercially for cash through a retail network.

Many reasons have been cited for this low penetration level. As in other places, the
biggest barrier for the exploitation of this market has been a lack of consumer financing.
Political promises for grid extensions in rural areas and the government sponsored “Elec-
tricity for all by the Year 2000” campaign, which was perceived as grid electricity for
all, have also been major barriers. Lack of government-level endorsement for solar pho-
tovoltaics, along with other renewables, was a hindrance to both private sector and NGO
promoters. Nevertheless, four companies retail PV systems in Sri Lanka: Shell Renew-
ables, Resco Asia (subsidiary of the US Selco), Alpha Thermal Systems and Access
International. Sarvodaya SEEDS, a local NGO, provides microfinancing in partnership
with some of these companies.

In the late 1980s, solar PV modules, 12-V lamps and simple electronic charge con-
trollers were assembled in Sri Lanka by Solar Power & Light Company (SPLC), a private
venture established as Power & Sun in 1986. However, manufacturing of solar modules
ceased as the advantage over imported products was eroded, in part because of the high
import duties on raw materials. Thus, SPLC essentially developed into a marketing orga-
nization by creating an infrastructure to market, install and maintain PV systems in rural
areas. SPLC uses retailers to stock solar home systems; trained technicians and individual
agents, called corresponding agents (CA), are used to canvass sales, install systems and
provide customer service. SPLC, which has just been bought over by Shell International
Renewables, has sold over 3000 PV systems directly to consumers, mostly for cash.

Apart from cash sales of SHS, there are examples in Sri Lanka of both successful
and “deemed as failed” projects, using loan repayments by the consumer as the mea-
sure of success. Projects implemented with total community involvement by NGOs, such
as Sarvodaya and Solanka, have been quite successful. Sarvodaya’s already successful
microcredit operation was adapted to market SHS, and implemented a pilot project with
250 installations through its Rural Technical Services branch, with assistance from the
US-based NGO Solar Electric Light Fund (SELF, now the private company Selco) and
a seed fund from a US foundation. Further activities by Sarvodaya using funds from a
credit line for renewable energy provided to Sri Lanka by the World Bank, led to the
installation of 300 more systems. Plans to install 5000 more within the next five years
are already drawn. Sarvodaya SEEDS has become a Participating Credit Institution of
the Energy Services Delivery Project. It can now access the fund directly and on-lend to
customers. In January 2001, it has been reported that Sarvodaya SEEDS’ lending portfolio
exposure is Rs. 89 million (about US $1 million) for solar photovoltaics.



1066 PHOTOVOLTAICS AND DEVELOPMENT

Solanka Sun Associates, created community level capabilities to do complete
projects, including evaluation of potential customers, providing financing; designing,
installing and maintaining the solar home systems; collecting repayment and managing
the project with the inherent difficulties of managing projects from cities. This model has
shown that success can be achieved with proper training and incentives to the operators
at the village level. With the lower than commercial rates of interest provided to its cus-
tomers, Solanka has targeted the lower economic category of the market, having thus far
installed two projects, one with 84 solar home systems in the village of Morapathawa, and
the other with 77 systems in Thorawa. This has been possible since the funds for lending
have been provided as grants. However, it will be difficult to sustain this scheme with
commercial level funding, unless interest rates are increased and loan repayment period
is reduced. However, this will naturally exclude the current target market of this organi-
zation. Thus, the challenge for Solanka is to secure further grant funding to replicate such
projects. Its biggest merit has been to prove that the village has the capacity to implement
and manage PV electrification projects. Solanka had the provincial government’s patron-
age and support when the selection of areas for implementation was made jointly. The
project has an interesting feature in that the 12-V lamp units and the simple electronic
controllers are manufactured at the village level. Also, a village level repair unit has been
started where defective battery cells can be replaced to lengthen the life of the battery.
Loan repayments to date for both projects are 100% due to the grass roots level service
that is provided to users. For instance, even when a battery fails, the user immediately
gets a replacement while the old one is being repaired or serviced. The Colombo-based
head office focuses on long-term strategic planning and also imposes the accounting con-
trols with audits of all accounting operations in the process of selecting recipients and
collecting repayments. On the basis of the experience of these two projects, its original
promoter has established a commercial solar company called RESCO as a subsidiary of
Selco-USA.

A counterexample is the Pansiyagama 1000 homes project, funded by the Sri
Lankan and Australian governments, which has a very low repayment rate in spite of the
very favorable finance scheme applied. Hence, it can be considered a failure, although
technically over 90% of the systems are still operating. This project was politically moti-
vated, and was implemented by the National Housing Development Authority (NHDA)
of Sri Lanka, which attempted to implement a “grass roots” level program. However, the
top-down manner in which it was done resulted in poor community level involvement and
poor management infrastructure. The systems installed were more sophisticated than the
normal SHS being installed elsewhere in the country and had a typical cost ranging from
Rs. 20 000 (US $571) to Rs. 32 000 (US $914), depending on the size of the module and
number of lamps. This led to a monthly payment from Rs. 75 (US $2.14) to Rs. 135 (US
$3.85), depending on the cost of the unit (US $1 = Rs. 35 in 1990), which turned out
to be unrealistically low. According to a socioeconomic survey conducted by the Marga
Institute of Sri Lanka, it was found that most households could afford to pay much more
for the system. However, since the payments by households were set at nominal terms,
their value has been eroding with inflation. At some point in time, the infrastructure for
collecting repayments broke down as a result of bureaucratic problems, and some initial
technical problems in the systems set a precedent for nonpayment, which was most dif-
ficult to break later. Some of these problems have been fixed after the NHDA handed
over the maintenance and money collection duties to Power & Sun in 1991. However, the
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repayments remain around 50%, as the cost of collecting the money is much more than the
actual collections due to the low monthly payment. This means that over-subsidizing solar
photovoltaics has a negative effect on the dissemination of solar photovoltaics through the
business route. This project has demonstrated that solar photovoltaics is an appropriate
technology, but the implementing methodology used for the project was not sustainable
and as a result was found detrimental to the commercial dissemination process of solar
home systems in Sri Lanka.

23.4.6 Water Pumping in the Sahel

The Regional Solar Programme (RSP) was one of the early systematic programs to apply
PV technology to solve pressing problems in the Sahel region of sub-Saharan Africa.
Financed by a grant of 34 million ECU from the European Commission, to cover the cost
of PV equipment and other procedures such as training, information and public awareness
activities, regional coordination and technical assistance, this program was launched in
1989. The goal of the RSP was to install almost 1.4 MWp of PV modules (about 3.5% of
the world market at that time) in water-pumping systems, vaccine refrigerators, community
lighting and battery-charging stations. At the end of the program, a total of 626 pumping
systems and 644 community systems had been installed and a wealth of lessons learned.

The principal objectives of the RSP were [55] to improve the accessibility of
water in both quantity and quality, to improve the economic condition of the villagers
by development of complementary resources through gardening, to reduce the time spent
in procuring drinking water, to train personnel for project management, to create man-
agement groups for the solar equipment and to develop and adopt a legal framework for
operation of the equipment with contractual structure of the relations between users and
private companies.

Not all specific goals and objectives originally planned were fully met, but impor-
tant lessons were derived. The drinking water component of the program took more than
90% of the installed PV power, so the lessons learned apply basically to this application.
Solar pumping was found more affordable than diesel motor pumping, by about a factor
of two per cubic meter of water. Compared to the per habitant cost of manual water rising
pumps (50 ECU), borehole considered, investment on PV pumping systems was slightly
higher (55 ECU), but the service quality of PV pumps was superior. Of the total installed
cost, 31% was for the supply of the PV system, 11% for installation, 12% for regional
activities (including coordination, quality control, tests, monitoring and the like) and 46%
for the distribution network, water tower and other reception infrastructure.

One mode of management of the water supply system used in some communities
was directly inspired by the management of water points equipped with manual pumps
through a village water committee. This management system, however, was not effective
owing to a number of difficulties, including an imperfect mastering of the accounting
tools and a quasisystematic confusion of the responsibilities assigned to the principal
members of the committee. Other communities preferred delegating the management of
the entire system to a private-type body on a fee basis or to a communal-type body. These
latter forms of management seemed better suited to the local conditions than the water
committee scheme.
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The idea of using PV technology to improve productivity of market gardening and
farming was finally abandoned, hence the prospects of PV technology in Sahel were found
in meeting specific domestic electrical needs (lighting, radios and TV sets), in pumping
drinking water and in telecommunications.

23.5 TOWARD A NEW PARADIGM FOR RURAL
ELECTRIFICATION

The problem of rural electrification has been traditionally handled by conventional means
in a process of successive approximations. In this process, the most remote and dispersed
population is attracted to larger population centers, which are then served by a mini
electrical local grid, fed by diesel gen-sets or small hydroelectric generators. As the load
increases, a point is reached at which extensions of the main grid become economically
viable. This process is known as pre-electrification among electric companies and has
been the basic growth mechanism of the interconnected system in rural areas. Although
effective from a purely technical-economic point of view, this pre-electrification process
has several downsides. From the social point of view, it forces people to leave their place
of origin to create larger population centers, which in turn induces the need for the central
provision of other services and puts a larger stress on the environment.

The term pre-electrification is being used nowadays by some authors in reference
to PV rural electrification and, in some cases such as the CEMIG example above, the
operational scheme is also being transported. However, there are a number of reasons to
think that using the term pre-electrification in the context of photovoltaics is not appro-
priate. Furthermore, transporting the concept is bound to cancel the advantages offered by
photovoltaics to create a new path for rural electrification. First, from the purely technical
point of view, photovoltaics offers the possibility of supplying high quality electrical ser-
vices even to the most remote sites, without the need for relocating people or eventually
having to resort to grid extensions. Because of its modular nature PV systems can grow in
pace with the load. Furthermore, this vision is compatible with current trends in the elec-
trical sector toward distributed generation systems, and is supported by the development
of more efficient electrical appliances, the miniaturization of electrical technologies and
the progress being made in electronic devices for system supervision and load manage-
ment. There are also environmental reasons that lead the notion that the local generation
of electricity using renewable and nonpolluting energy resources is more convenient than
building kilometers of electricity lines across ecologically sensitive areas. Local genera-
tion of electricity also offers the possibility for local management and, hence, for active
community participation in the process of self-development.

On the other hand, there is evidence that the traditional electrification process
based on the old paradigm of Delivering electricity to rural people has frequently lent
itself mainly to fulfill the political need to improve the electrification statistics rather than
to serve the real needs of people. Thus, it is not uncommon to observe rural communi-
ties with access to the grid, where a good portion of the households are not connected,
usually because of lack of money to pay for the connection fee, or because the secondary
distribution network only reaches the center of the community, leaving the rest of the
population unserved. Therefore, if electricity supply is to be used as a tool for devel-
opment, that is understood as increased life expectancy, more knowledge and a better
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standard of living [56], then the present rural electrification paradigm must be urgently
changed to: “Increasing the access of the rural poor to electricity-based services”. This
set of services includes health, clean water, education, food preservation, entertainment
and the possibility of engaging in productive activities.

Under this perspective, current PV rural electrification activities represent a land-
mark of the transition period into a new rural electrification scheme to substitute the old
one with better results. However, the new electrification requires among other things,
a new culture for electricity supply and use in rural areas, an ad hoc legal framework,
new business practices within the electrical sector, innovative financial mechanisms, new
and better technologies and appropriate institutional schemes. Thus, the actual value of
programs and projects currently underway has to be weighted not only in terms of the
number of PV users in rural areas, but also in terms of the benefits PV installations are
bringing to the population. Also important to gauge the effectiveness of current PV rural
electrification projects is the relevance of the lessons learned from them, which will allow
the implementation of improved schemes for successful project replication.

This new paradigm for rural electrification should in turn be embedded in the
broader concept of rural energy supply, which calls for a timely supply of useful energy
in a variety of forms, so that people can have better opportunities to improve their own
quality of life, to foster local economic development and to protect the environment.
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Financing PV Growth
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This chapter presents an overview of the financing of photovoltaic PV growth. Solar
energy is free, but the equipment to collect it and convert it to electricity is not. PV
systems are highly capital intensive, hence the method and cost of financing will affect the
economic viability and the affordability of PV systems to the end users (see Reference [1]).

24.1 HISTORICAL DEVELOPMENT OF PV FINANCING

Programs for the financing of photovoltaics began in the late 1980s. The practice of
financing photovoltaics has evolved slowly and has not been entirely successful to date:

1987 : The Indian Renewable Energy Development Agency (IREDA) was founded; today,
it is still the only major national institution that is dedicated solely to the financing of
renewable energy.

1989 : The World Bank established The Solar Initiative as a way of drawing attention to
the environmental and developmental benefits of solar energy (see Reference [2]).

1990 : The Solar Electric Light Fund (SELF) began pioneering projects in India, Sri
Lanka, Nepal, China, Indonesia, Solomon Islands, Brazil, Zimbabwe, Senegal, Uganda,
and South Africa, demonstrating the viability of Solar home systems (SHS) in the
developing countries and setting the stage for many PV programs around the world.

1992 : The Sustainable Development conference was held in Rio, leading to additional
funding of the Global Environment Facility (GEF).

1994 : The world’s first PV loan program by a bank was established by KM Udupa,
chairman of Malaprabha Grameena Bank, the rural lending affiliate of Syndicate Bank,
in Hyderabad, India.
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1995 : The Pocantico Conference was convened by the Rockefeller Brothers Fund to
debate strategies on mobilizing PV financing in the developing countries.

1996 : The Japanese government announced a national PV strategy that included a 50%
subsidy for residential rooftop applications, substantial increases in government funding
of PV R&D, and government subsidies of interest rates to encourage banks to lend for
PV applications. In Europe, Triodos Bank established its Solar Investment Fund (SIF),
a $3 million fund focused on end-user financing in the developing countries. In the
United States, a joint task force of the World Bank Group and charitable foundations led
to plans for the Solar Development Group (SDG) and the proposed SolarBank Program.

1997 : The Shell–Eskom joint venture was established in South Africa, providing nongrid
electric service to rural households using a “fee-for-service” strategy. The World Bank
closed a GEF-supported PV loan facility in Indonesia and laid out plans for PV loan
programs in China, Argentina, and other countries.

1998 : The PV Market Transformation Initiative (PVMTI) was launched in India, Kenya,
and Morocco, sponsored by the International Finance Corporation (IFC) and funded by
the Global Environmental Facility (GEF). In the United States, Astropower became the
first successful Initial Public Offering (IPO) by a venture capital–backed PV company.

1999 : Germany launched its 100 000 Roofs PV Program with a “feed-in tariff” for PV
electricity and a national program of low-interest loans, which has been successful.

2000 : The IFC’s Renewable Energy and Energy Efficiency (REEF) Fund, a $100 million
equity fund for such projects in the developing countries, raised its initial capital. In
the United States, the Renewable Energy Development Institute (REDI) formalized its
PV loan brokerage operation.

2001 : The Solar Development Group, including the $20 million Solar Development
Foundation (SDF) and the $29 million Solar Development Capital (SDC) fund, was
launched by the World Bank, IFC, GEF, US Foundations, and European governments
and donor agencies, to fund PV enterprises in the developing countries.

2002 : Low-interest loan programs have begun to appear around the world, from California
to Kenya.

Historical information from around the world suggests that financing will play a
pivotal role in creating and sustaining the growth of PV market demand:

Developing countries: PV companies in India, Indonesia, South Africa, and the Domini-
can Republic report that only 2 to 5% of prospective purchasers can afford to buy a
PV system with cash, while approximately 50% could buy if provided with reasonable
third-party financing (please see Section 24.5 for details).

Germany : The KfW made low-interest loans available in conjunction with a DM 0.99
feed-in tariff, igniting a booming PV market that increased from nearly 0 MW in the
year 1998, to 40 MW in the year 2000, and an estimated 75 MW in the year 2001
(see Reference [3]).

Indeed, the evidence suggests that market demand for photovoltaics can increase
by tenfold with the availability of reasonable end-user credit, from approximately 5% of
end users who can pay cash, to 50% of end users who could buy if credit on reasonable
terms is made available.
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24.2 CAPITAL REQUIREMENTS

The worldwide rate of PV installations grew at approximately 15% per year in the early
1990s, and accelerated to an average growth rate of 30% per year in the late 1990s. What
will be the future growth rate of PV markets, and how much capital will be needed to
fund the growth of PV markets and industry?

24.2.1 Market Drivers

Photovoltaics are becoming a factor in the development of the rural areas of the world
where over 35% of the world’s population – 56% of the rural population – live without
the benefit of electricity from the utility grid, totaling some 2 billion people or 400 million
households (see Reference [4]). There, photovoltaics have energy value.

The second major driver of PV growth is the public policy on environment and
sustainable development. Climate Change is driving global action through the Kyoto
protocol and the separate US Climate Change Strategy. As a result of environmental
concerns, we are seeing accelerated growth of PV markets in Japan, Europe and, to a lesser
extent, the United States. Much work still needs to be done to monetize environmental
values and turn market potential into reality (see Reference [5]).

24.2.2 Growth Outlook

What level of growth can be expected in the future? Scenarios of 25 and 50% annual
growth bracket the likely range of outcomes. As illustrated in Figure 24.1, the difference
between 25 and 50% compounded growth is substantial:

25% Growth Rate: At a growth rate of 25% between the years 2000 and 2010, the annual
amount of PV installations will reach 2500 MW per year by 2010.

50% Growth Rate: At a growth rate of 50% between the years 2000 and 2010, the annual
amount of PV installations will increase to over 16 000 MW per year by 2010.

5.000

−

10.000

15.000

20.000

2000 2002 2004 2006 2008 2010

G
lo

ba
l P

V
 in

st
al

la
tio

ns
[M

W
/y

ea
r]

Figure 24.1 PV growth scenarios
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24.2.3 Capital Requirements

How much capital will be needed? Table 24.1 presents estimates of the amounts of capital
that will be required to support the two scenarios of PV market growth. In the year 2010,
modules are assumed to cost $1.50/Wp, and systems to cost $3.00/Wp (in 2000 constant
dollars). If so, the global PV industry will be doing between $3.8 and $23.8 billion of
module shipments, and between $7.7 and $43.6 billion of system installations in the year
2010, under the 25% and 50% growth rate scenarios, respectively. The amounts of capital
that will be required to support these levels of growth are estimated as follows:

PV factory investment requirements: The investment cost of PV factory capacity is on the
order of $2 to $3 million per MW/year of capacity in the year 2001. This is expected
to decline to $1 million per MW/year of capacity as the scale of the new factories
continues to increase (i.e. a 100 MW/year factory will cost $100 million to build).
Assuming that the PV factory capacity will require an investment of $1 million per
MW/year over the next 10 years, the amount of capital to be raised for investment in
PV factories will be between $3.1 and $19.0 billion.

Working capital requirements: The operations of the factories and sales distribution chan-
nels for PV equipment must also be financed, including inventory and receivables.
Assuming that 60 days of work-in-process inventory, 60 days of finished goods inven-
tory, and 90 days of receivables need to be financed, the PV industry will require
between $1.9 and $11.9 billion for working capital financing.

End-user financing requirements : Market indicators suggest that as much as 80 to 90% of
the PV market will require end-user financing. Assuming that grid-connected systems
represent 50% of the world market, and that 80% of the end users receive an average
80% loan, and assuming that off-grid rural electrification represents 30% of the world
market, and that 50% of those end users receive an average 80% loan, then the end-user
financing requirement to support PV industry growth will be $20.6 to $82.8 billion over
the next 10 years.

Table 24.1 Global capital requirements to fund PV growth

25%/Year
growth scenario

50%/Year
growth scenario

Annual amounts in 2010:
PV shipments 2561 MW/year 15 858 MW/year
Module revenues $3.8 billion/year $23.8 billion/year
System revenues $7.7 billion/year $43.6 billion/year

Cumulative amounts 2000–2010:
PV shipments 11 700 MW 47 000 MW
Module revenues $23.4 billion $94.0 billion
System revenues $46.8 billion $188.1 billion

Global capital requirements (US $):
PV factory investment $3.1 billion $19.0 billion
Working capital $1.9 billion $11.9 billion
End-user financing $20.6 billion $82.8 billion

Total capital required $25.6 billion $113.7 billion

Source: Eckhart, Overview, 2001
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In sum, the PV industry must mobilize at least $25 billion in capital to support a
25% annual growth rate, and as much as $114 billion in capital to support a 50% growth
rate, over the next 10 years.

24.3 FINANCIAL CHARACTERISTICS OF PV

This section addresses the characteristics of PV that are essential considerations in the
financing of end-use applications, over and above standard lending issues like credit
worthiness of the borrower.

Geographic location: The average amount of solar energy hitting the Earth is about
1 kW/m2. The amount of solar insolation varies by latitude and by regional weather
patterns. There is an approximate 2:1 variation in the amount of solar insolation across
most of the inhabited world. A 1 kW PV system would generate a 900 to 1000 kWh
per year in Germany, and as much as 1800 to 2000 kWh per year in desert locations
like Arizona or South Africa. The amount of sunlight varies on an annual cycle, and
also as much as +/−10% year to year due to atmospheric and weather conditions (see
Reference [6]).

Facility design and cost : The cost of a PV system includes the cost of PV modules
(typically 40 to 60% of the total), balance-of-system (BOS) equipment (such as bat-
teries, controllers, inverters, switches, fuses, etc.), and services (design, architecture,
engineering, procurement, construction, installation, and postinstallation O&M). PV
system costs have come down steadily over the past 25 years, and are now typically
$5 to $15 per installed watt. Financiers should be given evidence that the buyer has
shopped for a quality system, from a qualified supplier, at a reasonable price.

System efficiency : System efficiency is the key operational characteristic of a PV system,
measuring its conversion of solar insolation at the site to output DC or AC electricity.
Most of the publicity about PV efficiencies refers to PV cell efficiencies, typically
ranging from 5 to 10% for amorphous silicon, 8 to 12% for CIS and CdTe thin-film
technologies, 12 to 18% for crystalline silicon, and 25% and higher for cells that
are used in concentrator systems (see Reference [7]). The efficiencies of PV cells in
research laboratories are even higher and they are improving steadily. But the key for
financing is not the latest development in PV cell research; it is the typical, guaranteed
output of an entire PV system in its end-use application. The conversion efficiency
of the entire system is affected by the efficiency of the cell, reduced somewhat when
placed in a module, then further reduced by losses in the wiring and BOS equipment.
Thus, PV system efficiencies are about 60 to 80% of PV cell efficiencies (i.e. the
efficiency of a system using 16% efficient cells is likely to be in the range of 10
to 13%).

Useful lifetime: The useful lifetime of a PV system is important because it determines
the amount of time a financier can allow for repayment of a loan or lease. PV modules
typically come with warranties of 10 to 25 years – assuring the owner of 80% to 90%
of the module’s rated output over the warranty period. From a lender’s point of view
this is a positive factor in financing. With such guarantees, the modules will have
future value as collateral. The weak link in the financing of PV systems is, however,
the fact that the useful life of BOS equipment is much shorter and less predictable.
BOS equipment often comes with warranties of 90 days to one year, and useful lives
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can range from three to five years for batteries, and from 5 to 10 years for electronic
inverters, converters, and controllers. The key to the long life of the full system is
therefore ongoing maintenance and repair by a qualified supplier.

Operations and maintenance cost : Whereas photovoltaics have a reputation of being
“maintenance free,” this only applies to the PV modules. PV systems actually require
regular checking and maintenance like any electrical system. Financing should be con-
tingent on there being a plan and/or contract for ongoing maintenance service by the
installer or another qualified electrical contractor.

Residual value: The residual value of a PV system is the amount that it can be sold for
(“liquidated”) at the end of the loan or lease. A lender wants assurance that the system’s
value is never less than the outstanding balance on the loan. A leasing company needs
assurance of good residual value, since this is what the leasing company will own at
the end of the lease. Lack of evidence on the collateral/residual value of PV equipment
is one of the weak points in PV financing today.

Tax treatment : A key issue for financing is how photovoltaics is treated for tax purposes.
This typically includes sales and property tax abatements, income tax deductions and
credits, and accelerated depreciation schedules. These factors can be instrumental in
determining the economic viability of a PV system and the timing of cash returns to
the owner.

Regulatory treatment : A factor that is increasingly important is how photovoltaics is
treated in government regulations. A key regulatory issue for grid-connected applica-
tions is whether photovoltaics qualifies for net metering. That is, whether electricity
generated by the PV system can be applied to offset retail electricity purchases from
the utility. If photovoltaics qualifies for net metering, then the value of the PV’s
output electricity equals the retail rate, typically 8 to 15 ¢/kWh in Europe and the
United States, and over 20 ¢/kWh in Japan. If photovoltaics do not qualify for net
metering, then the electricity is only worth the wholesale “avoided cost” rate, which
is typically 2 to 5 ¢ per kWh. As of the year 2002, over 30 US states and several
countries like Germany and the Netherlands, have adopted net metering or equivalent
regulatory treatment.

Economics of the application: The previous factors related to the PV system. But what
really separates photovoltaics from other power-generation technologies is the degree to
which photovoltaics becomes an essential element of an end-use application – such as
providing “essential electricity” for remote telecommunications, water pumping, home
lighting, and other off-grid applications, or providing “clean electricity” for homes,
commercial buildings, and other on-grid applications. A key question for the financier
is whether the end-use application is economically viable, and the degree to which the
use of photovoltaics makes it more or less so. Please see Section 24.4 for additional
discussions on PV economics.

Codes and standards: Financing should be conditional on a PV system meeting all appli-
cable codes and standards, and this will vary by end-use application, whether the PV
system is integrated into the structure of a building, on the roof of a residential home,
or in a field serving a remote application. The key US national standards include the
National Electric Code and special standards for interconnection to the utility grid that
have been promulgated by the Institute of Electrical and Electronic Engineers (IEEE)
and Underwriters Laboratories (U/L). There is also a need to meet all applicable local
building and electrical codes, which vary by locality (see Reference [8]). European
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standards organizations have promulgated a similar set of codes and standards for
photovoltaics within the European Union. For solar home systems in the developing
countries, the PV Global Acceptance Program (PV/GAP) establishes a testing certifi-
cation protocol. The adoption of these codes and standards is one of the keys to future
financing of PV, as they will build credibility with lenders and investors.

On the basis of the above, one sees that the characteristics of photovoltaics present
a complex case. The financial merits of photovoltaics depend on location, cost and quality
of the system, efficiency output of the system, useful lifetime, O&M cost, residual value,
tax treatment, regulatory treatment, viability of the end-use application, adherence to codes
and standards, and credit worthiness of the end user.

24.4 FINANCING PV FOR GRID-CONNECTED RESIDENCES

A major opportunity for PV growth in European, Japanese, and US markets is the
grid-connected, residential rooftop system, typically 1.0 to 4.0 kW each. Approximately
110 MW of grid-connected systems were installed in Japan, 75 MW were installed in
Germany, and 15 MW were installed in the United States in the year 2001.

24.4.1 Impact of Loan Terms on End-user Cost

Table 24.2 illustrates how the terms of financing can drive monthly payments on a PV
system. The example uses a 2.5 kW residential grid-connected PV system costing $8.00
per installed watt (Wac). Credit card type debt (10 year, 18% interest) on a $20 000
residential rooftop PV system would yield payments of $437/month. The monthly payment
drops to just $121/month if the PV system is included in a new home mortgage or financed
with a low-interest loan.

It is clear from the above analysis that the preferred way to finance a residential
PV system is the primary home mortgage loan, if possible. A longer-term loan results
in lower monthly payments, but increases interest paid and hence the total amount of
money paid for the system. As a rule of thumb, the cost of money is approximately
equal to the cost of the PV system with an 11-year, 11% loan. A longer-term loan
or a higher interest rate would cause the interest payments to be more than the cost
of the PV system, illustrating once again the impact of financing on the viability of
photovoltaics.

Table 24.2 Monthly payments on a 2.5-kilowatt
rooftop PV system

Loan type Term
[Years]

Interest
rate
[%]

Monthly
payment

[$/month]

Credit card 7 18 437
Credit line 10 12 295
Home equity loan 15 8 195
Home mortgage 30 6 121
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24.4.2 Types of Residential Financing

There are many financing alternatives available in the residential sector that could be
applied to the financing of a PV installation:

Unsecured loan: Credit cards have become a significant source of financing, even though
interest rates are typically 12 to 24%. Commercial lenders also provide unsecured
signature loans and personal lines of credit at interest rates of 10 to 20%. Terms vary
from one to ten years.

Equipment secured loan: There is some use of contractor-originated Retail Installment
Contracts that hold security on the equipment until the contracts are paid off.

Home mortgage loan: Real estate secured loans are by far the most common and available
form of credit to the residential sector. Loan products range from 5- and 10-year home
equity loans, to 15-, 20- and 30-year primary mortgage loans, carrying either fixed or
variable interest rates.

Energy-efficient mortgage (EEM) loan: In the United States, the EEM is offered by many
of the national residential lenders and is designed to allow additional income credit
from energy savings to be used in qualifying for a loan. This program is also called
Energy Star. Japan and several European countries have similar programs.

Subsidized and targeted loan programs: Certain population groups – including, for
example, low-income, minority, and veterans – are eligible for special terms and
rates from a variety of specialized lenders. Also, there are special loan programs for
designated locations such as rural areas, economically depressed areas, and inner-city
urban areas. Government support for these programs ranges from direct loans, to loan
guarantees, to interest subsidies.

Utility financing programs : A number of electric utilities have established special loan
programs for energy efficiency and renewable energy. In the United States, the Sacra-
mento Municipal Utility District (SMUD), the Los Angeles Department of Water and
Power (LADWP), the Long Island Power Authority (LIPA), and the City of Austin
Electric Department – all being nonprofit municipal utilities – have established PV
financing programs (see Reference [9]). In Austin, the loans are unsecured, ranging
from $1000 to $9000, with terms of three to ten years, at interest rates of 4.00 to
5.99%. The US cooperative utilities are also looking at PV financing programs. In
Germany, municipal utilities created the first real market for photovoltaics between
the years 1997 and 1998, applying the “Aachen model” of long-term power pur-
chase contracts.

Government loan programs: A number of states in the United States are establishing
clean energy funds, typically administered through the in-state utilities and banks.
In New York, a $130 million fund has been established. Idaho’s Renewable Energy
Loan Program finances residential PV in amounts ranging from $1000 to $10 000,
subject to the application having a 10-year payback or less. California has established
a special alternative energy financing trust and a new Power and Consumer Finance
Authority. This is also happening around the world. In Germany, KfW has estab-
lished a national loan program for residential installations, offering 10-year loans at
a 2% interest rate. In Japan, interest rates on loans for residential PV systems are
subsidized. In India, IREDA has an ongoing program of lending for photovoltaics and
other renewables.
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24.4.3 Lender’s Issues

Decisions about whether to make a loan will depend principally on the borrower’s ability
and willingness to repay the loan, indicated by past credit history and income. Loans
secured by appreciating assets, such as real estate, have the longest terms and lowest
interest rates, because the value of the collateral serves as additional protection of the
loan. Lenders should ask several key questions in qualifying a loan:

• Is this installation economically advantageous for the borrower? The lender should
understand whether the borrower is installing the PV system for economic or for envi-
ronmental reasons.

• Can the system be easily installed by qualified contractors? Does it meet all of the
applicable building codes and safety standards?

• How long will the system perform? Is there a warranty on the system? Is there a
guarantee on performance over the life of the system?

• What will be the ongoing or recurring costs of operation, maintenance, repairs, and
potential removal of the system?

• What are the energy-cost savings that the borrower will receive from owning the PV
system? Are these savings certain enough to count as “income” for loan qualifica-
tion purposes?

• What is the current market value of the system? How does this change over time? What
is the likely residual value of the system at the end of the loan period?

• What are the risks on repayment? Technical? Economic? Others? Are the risks well
known and understood?

24.4.4 Borrowers’ Experience

A market research report prepared by the Regional Economic Research for the California
Energy Commission (see Reference [10]) revealed the following:

• The main concerns singled out by residential consumers ranked system reliability, life,
safety, and ongoing costs as more important than the initial cost of the system.

• The majority of residential end users (54%) preferred some form of loan financing over
investing their savings – with 35% preferring a home equity loan, 22% a personal loan,
and 7% a first mortgage.

• Residential end users were more likely to consider installing a solar system when:
roofing the home (60%), remodeling (54%), and purchasing a home (50%) – all times
when financing is normally utilized. Only 31% stated that they would be more likely
to consider installing a solar system as a “stand-alone” purchase.

Market research by the US National Renewable Energy Laboratory (NREL) indi-
cates that 60% of respondents are willing to pay at least $25 extra per month for a rooftop
PV system, 38% are willing to pay an additional $50 per month, and 15% are willing to
pay $100 more per month. Regarding financing, 46% prefer long-term loans, while 36%
prefer short-term loans (see Reference [11]).
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24.4.5 Example Calculation

A 2.5-kW rooftop PV system costing $8.00/Wac installed will cost $20 000. Assuming an
excellent location yielding a 22% capacity factor, the system will produce 1927 kilowatt
hours per kW installed, per year, or 4818 kWh/year for the 2.5 kW system. The following
is a brief assessment of the financial merits under several cases:

No incentives: If the government does not allow net metering, the value of the electricity
will only be the wholesale rate that the utility pays for bulk energy. The PV system
is not likely to be given capacity credit, so the value will be energy only, or about
2 to 4 ¢/kWh. The value of the output is therefore $96.36/year to $192.72/year. The
system will have a simple payback in 103 to 207 years.

Net Metering : If net metering applies, then the value of the electricity is the retail rate
(tariff), say, 10 to 15 ¢/kWh. In this case, the value of the output is $481.80/year to
$722.70/year. The system will have a simple payback in 28 to 42 years.

Subsidy : If the government now provides a subsidy in the amount of $4.50/Wac, leaving
the owner’s cost equal to $3.50/Wac or $8750, and net metering still applies, then
the value of the output is still $481.80/year to $722.70/year, and the system will
have a simple payback of 12 to 18 years, probably within negotiating range for an
environmentally motivated end user.

Low-cost financing : The cost of financing will increase the total cost to the end user,
and hence lengthen the payback period or rate of return on investment. A 10-year,
12% loan will add 72% to the total outlay by the owner, increasing system cost from
$8750 to $15 486. The simple payback will be lengthened from 21 to 32 years. Con-
versely, if the interest rate is dropped to 5%, the financing will add only 15% to
the total outlay by the owner, increasing system cost from $8750 to $10 105. Sim-
ple payback will be lengthened to 14 to 21 years, much more favorable than the
higher-rate financing. While third-party financing lengthens the payback period, it
makes the purchase more affordable by more people, based on monthly payments
(see Reference [12]).

The analysis has shown that – with net metering, feed-in tariffs, tax credits, capital
cost subsidies, and low-interest financing – residential rooftop PV can yield a payback
in the range of 10 to 20 years, potentially enough for those who are motivated by the
environment and sustainable development.

24.4.6 Improving the Financing of Residential PV

Several things can be done to improve the fit between photovoltaics and the home-
mortgage lending industry. First, the debt/equity ratio should be relaxed, allowing a higher
faction of debt on a PV-powered home, reflecting the fact that the owner is prepaying
the utility bill for 20 to 30 years. Second, the cost of the PV system should automatically
increase the appraised value of the home. Third, the amount of savings on the borrower’s
utility bill should be added to the income for the purpose of the loan qualification cal-
culation, reflecting the borrower’s lower cost of living with the PV option. With these
practices, the lending industry would become an enabler of, rather than a constraint on,
PV growth.
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24.5 FINANCING PV IN RURAL AREAS OF DEVELOPING
COUNTRIES

Financing programs for PV in the rural areas of developing countries is the focus of the
World Bank, the IFC, aid agencies from the OECD nations, charitable foundations, and a
number of special-purpose funds such as the Solar Development Group and the proposed
SolarBank Fund.

24.5.1 Rural Applications

There are four principal applications for photovoltaics in the rural areas of developing
countries (see Reference [13]):

Solar home systems (SHS): This basic battery-based electrical system with a solar PV
charger includes a PV module – typically 20 Wp in Kenya, 35 Wp in southern India,
and 50 Wp in Indonesia and the Philippines – plus a battery, charge controller and
wiring, receptacles, outlets, and switches for lighting and communications. Financing
can be justified on a cost basis, the monthly payments for the SHS are less than a
family’s existing costs for kerosene, candles, and dry cell batteries (see Reference [14]),
but the stronger basis for lending is the upliftment of family lifestyle and income that
generally accompanies rural electrification. A 35-W solar home system costs US $300
to $750, depending on the manufacture, import duties and taxes (if applicable), the
quality of components, and installation. Financing is just beginning to be made available
through banks, nonbanking finance companies, microcredit lenders, cooperatives, and
other sources. Typical financing for an SHS in a developing country is a 1- to 3-year
loan at 18 to 36% interest, or a fee-for-service payment that approximates a lease.

Water pumping for irrigation: The financing of a PV-powered water pump for irrigation
can be justified on the basis of the economic impact on the farm, typically the addition
of a third crop to what was a two-crop farm, or higher yield per acre as a result of
irrigation. A 900-W PV pumping system can cost $5000 to $8000, a cost that can be
recovered in as little as one year in some extraordinary cases, and can be the least-cost
option on a life cycle–basis for many remote farms, especially when compared to the
costs of diesel power. PV-powered water pumping is heavily subsidized in most cases
today, ranging from 100% grants from European donor agencies to a 50% subsidy
from the government of India.

Microenterprise (“Productive Uses”): There are many applications for photovoltaics in
small businesses. Financing can be established through microcredit models of group
lending, and justified on the basis of the expected cash flows of the microenterprise
businesses. PV systems can extend the operating hours with lighting, improve working
conditions with lighting and fans, power mechanization and product preservation (dry-
ing and refrigeration), and enable communications. PV systems for the microenterprise
range in cost from $300 for a minimal PV lighting system to $10 000 or more for a
system that is capable of running a significant level of factory motors or refrigeration
(see Reference [15]).

Institutional uses: Photovoltaics is being applied for lighting, communications, water
supply and refrigeration in schools, health/medical clinics, and community services. A
1000-W PV system for a school or clinic can cost $10 000 or more, fully installed.
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Such PV systems are typically paid for by government programs, often supported
by grants from donor agencies. These applications will require new forms of institu-
tional financing as PV utilization increases in the future beyond the ability of grant
agencies to pay.

24.5.2 Impact of Financing on Market Demand

Evidence from Asia, Africa, and Latin America indicates that market demand for PV
systems in the developing countries increases by a factor of ten (10x) with the provision
of reasonable levels of end-user financing:

Latin America: The pyramid in Figure 24.2 illustrates an estimate that was made by Soluz
Inc., a leading PV company operating in Latin America, suggesting a tenfold increase
in market demand if financing is available.

Indonesia: A PV developer in Indonesia estimated that the market would expand from
30% of the population for cash sales to 70% for the fee-for-service option (see Refer-
ence [16]).

India: A PV company in India has concluded that 5% of rural people in southern India
can afford to pay cash, while 50% could afford to buy a PV system if they had a 1 to
2 year loan at market rates (see Reference [17]).

Sri Lanka: A leading microcredit lender in Sri Lanka concludes that over 50% of the
people can afford an SHS with reasonable credit (see Reference [18]).

South Africa: The national utility Eskom conducted a field-survey-based market study in
preparation for the Shell–Eskom joint venture and found that nearly 50% of the rural
families in the Eastern Cape could afford monthly payments of 47 Rand (then about
US $10.00) per month, whereas very few could afford to pay for the system up front
(see Reference [19]).

The findings are consistent around the world, that at least 50% of all rural house-
holds can afford to pay for a PV system given reasonable credit terms or the equivalent
through a fee-for-service approach.

Cash sales 3−5%

Credit 15−20%

Fee-for-service
18−25%

50% may not be able to afford PV

Figure 24.2 Affordability of PV systems by rural people in Latin America
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24.5.3 Examples of PV Financing in Rural Areas

The financing of photovoltaics is beginning to occur around the world. The following are
some current examples.

Bank Lending : SELCO India (Pty) Ltd, a solar PV installation and service company
that has installed over 5000 solar home systems in southern India, has built working
relationships with a number of area banks such as Syndicate Bank, and nonbanking
finance companies (NBFCs) like Manipal Finance. SELCO has provided cash deposits
as partial guarantees to several of the lenders, encouraging them to become involved
in PV financing, and has provided interest rate buy-downs in other cases. Loans are
typically 80% of the system cost, at 14 to 18% interest, repaid over one to three years.
Even such short-term lending has sparked a market in southern India.

Microcredit lending : In Sri Lanka, a microcredit lender named Sarvodaya Economic
Enterprise Development Services Limited (SEEDS), has embarked on a successful PV-
lending program with its members. SEEDS loans 80% of the cost of the system. Loans
are repayable in one to five years. Interest rates are in the mid- to upper-twenties (local
borrowing rate plus a spread for SEEDS operation). Repayment is flexible – monthly
or seasonal, depending on the income stream of the borrower. The loan recovery rate
in SEEDS’ program has reached 94%. SEEDS expects to finance as many as 50 000
solar home systems between the years 2001 and 2005. This work in Sri Lanka has
built upon and perfected the pioneering work by Grameen Bank in Bangladesh (see
Reference [20]).

NGO financing : In Bangladesh, Grameen Shakti, the PV affiliate of the Grameen Bank, is
an example of a nongovernment organization that is involved in both the financial and
technical aspects of PV dissemination. Grameen Shakti offers three financing options
(it charges a “service charge” instead of “interest” because of local custom):

• 85% loan, repaid over a period of three years, having a 12% service charge (inter-
est cost);

• 75% loan, repayable over two years, having an 8% service charge;

• Cash: The buyer receives a 4% discount on the system price by paying cash up
front (not taking a loan).

Cooperative financing : In Santa Cruz, Bolivia, Cooperativa Rural de Electrificación
(CRE) is a rural electric co-op that began installing PV systems in 1995 for customers
who could not be reached by the grid. By 1998, CRE was serving 1300 PV
customers, charging a flat monthly electric service fee. CRE owns the PV systems
and maintains them.

Fee-for-service model : Several pioneering programs are being implemented using a fee-
for-service model – charging a flat monthly fee for the use of a solar home system that
is owned and maintained by a service company. Prepayment meters are commonly
used on the battery’s charge controller, which provides a revenue control mechanism.
Users purchase prepayment cards each month at a local shop. In Indonesia, Total
Energie, the French PV systems integrator, has completed a fee-for-service trial serving
some 5000 customers. In South Africa, Shell-Eskom, a 50/50 joint venture of Shell
International and Eskom, the national electric utility in South Africa, has installed 6500
solar home systems and is working toward an initial business trial of 50 000 units when
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approved as a “concession” by the central government. The model has been adopted
as a national strategy by the South African government. South Africa has set a goal
of 100% electrification using grid and nongrid (PV) alternatives by the year 2010.
A third major application of the fee-for-service model is in Argentina under a World
Bank loan.

Rental/Leasing (Entrepreneurial Model): A variation on the fee-for-service approach is
leasing. In the Dominican Republic, Soluz Dominicana, an affiliate of the US-based
Soluz, Inc., has established a pioneering model using a leasing approach. Soluz charges
$10 to $20 per month per SHS. Over 2000 systems are in service. Maintenance is
provided by the company.

Tax-driven leasing and other financial engineering : In India, nonbanking finance compa-
nies (NBFCs) did some “financial engineering” in the 1997 to 2001 period to create a
single-payment lease structure for PV-powered water pumping. The NBFC collected a
single, up-front lease payment from the farmer, typically 30% of the system cost. The
NBFC then took out a 10-year, 85% loan from IREDA, bearing 2.5% interest. Finally,
the NBFC absorbed the 100% first-year depreciation that is available for PV in India,
yielding 34% after-tax cash value. The three inflows totaled approximately 150% of
the cost of the PV system. The extra 50% was deposited at 12 to 18% interest, from
which the IREDA loan is repaid in 6 and 10 years. This model yielded the NBFC
a cash-positive deal from day one and a good profit. The net result was a win–win
situation: the government’s objectives for additional use of photovoltaics were met, the
available incentives were fully absorbed by the financial community, and farmers got
water-pumping systems that they otherwise could not afford. Nonbanking finance com-
panies such as Sundaram Finance and Srei International participated in this approach.
This example illustrates how governments can mobilize private sector capital through
tax and loan policy. It also illustrates how unstable government policy can cripple PV
markets – financing of PV water pumps through this technique came to a halt when
IREDA stopped making PV loans at the 2.5% rate of interest, thus eliminating the
interest arbitrage that the NBFCs had built into the model.

As seen above, the financing of photovoltaics in rural areas of the world’s devel-
oping countries is beginning to occur in a number of ways – bank loans, microcredit
lending, NGO programs, cooperative financing, fee-for-service models, rental/leasing, and
tax-driven leasing. This is a period of renovation. Considerable efforts will be needed to
promulgate the use of successful models and build a higher level of acceptance of PV
financing by the financial community.

24.6 SOURCES OF INTERNATIONAL FINANCING

24.6.1 International Aid and Donor Funding

In the past, the programs to fund photovoltaics in the developing countries have been
sponsored by donors and aid agencies. OECD countries provide about $50 billion per
year in Official Development Assistance (ODA). These amounts include funds channeled
by individual countries through multilaterals, such as the United Nations Development
Program (UNDP). More recently, in line with GEF grants and World Bank financings,
donor agencies have shifted increasingly towards the support of financing, rather than



SOURCES OF INTERNATIONAL FINANCING 1087

grant funding, of solar PV and other renewables. Illustrative examples of such programs
include the following:

United States of America: USAID has been funding the Renewable Energy Project Sup-
port Operation (REPSO) through Winrock International, resulting in a number of early
stage financial support actions in India, Brazil, Indonesia, and elsewhere. USAID
explored the possibility of establishing an $18 million fund in South Africa for the
Productive Uses of Renewable Energy (PURE Fund), focused on business uses for pho-
tovoltaics. In 1999, the US Export–Import Bank established a $50 million allocation
to China, earmarked for renewable energy exports, including photovoltaics.

Germany : Kreditanstalt für Wiederaufbau (KfW), the German bank for reconstruction,
has extended a DM 120 million loan to India’s IREDA including DM 30 million
allocation for photovoltaics.

Netherlands: The Ministry of Economic Affairs has supported a number of PV programs
around the world, including a 20 000 unit solar home system program in Bolivia and a
30 000 unit program in China, supplied by Shell Solar. A new project in the Philippines
is reportedly in the pipeline.

France: The French government had a special tax deduction for investments in the for-
mer French colonies, resulting in a subsidized flow of capital to PV projects in such
countries. The French electric utility, Electricte de France (EdF) is involved in the
financing of fee-for-service programs in Brazil, Indonesia, Morocco, and South Africa.

Spain: In 2001, the Spanish government extended a $48 million soft loan to the Philip-
pines for the installation of 2 MW of photovoltaics in 100 villages, comprising approx-
imately 150 000 homes, all to be supplied by BP Solar Madrid. One-half of the funds
will be loaned under the credit conditions of the OECD: a 10-year loan at just-below
market rates. The other half will come from the Spanish Development Aid Fund (FAD):
a 30-year loan, with a 10-year grace period, with an interest rate less than 1.0% (see
Reference [21]).

Australia: USAID extended a $30 million soft loan to Indonesia in 1998 for the instal-
lation of 50 000 solar home systems supplied by BP Solar Australia.

Japan: The Japanese aid agency, Overseas Economic Cooperation Fund (OECF), was
reported to have begun providing aid in support of photovoltaics in developing countries
in the year 2000. Reports suggest that the program might be substantial in scope and
scale. OECF has prepared a $100 million funding package for India’s IREDA for
renewable energy on lending, including photovoltaics.

Others: The aid agencies of Austria, Denmark, Italy, Sweden, Switzerland, and the United
Kingdom have funded a variety of PV programs in the developing countries, generally
of the grant-for-demonstration kinds of activities. This kind of aid is being coordinated
in Europe by the new EC directorate for international aid.

24.6.2 United Nations

UNDP supported demonstrations of solar home systems, PV water pumping, PV-powered
health clinics, and other projects in the developing countries, generally with GEF grant
support. UNDP-sponsored projects include

Bolivia: rural electrification with renewable energy
China: renewable energy capacity building
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Ghana: renewable energy for rural, social, and economic development
Malawi : barrier removal to Malawi renewable energy
Peru: PV-based rural electrification
Sri Lanka: renewable energy capacity building
Uganda: PV pilot project for rural electrification
Zimbabwe: PV for household and community use.

UNEP has recently sponsored a new PV program in Africa, supporting early-stage
financing of solar energy ventures (or, “enterprises”). This program has been funded by
the UN Foundation, under the guidance of UNDESA.

The World Health Organization (WHO) funds a program for PV-powered refrig-
eration for storing medicines in remote areas of Africa.

24.6.3 World Bank Solar Home System Projects

The World Bank, with grant support from the GEF, has funded 12 projects around the
world providing basic “energy services” such as lighting, radio, television, and operation
of small appliances, using solar home systems in rural households that lack access to
electricity grids, including

Argentina: renewable energy in rural markets project
Benin: off-grid electrification project
Cape Verde: energy and water sector reform project
China: renewable energy promotion project
India: renewable resources development project, through IREDA
Indonesia: solar home system project
Lao: PDR rural electrification project
Sri Lanka: energy services delivery project
Togo: off-grid electrification.

There are three more projects pending approval of the World Bank:

Peru: PV-based rural electrification
Guinea: rural energy development
Mexico: renewable energy for agriculture.

Most of the World Bank’s early experience with photovoltaics and other renewables
came from its Asia Alternative Energy Unit (“ASTAE”), funded by a number of donor
agencies since 1992. A key finding from ASTAE’s early work was that “the lack of term
financing was not the sole obstacle to renewable resources or end-use energy efficiency
development. The absence of adequate regulatory and institutional arrangements, local
technical capacity, and appropriate energy service delivery infrastructure can pose equal
or greater barriers to alternative energy development” (see Reference [22]).

On the basis of this experience, the World Bank is concluding that future PV
projects will seek to incorporate six elements: support private sector and NGO delivery
models, pilot consumer credit delivery mechanisms, pay first-cost subsidies, support pol-
icy development and capacity building, enact standards and establish certification, testing,
and enforcement institutions, and conduct consumer awareness and marketing programs.
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24.6.4 International Finance Corporation (IFC)

IFC, an institution of the World Bank Group, promotes economic development by encour-
aging private sector investment activities in developing countries. With regard to PV
financing, the IFC participates in several PV financing programs:

Photovoltaics Market Transformation Initiative (PVMTI): PVMTI is an initiative of the
IFC and the GEF to accelerate the sustainable commercialization and financial viability
of solar photovoltaic-based energy services in India, Kenya, and Morocco. The IFC
has designated Impax Capital and IT Power Ltd, both of the United Kingdom, as the
external management team for PVMTI.

Small and Medium Scale Enterprises (SME) Program: This special unit of the IFC’s
environmental division makes small loans to entrepreneurial ventures and projects in
the developing countries, and has made two financings in photovoltaics, in Vietnam
and the Dominican Republic.

Solar Development Capital (SDC): SDC is a 10-year, $28.75-million fund that makes
minority equity, quasi-equity, and debt investments in PV-related businesses in devel-
oping nations. SDC seeks to invest in companies involved in distribution, consumer
financing or leasing, manufacturing, or other aspects related to accelerated PV use in
rural areas.

Solar Development Foundation (SDF): This is an approximately $19 million nonprofit
foundation that provides technical and business assistance to enterprises in prepara-
tion for larger-scale private investment, and can provide “seed” finance for business
development activities on flexible terms.

Renewable Energy and Energy Efficiency Fund (REEF): REEF was a pioneer financing
fund focusing on renewable energy and energy efficiency projects and companies. As
of November 2001, REEF was capitalized at a level of $65 million of equity plus
a debt facility from the IFC. The external management team was headed by Energy
Investors Funds. REEF was disbanded in late-2002.

24.6.5 Global Environment Facility

The Global Environment Facility (GEF) has been a central source of funding for PV
in the developing countries. Since 1991, the GEF has provided grant funding for 25
off-grid PV projects in 20 countries, all through the World Bank Group and the United
Nations, accounting for about $210 million of GEF allocation, and about $1.4 billion
in total project costs, as summarized in Table 24.3. Lessons learned from the GEF’s
early implementation experience are summarized in a formal review of the program, with
several key conclusions (see Reference [23]):

• Local financiers should be encouraged to carry some of the credit risk, not simply act as
administrative conduits, in order to increase postproject sustainability and replication.

• Small PV dealers face sufficient business and technology risks that they are reluc-
tant to assume consumer credit risks and incur the costs of credit administration and
collections.

• Microfinance may work well in countries that have well-established microfinance insti-
tutions, but NGOs do not necessarily have the commercial orientation or business skills
for rapid delivery of credit. Scale-up and outreach can become problematic.
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Table 24.3 PV projects funded by the Global Environment Facility

Program Year Project Agency GEF
funds

[$ millions]

Total
funds

[$ millions]

Status

India 1991 Alternative energy WB 26.0 186.0 Implementing
Zimbabwe 1991 PV for households

and communities
UNDP 7.0 7.0 Completed

Indonesia 1995 Solar home systems WB 24.0 118.0 Cancelled
Uganda 1995 PV pilot project,

rural electrification
UNDP 1.8 3.6 Implementing

Ghana 1996 Renewable energy
rural development

UNDP 2.5 3.1 Implementing

Sri Lanka 1996 Renewable energy
capacity building

UNDP 1.5 1.5 Implementing

Sri Lanka 1996 Energy services
delivery

WB 5.9 55.0 Implementing

Argentina 1997 Renewables energy
in rural markets

WB 10.0 120.0 Implementing

Bolivia 1997 Rural electrification
with renewables

UNDP 4.5 8.5 Implementing

China 1997 Capacity building for
renewable energy

UNDP 8.8 28.0 Implementing

Lao PDR 1997 South provinces
renewables project

WB 0,7 2.1 Implementing

Benin 1998 Decentralized rural
energy

WB 1.1 5.7 Pending
approval

Cape Verde 1998 Energy & water
sector reform

WB 4.9 65 Implementing

China 1998 Renewable energy
development

WB 35.0 445.0 Implementing

Peru 1998 PV-based rural
electrification

UNDP 4.0 9.2 Implementing

Togo 1998 Decentralized energy WB 1,1 5.7 Pending
approval

Guinea 1999 Rural energy WB 2.0 10.0 Pending
approval

Malawi 1999 Barrier removal for
renewables

UNDP 3.4 10.7 Pending
approval

Mexico 1999 Renewable energy
for agriculture

WB 8.7 26.0 Pending
approval

SME 1994 Small and medium
scale enterprises

IFC 1.6 4.8 Implementing

PVMTI 1996 PV market
transformation
initiative

IFC 30.0 120.0 Implementing

REEF 1996 Renewable energy &
energy efficiency

IFC 30.0 130.0 Implementing

SDG 1998 Solar development
group

IFC 10.0 50.0 Implementing

Source: Martinot, E. et al., “The GEF Solar PV Portfolio: Emerging Experience and Lessons,” Global Environment Facility, August 2000

• Credit collection can be costly if rural customers are dispersed over large territories
with poor transport infrastructure. Businesses organized for marketing, installation, and
service may not be well suited for credit collection.

• Some customers with seasonal income (i.e. paddy farmers with semiannual harvests)
may require repayment schedules tied to semiannual income rather than to monthly
incomes.
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In 2001, the GEF broadened its mandate from a source of primarily grant funds
through the United Nations and the World Bank Group, to the possibility of providing
a broader array of investments, loans, guarantees, and other forms of financial support
through a more diverse network of intermediaries.

24.7 FINANCING THE PV INDUSTRY

The PV industry will need to assemble a substantial amount of capital to support its
growth. Capital is needed to expand manufacturing capacity and to fund working capital
for inventories and receivables, all of which must be financed ahead of sales and profits
in a growing industry. There are several sources of financing for the PV industry:

Major corporations: This is a dynamic time in the PV industry. Approximately 75% of
worldwide PV market share is held by the operations and subsidiaries of major cor-
porations – Sharp, Kyocera, BP Solar, Siemens, Sanyo, ASE, Shell, and Mitsubishi.
It is typical for such large corporations to require a 20% or greater rate of return on
internally invested capital, and this has not been achieved in the past. Many PV busi-
nesses have lost money, causing companies to quit the business. Companies that have
left the PV business include Westinghouse, IBM, Motorola, Xerox, Texas Instruments,
Exxon, Shell (US), Arco, Mobil, and others. More recently, with the global movement
towards green energy, several major corporations have increased their commitments,
including BP in 1996 and Shell International in 1997. The most recent casualty was
Siemens, selling its solar division to Shell. Lacking improved profitability, the industry
may see a continuation of entries, exits, and reorganizations by major corporations.

Electric utility companies: There has always been an affinity between photovoltaics and
the utility companies. For example, Alabama Power was a major investor in Chronar,
which closed. Idaho Power acquired a number of PV-systems integration firms between
the years 1997 and 1999, only to exit the business and sell the group to Schott in the
year 2001. Siemens Solar was half-owned by a German utility, EoN. The former Mobil
Solar was acquired by RWE in 1994, a German utility, creating ASE Americas. Gen-
eral Public Utilities established GPU Solar, a joint venture with Astropower, focusing
on grid-connected IPP power projects, commercial systems, and residential rooftop
systems. The PV industry can expect to receive additional capital investment from the
utility industry.

Capital Markets: The public stock markets in Europe and the US began to show interest in
clean energy and distributed power generation in the period between 1998 and 2000.
The areas of popular stocks in the United States include fuel cells, microturbines,
and photovoltaics. In Europe, where the markets reacted earlier, the favorites have
included wind power (in which Denmark and Germany lead the world industry), solar
photovoltaics, hydropower, and other renewables. There are three publicly traded PV
stocks in the United States: Astropower, Evergreen Solar, and Spire Corporation; and
several in Europe. The outlook is positive in the near future, as the supply of money for
green energy stocks is increasing, including the formation of mutual funds specializing
in clean/green energy, such as Winslow’s Green Growth Fund.

Venture Capital : The Venture Capital (VC) industry has invested in PV deals over the
past 25 years, generally losing their investments, and never achieving their traditionally
accepted financial goal of a 40% rate of return. This may be changing in recent years
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with successful Initial Public Offerings (IPOs) by Astropower and Evergreen Solar
in the United States and Solar World in Germany. Other venture-capital-backed PV
companies, not yet publicly traded, include Solar Electric Light Company (SELCO),
First Solar, and Global Solar in the United States, Solar Fabrik in Germany, and Solar
Century in the United Kingdom. There is a tremendous influx of new venture start-
ups in photovoltaics, especially in Europe and Asia where there are booming markets.
Venture capital funds that have invested in photovoltaics include Arete Ventures (the
Utech Funds) and Nth Power Technologies in the United States; Swiss Re, the Sarasin
Fund, and UBS Energy Fund, all in Switzerland; and Gerling Insurance in Germany.
Other US VC funds that have expressed interest in new energy technologies include
the Commons Fund, Beacon Energy Funds, Energy Ventures Group, Kinetic Ventures,
and Perseus Capital.

24.7.1 Financing Working Capital in the Distribution Channels

One of the more challenging aspects of financing PV growth will be how to capitalize
the distribution channels to reach the widely dispersed end-use markets. There are several
sources of financing for these firms:

Local lenders: Small business financing is inherently a local lending business. The vast
majority of funds for financing the working capital requirements of the PV distributors
and dealers will be from local banks, NBFCs, and microcredit lenders.

PV manufacturers: Most of the major PV manufacturers have extended credit programs
for their best distributors and dealers.

World Bank/IFC : The IFC and GEF have collaborated on the deployment of two pro-
grams, PVMTI and SDG, to finance “PV enterprises” in developing countries. Over
200 such businesses have been identified by SDG as of mid-2001. The number of firms
that will be required to support worldwide development of PV markets will, according
to E&Co, be as high as 16 000 companies.

24.8 GOVERNMENT INCENTIVES AND PROGRAMS

A wide range of government incentives and programs has been adopted for photovoltaics
around the world, stimulating demand for PV systems and affecting the financing of
photovoltaics.

24.8.1 Potential Impact of Financing as a Government Policy Option

Looking at financing in the context of government policy shows that low-cost financing
programs can actually have more impact on PV markets in the immediate future than
technology research or manufacturing cost reductions. For example, Figure 24.3 illustrates
the monthly payments for the 2.5 kW grid-connected, residential rooftop PV system.
The PV system is assumed to cost $8/watt ($20 000 total cost), with a total system
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Figure 24.3 Monthly payments on a 2.5 kW residential PV system

efficiency of 10%. In the base case, financing is assumed to be a 7-year 18% loan,
resulting in a monthly payment of $437. Then, three improvements are evaluated (see
Reference [24]):

Research programs to improve efficiency: By improving the efficiency of the system, its
size can be reduced while still generating the same output, thus reducing the cost. For
a 50% increase in system efficiency, from 10 to 15%, the monthly payment will be
reduced to $291 per month. However, it may take ten years or more before technology
research can achieve these results in commercial products.

Cost reduction through manufacturing scale-up: By scaling up manufacturing, automating
factories, and generally reducing the production cost per unit, total system costs can
be reduced. Assuming a 50% reduction in system cost, from $8.00/Wac to $4.00/Wac,
the monthly payment of the system can be reduced to $219 per month. Achieving this
result might take approximately five years, as new factories are planned, built, and put
into operation.

Better financing : A third way of reducing monthly payments is by applying lower-cost,
longer-term financing. Here, the 7-year, 18% loan is replaced with a 30-year, 6% loan.
Monthly payments come down to $121 per month, due to the change in financing
alone, and this can be done immediately.

All three initiatives: The best public policy will be to accomplish all three cost reductions,
but the immediate impact of lower-cost, longer-term financing is apparent.

As shown above, the provision of lower-cost, longer-term financing can have a more
immediate impact on the affordability of solar PV systems than research and manu-
facturing programs, and will probably be the catalyst that creates the jump in demand
that, in turn, causes photovoltaics to drive down the learning curve. Thus, financing
may be the element that will break photovoltaics out of its long-standing “chicken and
egg” dilemma.
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24.8.2 Direct Subsidies (“Buy-downs”)

Governments have used different measures to place a value on the public benefits of
photovoltaics. Subsidies are tending to be about 30 to 50% of the cost of the PV system.
The following is a summary of subsidies that are in use today:

Japan: The program was launched in 1996 with direct subsidies to the amount of 50%
of the cost for residential rooftop, grid-connected PV systems. The subsidy is paid
to the installation company, not the end user, to foster maximum impact on creating
a competitive installation industry and minimum distortion of buyer behavior. The
subsidy has since been reduced to 33% in 1999, 25% in 2000, 15% in 2001, and
less than 10% in 2002. The Japanese PV market has boomed, reaching over 90 MW
or 35% of the world PV market in the year 2000, and there are projections that
over 30 000 systems – as much as 130 MW – may be installed in the year 2001 (see
Reference [25]).

India: The Ministry of Nonconventional Energy Sources (MNES) has a program in which
10-W to 20-W PV lanterns and 900-W PV water pumps are eligible for a 50% subsidy.
The subsidies are distributed through state-level nodal agencies that pass the funds
down through the bureaucracy. Thus, it is a matter of working a government “system”
to receive the funds. Subsidies are paid only if there is budget available. The net
effect has been to create a small market that is “capped” by the availability of subsidy
funds. The subsidy program, with its minimum technical specifications, has spawned
a subculture PV industry that makes inferior grade equipment just for what is called
the subsidy market. The Indian subsidy program not only illustrates the power of a
subsidy program to create a market but also how to cap it and create distortions (see
Reference [26]).

California: The State of California enacted a $3.00/W “buy-down” for PV systems, ini-
tially until the year 2002. The subsidy was subsequently increased to $4.50/watt and
extended for ten years to 2012, but there were still no financing programs. The program
had little effect on the market at first; according to the California Energy Commission,
only about 235 residential PV systems were installed in the years 1998 to 2000. A
power shortage and sharp increase in electric tariffs in the years 2000 to 2001 created
a crisis atmosphere, greater public interest in energy and environmental solutions, and,
subsequently, renewed demand for PV systems and other power equipment.

Other countries: Many other countries are adopting PV subsidies. Argentina embarked on
a concession approach that included embedded subsidies, but the program has not been
fully implemented. Mexico adopted a set of programs that added up to a 90% subsidy
for rural photovoltaics. Brazil’s PRODEEM program provided massive subsidies, but
ended up with a high percentage of nonworking systems. South Africa is considering
subsidies as high as 80 to 100% of the cost of a basic 50-W solar home system, in
conjunction with the national concession program for nongrid electrification. Morocco’s
PV program is delayed, awaiting the resolution of the subsidy amount and distribution
method, reportedly about 50% of the system cost.

While PV subsidy programs are being implemented around the world, there is a
growing body of evidence and opinion that subsidies ultimately do more harm than good
for market development. The common argument in favor of subsidies is that they have an
immediate impact on demand – which is the mutual goal of the elected officials who enact
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them and the companies that lobby for them. The argument against the use of subsidies
is that they create artificial markets and the opportunity for corruption while they are in
place, that they cap markets to the level of the subsidy budget each year, and that they
eventually bring markets to a halt when they are terminated.

24.8.3 Soft Loans (Interest Subsidies)

The use of interest subsidies has been an effective public policy tool for housing. It might
also be used for photovoltaics. These are flexible instruments, allowing the sponsoring
government or institutions to correct interest rates without severely distorting market
forces. They assure financing while spreading the subsidy over the life of the program.
This avoids market manipulation and windfall events often related to direct subsidies.
A typical soft loan will have low-interest rates, longer terms than normal, grace periods
during which payments need not be made, and other features. There are several examples
of soft loan incentives in the PV markets today:

India: The Indian Renewable Energy Development Agency (IREDA) offers favorable
loans for photovoltaics: 85% of system cost, 10-year repayment period, 2-year grace
period, at 2.5 to 5.0% interest rates. The comparable loan from a national bank would
be a 5-year loan at 12.5% interest rate with, no grace period. A comparable loan from
a nonbanking finance company would be at 18 to 23% interest rate.

Germany : Kreditanstalt für Wiederaufbau (KfW), the German bank for reconstruction, is
providing PV loans as part of the country’s 100 000 roofs initiative. Loans can be up
to 100% of system cost up to 5 kW, and 50% of cost for larger systems. The interest
rate is 4% below prevailing market rates. Combined with the national feed-in tariff of
DM 0.99 per kWh, users can make a profit through the use of PV in Germany. The
program is highly successful.

Japan: In conjunction with its subsidy program, the government of Japan subsidizes the
interest rate on PV loans, with subsidy payments going to the lenders. The resulting
net interest rate to the end user is near zero percent.

New York : The New York State Energy Research & Development Administration
(NYSERDA) began offering interest subsidies for PV loans made by New York banks
in the year 2000. NYSERDA buys down the interest rate on loans by making an up-
front payment to the lender to the amount of the present value of lost interest. The
amount of the interest subsidy is presently 4.0%, bringing interest rates down from 9.5
to 5.5%.

There are precedents for applying interest subsidies. The use of interest subsidies,
soft loans, and third-party (government) guarantees has been used extensively in housing
finance programs around the world, lowering the real cost of owning a home while
minimizing distortions in the home buyer–seller marketplace.

An interest rate subsidy as low as one-half percent (i.e. lowering the mortgage
interest rate from 7.0 to 6.5% on a 30-year mortgage) will actually pay for a residential
PV system completely, as reported by Alden Hathaway at the Environmental Resources
Trust. For example, for a $300 000 home mortgage loan, the interest payments will be
$425 277 over 30 years. At the lower rate of 6.5%, total interest payments will be just
$389 197. After taking taxes into account, assuming that the interest is tax deductible and
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using a 40% combined federal and state tax rate, the difference in after-tax interest cost
is $21 648, roughly the full cost of a 2.5 kW PV system.

24.8.4 Income Tax Deductions and Credits

Tax incentives are preferred by many government officials because they can get the
intended economic benefits to the intended users without the need to establish an imple-
menting bureaucracy. They are opposed by other officials who see the tax system as a
method for raising funds to run the government, not as a means of implementing social
policy. They can also be written with sunset provisions, ostensibly to protect the budget
from runaway spending, but also to provide elected officials with an opportunity to get
publicity for enacting it again and again. Tax credits and deductions therefore appear to
be less stable and reliable as market incentives or subsidies. Nonetheless, there are several
tax-based incentive programs in place today:

India: PV qualifies for 100% depreciation in the first year for corporate (not individual)
taxes. This, in conjunction with IREDA’s 2.5% loans, created a PV leasing industry
in the period between the years 1997 and 2001.

United States of America: The US tax code allows a 10% tax credit against corporate
taxes and five-year accelerated depreciation for photovoltaics. The combination of
these incentives will drive the preferred financing of photovoltaics in the United States
towards leasing. The US Congress is also considering a 15% tax credit on personal
income taxes.

Government subsidies and incentives have increased in recent years with tremen-
dous impacts on the immediate size of PV markets in Japan and Germany. The impacts
in India appear to be mixed, with subsidies creating markets but also capping them at the
levels of the annual budgets. Likewise, subsidies (tax credits) have had mixed results in
the United States.

24.9 FUNDING GOVERNMENT RESEARCH
AND DEVELOPMENT

Government funding of research and development (R&D) has traditionally been used to
bridge the gap between work that is “too high risk for companies to undertake” and
“commercial viability.”

Photovoltaics present a case study of a successful publicly funded R&D activity. PV
R&D efforts were focused on lowering manufacturing costs in volume production, improv-
ing the performance (efficiency) of the devices, and extending the operational lifetime of
components and systems. Aggressive goals have been set to make photovoltaics eco-
nomically competitive with traditional sources of electricity (see Reference [27]). Many
countries around the world have been involved in such activities in an effort to supplement
traditional energy supplies with renewable energy sources.

24.9.1 PV Programs in the United States

US-government programs in photovoltaics originated from the Conference on PV Con-
version of Solar Energy for Terrestrial Applications, sponsored by the National Science
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Foundation (NSF) held in Cherry Hill, New Jersey in October 1973 (see Reference [28]).
The program was the responsibility of the National Science Foundation, and then was
transferred to the Energy Research and Development Agency (ERDA), which became
part of the US Department of Energy (DOE) in 1977.

The first US program was the Low Cost Silicon Solar Array Project, later renamed
the Flat-Plate Solar Array Project. The Jet Propulsion Laboratory was assigned man-
agement responsibility based on their long experience with space PV power systems.
The newly created Solar Energy Research Institute (SERI) was charged in 1978 with the
responsibility for thin-film materials and the Sandia National Labs for the concentrator PV
programs. The DOE PV Program features significant cost sharing by its industry partners.

SERI became the National Renewable Energy Laboratory (NREL) in 1990, which
has championed such programs as the amorphous silicon partnerships, the Photovoltaic
Manufacturing Technology (PVMaT), the Thin-film Partnership, the building-integrated
(PV-BONUS) program, the Utility Photovoltaic Group (UPVG), and the Million Solar
Roofs (MSR) Program. The National Center for Photovoltaics (NCPV) was established
to integrate the programs at NREL and Sandia.

US program funding is shown in Figure 24.4, which indicates the rapid buildup
of the program in the 1970s, followed by a sharp reduction in the 1980s, and subsequent
increase in the 1990s. As reported by DOE, the government’s investment in photovoltaics
since 1974 is estimated to be $1.7 billion.

24.9.2 PV Programs in Japan

From 1974 to 1983, the Japanese R&D program focused on low-cost solar cell produc-
tion including mass production of raw silicon (Si) material, poly-Si, ribbon crystal, and
amorphous silicon (a-Si).

During the second decade of the program from 1984 to 1993, in addition to material
R&D efforts, mass production technologies and solar photovoltaic system technology were
pursued, together with cell technology such as a-Si-based stacked solar cell and flexible
substrate solar cells.

The New Sunshine Project has been in existence since 1993 in which a variety of
new programs have been organized on the promotion and cost reductions of PV systems.
Examples include field demonstration and testing of PV systems on public facilities and
a subsidy program for private houses. The budget for the R&D portion of the Japanese
PV Program is shown in Figure 24.4. It should be pointed out that the R&D portion
represents only a small portion of the total Japanese PV effort. In FY 2000, the total
effort, including subsidies, was approximately six times the R&D portion of the budget.

24.9.3 PV Programs in Europe

The UNESCO conference “The Sun and the Service of Mankind” held in Paris in 1973 was
the starting point for the development of renewable energy in Europe (see Reference [29]).
The first European Commission technology program for renewable energy was established
by the Council of Ministers in 1975. The European Commission’s PV program focused
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Figure 24.4 Research and development funding for solar photovoltaics. (a) US R&D funding for
photovoltaics; (b) Japan’s R&D funding for photovoltaics; and (c) Germany’s R&D funding for
photovoltaics

initially on crystalline silicon and pilot system development. From 1979, the demonstra-
tion programs focused on remote and stand-alone applications. Later grid-connected and
building-integrated systems were incorporated into the program.

The total budget for EU members on PV R&D between 1974 and the present is
about $1.5 billion. Germany has furnished about 65% of the total. Figure 24.4 shows the
recent budgets for the German PV R&D program. Like Japan, Germany also budgeted



FUNDING GOVERNMENT RESEARCH AND DEVELOPMENT 1099

commercialization and subsidy programs. Germany’s 1000-roofs program was one of the
hallmarks of their efforts. Significant efforts in the Netherlands, Italy, Spain, Switzerland,
and France have also contributed to the European PV R&D efforts.

24.9.4 Future PV R&D Programs

Predicting the role for public sector funding of R&D is difficult at best. Fortunately, there
appears to be good reason to follow the role of other high-technology programs that have
come before. Possibly, the best is what has happened with the development of integrated
circuits, which had strong government support during its development. Although one
could predict that such support would decline and perhaps be phased out as products came
out through the end of the development pipeline, the opposite has occurred. Successful
research programs breed future successes in terms of new technologies and approaches.
Since research is defined as exploring the unknown, there will always be paths to follow
for those technologies that have been shown to be useful and successful. Such is the case
for photovoltaics.

24.9.5 Sources of R&D Funding

The R&D programs of each country generally only fund organizations within the respec-
tive country. The following are the major funding organizations:

United States:
U.S. Department of Energy
Office of Solar Electric Technologies
1000 Independence Avenue, S. W.
Washington, DC 20585

Japan:
NEDO
Solar Energy Department
Sunshine 60 Bldg.
3-1-1 Higashi Ikebukuro
Toshima-ku
Tokyo 170-6028
Japan

Germany:
Bundesministerium fuer Wirtschaft Technologie
53107 Bonn
Germany

The Netherlands:
Novem
P.O. Box 8242
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3503 RE Utrecht
The Netherlands

Italy:
ENEA
Renewable Energy Department
CR Casaccia
1300 sp Anguillarese
0006 S M di Galeria (ROMA)
Italy

This chapter has described the financing of PV growth. Financing might be the last
“missing link” in the solution to a solar-driven world economy. Our financial systems and
practices are built to support a different economic model – central station power plants
and the grid system (see Reference [30]). Mobilization of massive amounts of capital to
support solar photovoltaics and distributed generation has been, and will for the immediate
future be, institutionally complicated. Solutions are coming, though slowly. Now in the
year 2002, however, it appears that we are turning the corner towards the financing of a
brighter, solar-powered future.

ANNEX

CONTACTS IN PV FINANCING

This Annex exhibit provides a listing of some of the key organizations that are involved
in the financing of photovoltaics around the world, by no means covering all, but a list
that should prove useful over the coming decade. It is presented by region.

INTERNATIONAL/GLOBAL

Environmental Enterprises Assistance Fund (EEAF)

EEAF, formed in 1990 by USAID, Winrock International and the Rockefeller Foundation,
is a specialist in providing debt and equity financing to environmental entrepreneurs in
renewable energy and other environmentally beneficial industries.

Contact: Brooks Browne, President
Address: EEAF

1655 N. Fort Myer Drive
Suite 520
Arlington, VA 22209
USA

Phone: 703 522 5928
Fax: 703 522 6450
E-mail: eeaf@igc.apc.org
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Global Environment Facility (GEF)

The Global Environment Facility (GEF) is the chief funder of renewable energy in devel-
oping countries and, as such, will have a significant impact on expansion of the field.
GEF is a major force in promoting renewable energy and the chief driver and catalyst
among development agencies.

Contact: Mohamed T. El-Ashry, Chief Executive Officer and Chairman
Address: 1818 H Street, N.W.

Washington, D.C. 20433
U.S.A.

Phone: 202-473-0508
Fax: 202-522-3240
Web site: www.gefweb.org
E-mail: harcher@worldbank.org

International Finance Corporation (IFC)

IFC is an institution of the World Bank Group and promotes economic development by
encouraging private sector investment activities in developing countries.

Address: Corporate Relations Unit
International Finance Corporation
2121 Pennsylvania Avenue, NW,
Washington, DC 20433 USA.

Phone: +202-473-7711
Fax: +202-974-4384
E-mail: Webmaster@ifc.org
Web site: http://www.ifc.org

Photovoltaics/Market Transformation Initiative (PV/MTI)

PVMTI is an initiative of the International Finance Corporation (IFC) and the Global
Environment facility (GEF), to accelerate the sustainable commercialization and financial
viability of solar photovoltaic-based energy services in India, Kenya, and Morocco. The
IFC has designed Impax capital and IT Power Ltd. as the external management team
for PVMTI.

Contact: Vickram Widge
Address: Environment Division

International Finance Corporation
2121 Pennsylvania Avenue, NW
Washington DC 20433

Renewable Energy and Energy Efficiency Fund (REEF)

REEF is a pioneer financing fund focusing on emerging markets, renewable energy, and
energy conservation, and efficiency projects and companies. As of April 2001, REEF
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was capitalized at a level of $65 million equity plus debt facility from the International
Finance Corporation.

Contact: Kenneth R. Locklin, Managing Director
Address: Energy Investors Fund

727 Fifteenth St, NW
11th Floor
Washington, DC 20005
USA

Phone: 202 783 4419
Fax: 202 371 5116
E-mail: klocklin@eifgroup.com

Solar Development Capital

Solar Development Capital is a 10-year, $28.75 million fund that makes minority equity,
quasi-equity and debt investments in solar photovoltaic (PV) and PV-related businesses in
developing nations. SDC seeks to invest in companies involved in distribution, consumer
financing or leasing, manufacturing, or other aspects related to accelerated PV use in rural
areas. Some senior debt may be placed with microcredit institutions. Offices in the United
States. and Netherlands:
US Contact: JD Doliner
Address: Solar Development Capital

1655 North Fort Myer Drive
Suite 520
Arlington VA, 22209-3109

Phone: +1-703-522-5928
Fax: +1-703-522-6450
Web site: www.solardevelopment.org
E-mail: sdcf@mindspring.com

European Contact: Hans Schut
Organization: Solar Development Capital
Address: Utrechtseweg 60

Postbus 55, 3700 AB Zeist,
The Netherlands

Phone: +31-30-693-65-00
Fax: +31-30-693-65-66
Web site: www.solardevelopment.org
E-mail: sdc@triodos.nl

Solar Development Foundation (SDF)

Solar Development Foundation provides technical and business assistance to enterprises in
preparation for larger-scale private investment, and can provide ‘seed’ finance for business
development activities on flexible terms. Business development services may include:
market research, communications and market testing (pilot-scale operations); training;
business planning assistance; development of end-user financing mechanisms, and so on.
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SDF provides relatively soft debt and grant funding for its business development services
with the expectation that the PV and other off-grid renewable electricity businesses that
it assists will to attract follow-on investment.

Contact: Candace Smith, Chief Operating Officer, and Phil Covell, Managing
Director

Organization: Solar Development Foundation
Address: 1655 North Fort Myer Drive, Suite 520

Arlington VA, 22209-3109 USA
Phone: +1 703-522-5928
Fax: +1 703-522-6450
E-mail: sdcf@mindspring.com
Web site: www.solardevelopment.org

Solar Electric Light Fund (SELF)
Acting as a catalyst, SELF provides both financial and technical assistance for solar
energy and wireless communication systems in the developing world. SELF raises seed
funding for in-country NGO’s and financial institutions, which provide microloans for
the purchase of solar home systems (SHS). SELF has launched solar rural electrification
programs and enterprises in India, China, Vietnam, Indonesia, Nepal, South Africa, Brazil,
Uganda, Sri Lanka, Tanzania, and the Solomon Islands.

Contact: Robert A. Freling, Executive Director
Address: 1775 K Street, NW Suite 595

Washington, DC 20006
Phone: 202-234-7265
Fax: 202-328-9512
Web site: http://www.self.org
E-mail: solarlight@self.org

Solar International Management, Inc. (SolarBank Program)
The SolarBank Program is being developed as a future wholesale capital fund with sub-
funds within each country. India and South Africa are the prototype countries. SolarBank
Funds will supply capital to banks, nonbanking finance companies, cooperatives, soci-
eties, microcredit lenders, NGOs, rural finance groups, and others. It will also provide
technical support, training, and special programs to its participating lenders.

Contact: Michael T. Eckhart
Address: Suite 400,1825 I Street NW

Washington DC, 20006.
Phone: +1 202-429-2030
Fax: +1 202-429-5532
E-mail: info@solarbank.com
Web site: http://www.solarbank.com

UNDP Sustainable Energy & Environment Division (SEED)
The Administrator of UNDP made a strategic decision to strengthen UNDP’s environment
and sustainable development capacity by establishing a new division within the Bureau for
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Policy and Programme Support (BPPS): the Sustainable Energy and Environment Division
(SEED). Since its origin, SEED has worked to support UNDP’s overall efforts to help
countries successfully design and carry out programs, which integrate the protection and
regeneration of the environment and the use of natural resources. Assistance is provided
by means of grant aid for technical assistance and investment projects.

Contact: Mr. Roberto Lenton, Director,
Address: SEED,

304 East 45th Street,
New York, N.Y. 10017, USA.

Phone: +1-212-906-5705
Fax: +1-212-906-6973
Web site: http://www.undp.org/seed/

UNEP Collaborating Centre on Energy and Environment

Financing Institution. Promotes and facilitates environmentally conscious energy plan-
ning throughout the world and especially in developing countries. UCCEE is funded
jointly by UNEP, the Danish International Development Agency (DANIDA), and Risoe
National Laboratory.

Contact: Mr. Gordon A. Mackenzie, Senior Energy Planner
Address: UCCEE

Risoe National Laboratory, Bldg. 142, Frederiksborgvej 399,
P.O. Box 49,
DK 4000 Roskilde, Denmark.

Phone: +45-46322288
Fax: +45-46321999
E-mail: gordon.mackenzie@risoe.dk
Web site: http://www.uccee.org

Winrock International

Winrock International is a private, nonprofit organization that works with people in the
United States and around the world to increase economic opportunity, sustain natural
resources and protect the environment.

Contact: Frank Tugwell, President
Address: 1621 North Kent St. – Suite 1200, Arlington, VA 22209-2134
Phone: 703-525-9430
Fax: 703-243-1175
Web site: www.winrock.org
E-mail: information@winrock.org

EUROPE

ASN Bank

Banking for renewable energy projects.

Address: PO Box 30502, 2500 GM Den Haag
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Country: Netherlands
Phone: +31 703 569 333
Fax: +31 703 617 948

Clean Energy Fund

Finance for power generation with clean and renewable energy.

Contact: Peter Dunev
Address: 33 St James Street, London SW1A 1HD
Country: UK
Phone: +44 20 7930 1030
Fax: +44 20 7930 1080

D&B Capital

Financial services to the clean and renewable energy sector.

Address: 33 St James’s Street, London SW1A 1HD
Country: UK
Phone: +44 20 7 930 1030
Fax: +44 20 7 930 1080

Ernst & Young Renewable Energy Unit

Specialists in RE corporate finance, business planning, taxation, and modeling advice.

Contact: Jonathan H Johns
Address: Broadwalk House, Southernhay West, Exeter EX1 1LF
Country: UK
Phone: +44 1392 284300
Fax: +44 1392 284301

European Bank for Reconstruction and Development

The European Bank for Reconstruction and Development (EBRD) was established in
1991. It exists to foster the transition towards open market-oriented economies and to
promote private and entrepreneurial initiative in the countries of central and eastern
Europe and the Commonwealth of Independent States (CIS) committed to and applying
the principles of multiparty democracy, pluralism, and market economics.

Contact: Beverley Harrison
Address: European Bank for Reconstruction and Development

One Exchange Square
London EC2A 2JN, United Kingdom

Phone: +44 20 7338 6000
Fax: +44 20 7338 6100
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E-mail: harrisob@ebrd.com
Web site: http://www.ebrd.org

European Commission DG XVII

Funding Organization. Links to EC energy programs. European Union in collaboration
with EBRD has produced a useful publication related to funding issues for energy-
related projects.

Address: 200 rue de la Loi, B-1049, Bruxelles, Belgique.
Phone: +32 22991111
Fax: +32 22991111
E-mail: ener-info@cec.eu.int
Website: http://europa.eu.int/en/comm/dg17/dg17home.htm

European Investment Bank (EIB)

Funding Organization. One of the objectives of EIB is the investment into energy-related
projects in Europe as well as in the developing countries outside Europe. Provides funding
for assistance with research, development, demonstration, and implementation of projects
related to all aspects of renewable energy.

Address: European Investment Bank (EIB),
100 Bd Konrad Adenauer, L-2950 Luxembourg.

Phone: +35-2-43793122
Fax: +35-2-43793189
Web site: http://www.eib.org

Impax Capital Corporation Ltd

Finance and strategy for environmental infrastructure and technology. External manager
for the IFC’s PV market Transformation Program in India, Morocco, and Kenya.

Contact: Melville Haggard
Address: Broughton House, 6–8 Sackville Street, London W1X 1DD
Country: UK
Phone: +44 20 7 434 1122
Fax: +44 20 7 434 1123

IFU

IFU’s objective is to promote economic activities in developing countries by promoting
investments in these countries in collaboration with Danish trade and industry. IFU par-
ticipates mostly as a share capital partner holding also a seat on the board of directors
together with the Danish company investing in the project company. IFU can also partici-
pate as a cofinancing partner, when an existing company is to be expanded or rehabilitated
or when state-owned companies are privatized.
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Address: Bremerholm 4, DK 1069 Copenhagen K, Denmark.
Phone: +45 33 63 7500
Fax: +45 33 32 2524
E-mail: ifu-cph@inet.uni2.dk
Web site: http://www.ifu.dk/ifu/brief−ifu.htm

ING Bank Nederland

Banking division of ING Group, specialists in renewable energy project finance.

Address: PO Box 1800, Bijlmerplein 888, 1000 BV Amsterdam
Country: Netherlands
Phone: +31 20 652 39 54
Fax: +31 20 652 39 73

New Century Finance Limited

Innovative finance for specific projects and working capital for manufacturers.

Contact: Richard W Price
Address: Pantiles Chambers, 85 High Street, Tunbridge Wells, Kent TN1 1YG
Country: UK
Phone: +44 1892 618461
Fax: +44 1892 618567

New Energies Invest Ltd.

New Energies Invest Ltd. aims to invest into renewable technologies such as solar, wind,
geothermal, biomass, small hydro, and fuel cells. The focus is on nonlisted companies,
that is, typically New Energies Invest is providing growth capital as private equity. Geo-
graphically, New Energies Invest is covering North America and Europe.

Contact: Andreas Knoerzer, First Vice President
Address: c/o Bank Sarasin & Cie., Elisabethenstrasse 62, 4002

BASEL – Switzerland
Phone: +41 61 277 74 77
Web site: newenergies.ch

Rabobank Nederland/Groen Management BV

Specialists in renewable energy project financing. Rabobank is a broad-based financial
services provider, founded on cooperative principles. It has been a leading lender to wind
power projects and other sustainable development.

Address: PO Box 17100, 3500 HG Utrecht
Country: Netherlands
Phone: +31 302 16 49 83
Fax: +31 302 16 19 76
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Triodos Bank NV

Triodos is a social bank with renewable energy, wind, and solar investment funds. Triodos
is the leading socially responsible lender in the Netherlands, and is the comanager of Solar
Development Capital.

Contact: JF Schut
Address: Postbus 55, 3700 AB Zeist
Country: Netherlands
Phone: +31 30 693 6500
Fax: +31 30 693 6555

VTZ Green Money for the Blue Planet Ltd

Financial services based on environmental, ethical, and financial criteria.

Contact: Martin Brenner
Address: Bahnhofsplatz 9, 8023 Zürich
Country: Switzerland
Phone: +41 1 226 45 45
Fax: +41 1 226 45 46

The Wind Fund Plc

Equity investment fund for wind, hydro, and renewable energy projects.

Contact: Simon Roberts
Address: Brunel House, 11 The Promenade, Clifton, Bristol BS8 3NN
Country: UK
Phone: +44 117 973 9339
Fax: +44 117 973 9303

UNITED STATES

ABN Amro Bank NV

Construction and term financing for independent power projects.

Contact: Joseph C Lane
Address: 135 LaSalle Street, Chicago, Illinois 60603
Country: USA
Phone: +1 312 443 2641
Fax: +1 312 750 6387

Commons Capital LP

Commons Capital LP is a venture capital firm investing in private companies, including
renewable energy companies that promise strong financial results and significant contri-
butions to a sustainable future.
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Contact: William Osborn, Manager
Address: Commons Capital Management LLC

115 Buckminster Road
Brookline, MA 02445

Phone: 617-734-1047
Fax: 617-734-3115
E-mail: wosborn@aol.com

E&Co

E & Co was established in 1994 as a nonprofit organization with the strategy of providing
enterprise development services and modest amounts of money in the form of grants,
loans, and equity investments to economically, socially, and environmentally sustainable
energy enterprises in developing countries.

Contact: Michael D. Allen, President
Address: E & Co

383 Franklin Street
Bloomfield, NJ 07003 USA

Phone: 973-680-9100
Fax: 973-680-8066
E-mail: mike@energyhouse.com

FAC/Equities A Division of First Albany Corporation

Investment bank specializing in rapidly growing companies including alternative
energy firms.

Contact: Eric A Prouty
Address: 53 State Street, 29th Floor, Boston, MA 02109–2811
Country: USA
Phone: +1 617 228 3515
Fax: +1 617 228 3515

GE Capital Corporation

Investor in the alternative energy marketplace providing up to 100% of the requirements
for the construction and permanent term financing for projects.

Contact: Craig Reynolds
Address: 1600 Summer Street, 5th Floor, Stamford, Connecticut 06927
Country: USA
Phone: +1 203 357 3872
Fax: +1 203 357 4386

Heller Financial Incorporated

Subsidiary of The Fuji Bank, providing structuring advice and financing for alternative
energy and industrial projects.
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Contact: Gar Seifullin
Address: 500 West Monroe Street, Chicago, Illinois 60661
Country: USA
Phone: +1 312 441 7616
Fax: +1 312 441 7827

New Alternatives Fund Inc

Mutual fund emphasizing clean energy and the environment.

Contact: Maurice or David Schoenwald
Address: 150 Broad Hollow Road, Melville, New York 11747
Country: USA
Phone: +1 631 423 7373
Fax: +1 631 423 7393

Nth Power Technologies

Nth Power technologies is a leading venture capital fund focusing on high-growth invest-
ment opportunities arising out of the restructuring of the global energy marketplace. Nth
Power has investments in distributed generation and storage, communications, control
technology, transmission system automation, outsourcing, and power quality management.

Contact: Nancy Floyd, Managing Partner
Address: 50 California Street, Suite 840

San Francisco, CA 94161
Phone: 415-983-9983
Fax: 415-983-9984
E-mail: info@NthPowers.com
Web site: www.Nthpower.com

SAM Equity Partners Ltd

SAM Equity Partners is the private equity arm of Sustainable Asset Management. SAM
Equity Partners invests in ventures that are commercializing PV-related technologies and
which have a significant presence in Europe or North America. The fund does not invest
in projects or in emerging market economies.

Contact: Nicholas Parker, Principal
Address: 3rd Floor, 8 Faneuil Hall Marketplace

Boston MA 02109, USA
Phone: (+1 617) 973 5112
Fax: (+1 617) 973 6406
E-mail: nick@sam-group.com
Web site: www.sam-group.com
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US Agency for International Development (USAID)

USAID is the international aid agency of the US. government. The energy and environ-
mental technology (EET) division within the environment center (ENV) funds a number
of PV-related programs.

Contact: Dr. Griffin M. Thompson, Director, ENV/EET
Address: USAID

1300 Pennsylvania Avenue
Washington DC 20523
USA

Phone: 202 712 1772
Fax: 202 216 3230
E-mail: gthompson@usaid.gov

ASIA

Asian Development Bank (ADB)

ADB is a multilateral development finance institution, engaged in promoting the economic
and social progress of its developing countries in the Asian and Pacific region.

Address: 6 ADB Avenue, Mandaluyong,
0401 Metro Manila, P.O. Box 789,
Manila Central Post Office,
0980 Manila, Philippines.

Phone: +632-632-4444
Fax: +632-636-2444
E-mail: adbhq@mail.asiandevbank.org
Web site: http://www.adb.org/mainpage.asp

Canara Bank (India)

A public sector bank, it offers loans up to Rs. 25 000, repayment up to 5 years, @ 12.5%
p.a.(PRIORITY SECTOR LENDING RATE), for purchase of solar home systems in India,
through its branch network. The loan sanctioning authority rests with the branch managers.

Address: H.O. 112, JC Road, Bangalore – 560 002 India
Phone: 91-80-222-1581
Fax: 91-80-229-3517

DFCC Bank (Sri Lanka)

A development bank providing fund and fee based services.

Contact: Mr. Jayantha Nagendran
Address: PO Box 1397, 73/5 Galle Road

Colombo 3 Sri Lanka
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Phone: 94 1 440366
Fax: 94 1 440376

IREDA (India)

The financing arm of Ministry of Nonconventional Energy Sources (MNES), Govt. of
India, is the principal organization in India, offering a range of services in the renewable
energy sector.

Contact: Dr. V. Bakthavatsalam, Managing Director
Address: IREDA-Indian Renewable Energy Development Agency Ltd.,

Core-4A, East Court, 1st floor, India Habitat Center, Lodi Road
New Delhi – 110 003 India

Phone: 91-11-460-1344/66
Fax: 91-11-460-2855.
E-mail: gen@ireda1.globemail.com

Grameen Shakti (Bangladesh)

Grameen Shakti (GS) is a not-for-profit rural power company whose purpose is to supply
renewable energy to unelectrified villages in Bangladesh.

Country: Bangladesh
Contact: Mr. Dipal Chandra Barua, Managing Director
E-mail: g−shakti@grameen.net

IT Power India Pvt. Ltd.

A leading renewable energy consultancy with specialist skills in financing of PV projects.
ITPI is the local partner organization for PVMTI. In addition, ITPI assists the Indian
PV industry develop financing proposals to IREDA. ITPI has been involved in over 50
renewable energy projects in 17 countries. Areas of interest include financing, business
packaging, and technical advisory services.

Contacts: Terence J. Hart and Binu K. Parthan
Company: IT Power Pvt Ltd
Address: #6, Rue Romain Roland

Pondicherry, India
Phone: 91-413-342488/227811
Fax: 91-413-340723
E-mail: itpi@itpi.co.in
Web site: www.itpi.co.in

Malaprabha Grameena Bank (India)

A public sector bank, it offers loans up to Rs. 25 000, repayment up to 5 years, @ 12.5%
p.a.(PRIORITY SECTOR LENDING RATE), for purchase of solar home systems in India,
through its branch network. The loan sanctioning authority rests with the branch managers.
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Address: H.O. Post Box No. 111, Belgaum Road, Dharwad – 580 008 India
Phone: 91-836-42861
Fax: 91-836-40393

Manipal Finance Corp. Ltd. (India)

Nonbanking Finance Company (NBFC) offers to lease/finance solar PV systems primarily
due to Govt. of India’s fiscal incentive of accelerated 100% depreciation on renewable
energy systems in the very first year. They are also registered with IREDA as financial
intermediaries. The terms of financing vary from project to project and solar PV water
pumping systems have particularly benefited from leasing companies.

Address: Manipal House, Manipal – 576 119 India
Phone: 91-8252-70741
Fax: 91-8252-70959.

Nagarjuna Finance Ltd. (India)

Nonbanking Finance Company (NBFC) offers to lease/finance solar PV systems primarily
due to Govt. of India’s fiscal incentive of accelerated 100% depreciation on renewable
energy systems in the very first year. They are also registered with IREDA as financial
intermediaries. The terms of financing vary from project to project and solar PV water
pumping systems have particularly benefited from leasing companies.

Address: Nagarjuna Hills, Punjagutta, Hyderabad – 500 082, Andhra Pradesh, India
Phone: 91-40-335-4159
Fax: 91-40-335-3805.

Syndicate Bank (India)

A public sector bank, it offers loans up to Rs. 25 000, repayment up to 5 years, @ 12.5%
p.a.(PRIORITY SECTOR LENDING RATE), for purchase of solar home systems in India,
through its branch network. The loan sanctioning authority rests with the branch managers.

Address: H.O. Manipal – 576 119, D.K. District, Karnataka, India
Phone: 91-8252-70252
Fax: 91-8252-70266.

Winrock International India

Winrock International India (WII) is a nongovernmental organization, an affiliate of Win-
rock International. WII’s mission is to “develop and implement solutions that balance the
need for food, income and environmental quality.”

Contact: Shyamala Abeyratne, President
Address: 7 Poorvi Marg Vasant Vihar, New Delhi, India 110 057 India
Phone: 91 11 614 2965
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Fax: 91 11 614 6004
Web site address: www.winrock.org
E-mail: information@winrock.org

LATIN AMERICA

Inter-American Development Bank (IADB)

The Inter-American Development Bank, the oldest and largest regional multilateral devel-
opment institution, was established in December of 1959 to help accelerate economic and
social development in Latin America and the Caribbean.

Address: 1300 New York Avenue, NW
Washington, DC 20577
United States of America

Phone: 202-623-1000
Web site: http://www.iadb.org

AFRICA

African Development Bank

The African Development Bank is the premier financial development institution of Africa,
dedicated to combating poverty and improving the lives of people of the continent and
engaged in the task of mobilizing resources towards the economic and social progress of
its Regional Member Countries.

Address: African Development Bank
01 BP 1387
Abidjan 01, Cote D’Ivoire

Phone: (225) 20.20.44.44
Fax: (225) 20.20.40.06
Web site: http://www.afdb.org
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Fermi function 68
Fermi level 119, 529, 535
figures of merit 444–6
fill factor (FF) 309
Final Yield 965
financial characteristics 1077–9
financing of PV growth 1073–115

borrowers experience 1081
capital requirements 1076–7
example calculation 1082
grid-connected residences 1079–82
growth outlook 1075
historical development 1073–4
lenders issues 1081
market drivers 1075
organizations involved in 1100–14
residential sector 1082
rural areas 1083–6

financing the PV industry 1091–2

financial-support mechanisms 50
fixed surfaces, irradiation on 943–5
Flat Plate Array Project 230
flat-plate, CIS 36
flat-plate conventional PV modules 947
flat-plate solar cells 268, 989
flexible fold-out arrays 433–5
flexible roll-out arrays 435–6
float zone (FZ) monocrystals 205
floating-zone technique 207
flooded batteries 844
flywheels 799
foil see silicon ribbon and foil production
forecasts 15–19

long-term 18
four-junction III-V cells 417
Fourier Transform Infrared Spectroscopy

(FTIR) 219
Franz Keldysh effect 73
Fraunhofer-Institut fur Solare

Energiesysteme 497–8
free-carrier absorption 74
free enthalpy 802
Fresnel lens 36, 452–3, 462, 464, 466,

474, 485, 487–9, 496
Fresnel module price 992
Fresnel system 990
front-polished and back-textured (FPBT)

329
front-surface recombination velocity 97
front-textured and back-polished (FTBP)

329, 331
fuel cells 854–5
fumed silica 159, 170
functional silanes 160
fundamental absorption 70

GaAs 5, 20, 27, 60, 64, 123–4, 360, 426,
472

back-surface fields 394
optical properties 394
properties at 298K 386
window layers 394
see also GaInP/GaAs; GaInP/GaAs/Ge

GaAs cells 393–4, 994–7
Ge(100) substrates 393–4

GaAs tandem-junction cells 996
GaAsP 360
GaInAs 360
GaInP 5, 20–1, 40, 426, 472

absorption coefficient 388–9
optical properties 387–9
ordering in 387
properties at 298K 386

GaInP solar cells 383–93
back-surface barrier 392–3
characteristics 393
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GaInP solar cells (continued )
doping characteristics 389–91
lattice matching 383–7
window layers 391–2

GaInP/GaAs cell efficiencies 361
GaInP/GaAs multijunction solar cell 360
GaInP/GaAs tandem solar cells 360, 362
GaInP/GaAs/Ge concentrator cell 379–80
GaInP/GaAs/Ge solar cells 361, 363

materials issues 382–98
MOCVD 382
refinements to 403–4

GaInP/GaAs/Ge tandem cell 359
Galaxy XI spacecraft 438
gap states 517–18
GaSb 472
GE Capital Corporation 1109
generator capacity 957–62

versus storage capacity 959
Geospace Electrodynamic Connection

(GEC) projects 440
geosynchronous Earth orbits (GEO) 420
German 100 000 photovoltaic roofs

programme 778–9
germanium

optical properties 394
properties at 298K 386
see also GaInP/GaAs/Ge

germanium cells 394–6, 426–7
III-V heteroepitaxy 395–6
junction formation 394–5

germanium substrates 393–4
Germany 1074
gettering 262, 283
Global Approval Program for Photovoltaics

(PV GAP) 1054
Global Environment Facility (GEF)

1089–91, 1101
global horizontal irradiation 918
global irradiance on inclined surface

927–33
global radiation 913, 920–5
global trends in performance and

applications 20–3
global warming 48
glow discharge deposition at different

frequencies 523–5
goals of current solar cell research and

manufacturing 19
government funding of research and

development 1096–100
government incentives and programs

1092–6
grain boundaries (GB) 183, 185, 217,

310, 333, 337
categorization 337–8

grain boundary interface recombination
velocities 342

grain enhancement, thin-film silicon solar
cells 343–50

grain growth 349
grain size 217–18, 340
grain size distribution 349
grains, categorization 337–8
Grameen Shakti (Bangladesh) 1112
grand canonical potential current density

129
grand canonical potential flow for electrons

130
grand potential 115
green design, PV role in 1011
grid-connected systems 754, 779–80

block diagram 775
decentralized 774–9
dependence of annually used solar

energy from 792
energy losses in 966
energy yield of 965–6
future developments 796–7
inverters 788–9, 881–902
joint ownership 779–80

grid-independent systems, for small
devices and appliances 755–9

Group IB formation in QD arrays 147
Group IB material 144–5
Group IB solar cell

limiting efficiency 147
structure 146

Group III-V semiconductor compounds and
alloys 362

Group III-V solar cells, space applications
426–31

Group VB 120–1, 129, 144–5

H-type bridge 892, 895–6
H-type bridge inverter 892
hazard classification 10
Heat Exchange Method (HEM) 246
heat flow in crystallization 247
heat load and daylight control systems

1013
Helios unmanned prototype aircraft 783,

785
Heller Financial Incorporated 1109–10
heterojunction with intrinsic thin-layer

(HIT) solar cells 271, 288–9
high-efficiency III-V multijunction solar

cells 359–411
antireflective (AR) coating effects

375–6
cell configuration 365–6
chromatic aberration 375
concentration 376–80
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concentration dependence of efficiency
378

current matching 376
current-matching effect on fill factor and

VOC 373
efficiency 382
efficiency versus band gap 370–2
fill factor 382
four-terminal connection 365
growth on other substrates 405–6
implementation into terrestrial systems

406–7
materials availability 398
metallization 378–9
multijunction J–V curves 368–70
overview 359–63
physics of 363–5
series-connected device performance

366–82
series resistance 378–9
single-junction solar cells, physics of

363–5
space applications 363
spectral effects 374–5
spectral fluctuations 374–5
spectrum 377
spectrum splitting 364–5
temperature dependence 380–2
terrestrial energy production 363
theoretical limits to multijunction

efficiencies 364
three-terminal voltage-matched

interconnections 366
top and bottom subcell QE and JSC

367–8
top-cell thinning 372–3
troubleshooting 398–403
two-terminal series-connected (current

matched) 366
high-efficiency multijunction solar cells

551
high-efficiency silicon (HES) cells 415,

426
high-level injection 107–9
high-radiation environment solar arrays

443–4
high specific power arrays 443
high-temperature/intensity arrays 438–9
holes, drift of 531, 534
horizontal radiation, diffuse fraction of

920–5
hot electron solar cells 141–4

band structure 143
hot-wire chemical vapor deposition

(HWCVD) 341, 345–7, 525–6
household appliances, electricity

consumption of 794

housing projects 1020–1, 1023
HS601 spacecraft 426
HS702 spacecraft 426
Hubble space telescope 436–7
human development index (HDI) 2
hybrid systems 763–6, 768, 860
hydrogen, passivation with 283–5
hydrogen dilution 526–7
hydrogen/oxygen storage systems 852–7

applications 855–7
electrolysers 853
gas storage 853–4

hydrogen storage systems 860
hydrogenated amorphous silicon 507

IFU 1106–7
IMCAP 985
impact ionization 76
Impax Capital Corporation Ltd 1106
impurities 219–23
inclination angle versus latitude 942
inclined surface

daily irradiation on 933
global irradiance on 927–33
solar radiation on 920–33

income tax deductions and credits 1096
indirect band gap semiconductors 72, 76
indium-tin-oxide (ITO) layer 547
ING Bank Nederland 1107
ingot fabrication 214–16
In2Se3 –Cu2Se equilibrium phase diagram

573
inside efficiency 322
institutional uses 1083–4
integrated power systems 442–3
integrated PV building see BIPV; building

integration
intensive variables 114
Inter-American Development Bank (IADB)

1114
interest subsidies 1095–6
interface condition 338–41
intermediate band (IB)

concept 39
solar cell band diagram 145

internal gettering 351
international aid 1086–7
International Finance Corporation (IFC)

1089, 1101
international financing sources 1086–91
International Panel on Climate Change

48–9
International Space Organization 422
International Space Station (ISS) 415–16,

434, 782, 784
interstitial impurities 184
interstitial oxygen 219
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intragrain defects 333
inverters 5, 788, 881–902

active quality control in the grid 900
combination of step-down converter with

890
general characteristics 881
grid-connected systems 788–9,

881–902
H-bridge-type 885
high-frequency concepts 894–6
power factor as function of output power

899
power quality 896–9
principles 884–96
safety aspects for grid-connected

systems 900–2
square-wave-type 884–5
stand-alone operation 883
stand-alone systems 789–90
three-phase PWM 894
with sinusoidal AC output 885–96

Ioffe Physical-Technical Institute 498
ionizing radiation 419
IREDA (India) 1112
iron concentration 222
irradiance 913, 915
irradiance measurements 721–2
irradiance to daily irradiation ratios 926
irradiation 913

of most widely studied surfaces 940–1
on fixed surfaces 943–5

IT Power India Pvt. Ltd. 1112
I–V characteristics 92–5, 336
I–V curves 275–6, 299, 867, 949–50
I–V measurements

cell and module systems 731–6
multijunction cells 400–1
simulator-based 722–3

I–V performance 548–9

Japan, PV programs 1097
Japanese residential PV promotion program

777
Jet Propulsion Laboratory (JPL) Flat Plate

Array Project 230
joint ownership project 781
JRC Ispra guidelines 965
junction isolation 274
J–V characteristics 544
J–V curves 341–2, 368–70

for series-connected subcells 369

Kyoto Protocol 22

Lafarge Braas PV 700 roof tile system
1015

Lagrange invariant 118

Landsberg efficiency 148
laser-grooved buried-grid (LGBG)

industrial cells 264
laser-grooved buried-grid (LGBG) solar

cell process 290–1
laser-induced recrystallization 350
laser-pulse time-of-flight measurements

531
law of the junction 88
lead acid batteries 806, 817, 826–49, 856

acid stratification 837–9
ageing processes and their influences of

properties 837
applications 829–35
charge/discharge process in lead

electrode 828
charging 845–6
chemistry 827–9
concepts 829–35
corrosion 840
deep-discharge protection 847–9
discharge capacity 836–7
discharge curves 849
erosion 840–1
fundamentals 829–35
ice formation 842–3
operation strategies 844–9
peripherals 843–4
reverse charging 842
short circuits 841–2
sulphation 839
technology 829–35
voltage thresholds 875–6

lead sulphate crystals 807
Legendre’s transformation 114–15
less-developed areas 972
light absorption 70–4
light emitting diode (LED) 76, 137–8,

148
light-induced degradation (LID) 212–13
light-soaking effects 541
light-trapping 269–70, 320, 325–7, 333,

537–8
lithium batteries 859
lithium-ion batteries 822–4
lithium-polymer batteries 822–4
local apparent time 909
local horizon 939
long-base approximation 96
Loss of Load Probability (LLP) 956–7,

960–1, 963–4
low intensity low temperature (LILT) cells

441–2
low pressure chemical vapor deposition

(LPCVD) method 213
low-Earth orbit (LEO) 414, 420
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MACD 307–8, 311, 327–31
influence of bottom angle of texture pits

331–2
influence of density of texture pits 332
influence of texture height 331

magnesium dopant 391
Malaprabha Grameena Bank (India)

1112–13
Manipal Finance Corp. Ltd. (India) 1113
MARC 245
market demand 1084
market distribution by technologies 21
market evolution 47
market expansion 39–40
market growth rates 50
market share of monocrystalline and

multicrystalline solar cells 256
market volume 56
markets 15–19
Mars Pathfinder Sojourner Rover 432
Mars solar arrays 440
Mars solar electric propulsion (SEP)

vehicle 428
Martin Marietta point-focus Fresnel system

462–3
Mataro Library, Barcelona, Spain 776
matching component cells in multijunction

designs 550
matching DC/DC converter (MDC) 871
Mathiessen’s rule 79
maximum achievable current density see

MACD
maximum power calculation 950
maximum power point (MPP) 93–4, 866,

881–2, 900, 952–3
deviations 883

maximum power point tracking (MPPT)
871–3, 881, 894

mean global daily irradiations 917
mechanical stacks 404–5
mechanical texturing 285–6
median cracks 228
MESSENGER Discovery mission 439
metal-induced crystallization (MIC)

344–9
metal-insulator-semiconductor (MIS)

contacts 258
metallization techniques 263–4
metallurgical grade silicon 24, 157–8,

161–7, 176–7
casting 166
crushing 166
economics 167
furnace for production of 164
refining 163–6
upgrading purity 194–8

metalorganic chemical vapor deposition
(MOCVD) 360

GaInP/GaAs/Ge solar cells 382
Meteosat weather satellite 783
Mexico, rural electrification 1064–5
microcrystalline silicon solar cells 551–2
microenterprise 1083
micromorph devices 552–3
microwave glow discharge deposition 525
micro-X-ray 347
mid-Earth orbits (MEO) 420
Miller indices 65
minority-carrier diffusion equation 82–3,

89
minority-carrier diffusion length (MCDL)

307, 351
minority-carrier lifetime 77
minority-carrier recombination 185
mobility edges 517
modularity 56
module aperture area 35
module manufacturing, a-Si-based solar

cells 553–8
module price for silicon cell technology

985–90
module temperature, BIPV 1034–5
monitoring systems and interfaces 843,

874
monochromatic cell 124–6
monochromatic cell efficiency versus

photon energy 125
monocrystalline float zone (FZ-Si) material

260
monocrystalline Si cells 1031–2
monoenergetic membrane 144
morphological defects 401
MOS-FETs 866, 868
multicrystalline silicon (mc-Si) 21, 26,

206
multicrystalline solar cells 256, 283–7
multicrystalline wafers 285
multijunction designs, matching component

cells in 550
multijunction III-V cells 427–8
multijunction solar cells 20, 38, 132–5,

510–11, 542–53
advantages 542–4
I–V measurements 400–1
measurement procedures 728–30
principles and operation 362
quantum efficiency measurements 549

multilinear Lagrange invariant 118
multi-wire sawing technique 224

n-type material 77, 83
n-type semiconductors 76
n-type side 25
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n-type silicon 184
Nagarjuna Finance Ltd. (India) 1113
nanotechnology 39
National Meteorological Services 916
National Renewable Energy Laboratory

(NREL) 323, 360, 498
natural integration 1015
NEDO process 198
Nernst equation 803
New Alternatives Fund Inc. 1110
New Century Finance Limited 1107
New Energies Invest Ltd. 1107
NiCd batteries 818–21
nickel-metal hydride (NiMH) batteries

821–2
Ni-Si phase diagram 190
nominal operating cell temperature

(NOCT) 714, 947, 951, 955
noncrystalline semiconductors 517, 532
n-p junction 340
Nth Power Technologies 1110
nucleation 349
numerical modeling of solar cells 109–10
numerical simulations of crystal growth

techniques 244–51

off-grid energy supply systems,
characteristics of 55

off-grid power supply systems 54–7, 754
future developments 794–6
prerequisites 57

off-grid rural electrification 768–71
categorization of delivery models

773–4
economic aspects 771–4
see also rural electrification

open-circuit voltage 309, 529, 534–7,
809, 951, 954

optical confinement 285
optical design, a-Si:H solar cells 537–40
optical generation rate 89
optical properties

crystalline silicon photovoltaic modules
300

GaAs 394
GaInP 387–9
germanium 394
thin-film silicon solar cells 328

optics 268–70, 326–36
concentrators 452–5, 474–95

optimal tilt angle for minimizing solar
generator size 793

Orbital Workshop array 414
Ostwald ripening 185
overcast skies, radiance distribution

associated with 930
overvoltage 806

oxygen as impurity in silicon 187–8
oxygen segregation 220

p-type material 77, 83
p-type multicrystalline silicon 217, 220
p-type semiconductors 76
p-type side 24
pair formation 185
parallel resistance 953
parasitic power loss 37
parasitic resistance effects of solar cell

102
partial-shunting controller 869
passivated emitter rear contact (PERC) cell

466
passivated emitter rear floating junction

(PERF) cells 266
passivated emitter rear locally diffused

(PERL) cells 261, 263, 266,270–1,
314–15, 469

passivated emitter rear totally diffused
(PERT) cell 266, 314

passivation with hydrogen 283–5
Pathfinder unpiloted prototype 782
Pb/H2SO4/PbO2 cell 830
PC1D 334
peak load 51
peak-load-reduction technology 14
performance rating methods, energy-based

716–17
performance ratio (PR) 965
periodic table of elements 64
personal digital assistant 58
phonon absorption 72
phonons 72
phosphorus diffusion 273
phosphorus doping 518
photocarrier drift in absorber layers

530–3
photoconductivity 505
photoluminescence (PL) intensity 400
photon absorption 71–2
photon conversion efficiency, wavelength

dependence of 363–4
photon energy 61, 70, 73, 130

monochromatic cell efficiency versus
125

photon flux 74, 121
photon flux absorption 313
photons 3, 5, 61, 117–18, 127–8, 142,

144
photosynthesis 39
photovoltaic cells 57

and BIPV modules 1029–35
manufacturers 22
measurement and characterization

701–52
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Photovoltaic Concentrator Applications
Experiments 462

photovoltaic concentrators see
concentrators

photovoltaic conversion, efficiency of
113–51

photovoltaic converters 59, 120–31
photovoltaic-diesel-hybrid system 768
photovoltaic efficiency 701

annual 717
photovoltaic electricity 39

contribution of 40–1
technical potential 54

Photovoltaic Energy Project (PEP) 727
photovoltaic engineering problems 925
photovoltaic generator behavior under real

operation conditions 947–56
photovoltaic industry 153
photovoltaic integrated as roofing louvres,

façades and shading 1011–14
photovoltaic module cell temperature 955
photovoltaic module orientations 925
photovoltaic module placement and

shadowing 1039
photovoltaic modules 5, 7, 34, 46, 60

BIPV 1029–35
certification 745–6
energy collection and delivery 905–70
I–V curve 867
integration in architecture 1019–21
measurement and characterization

701–52
net energy loss 10–11
qualification 745–6
rating 947
solar radiation available for fixed

flat-plate conventional 947
transparent 1009
world production 22

photovoltaic performance, annual 718
photovoltaic performance rating 701–20
photovoltaic rating criterion 716
photovoltaics 753–98, 972

advantages and disadvantages 3
and all of the world’s needs 7
and development 1043–71
areas of application 45, 754
as empowering technology 1–2
as environmentally clean and green

technology 9
as long-term substitute for electricity

generation 48–54
as small-scale cottage industry 7
basic R&D 19
components 784–94
consumer applications 756–7
development dimension 54–7

economic assessment 980–4
experience curve for 1976 to 1998 17
funding 8–9
future developments 794–6
future of emerging technologies 37–9
future potential 40
future prospects 999–1002
history 11–15
immediate and exclusive use 7
land area requirement 6–7
motivation for application and

development 45–60
myths of 5–11
notable events in history of 12
overview 753–4
public funding for R&D 9
public support 8
rational decision to develop 972
status 1
trend in worldwide applications 8
use of term 3–5
Utility-Scale Applications (PVUSA)

project 467, 715, 736
Photovoltaics/Market Transformation

Initiative (PV/MTI) 1101
pin device, electronic structure 528–30
pin photodiodes 508–9
pin solar cell 109

absorber layer design 533–4
band diagram 110
power output 533

planar cell structures 310
plant cost 34
plasma-deposited silicon thin film 527
plasma-enhanced chemical vapor

deposition (PECVD) 28, 243, 258,
284–5,314, 324, 341, 353, 520–1

pn junction 5, 24–5, 29
n-type 30
p-type 30

PN-junction diode electrostatics 83–7
point-contact cell design 469
point defects 184
point-focus Fresnel modules and systems

462
point-focus optics 456
Poisson’s equation 81, 83
polar tracking 946
polycrystalline silicon 21, 26, 310
polycrystalline silicon wafers 1032–3
polymethyl methacrylate (PMMA) 453,

495
polysilicon 24, 161

historical processes to manufacture 199
rejects 178–9
research projects 199
see also semiconductor grade silicon
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Polytechnical University of Madrid
496–9

porous-Si layer on single-crystal substrate
317

post-treatment
by chemical leaching 195–6
by extraction metallurgy in ladle

196–8
power conditioning 863–903
power distribution of solar irradiation 966
Power Management and Distribution

(PMAD) 441
powerguard flat-roof PV system 1012
precipitates in silicon 190–3
precipitation 185
pre-electrification 1068
premature capacity loss 832
price–experience curve 47–8
primary reference cell calibration methods

723–6
Production of High Silicon Alloys 167
professional industrial systems 57
proton exchange membrane fuel cell

(PEMFC) 854
pumping stations 56
pumping systems 768
PVUSA 467, 715, 736
PWM controllers 871, 895
pyrogenic silica 170

QD arrays, IB formation in 147
quality-assurance and quality-control

(QA/QC) evaluation 555
quantum dot (QD) arrays 148

IB formation in 147
quantum dot (QD) solar cells 442
quantum efficiency 538
quantum efficiency measurements,

multijunction cells 549
quantum efficiency spectra 545
quartz, carbothermic reduction 167
quartz-furnaces 273
quasi-Fermi energy 535–6
quasi-Fermi levels 119–20, 122, 126, 145
quasi-neutral region 83

R&D
funding sources 1099–100
future programs 1099
government funding 1096–100

Rabobank Nederland/Groen Management
BV 1107

radiance distribution associated with
overcast skies 930

radiation, use of term 913
radiation spectrum for black body 63

Radio Corporation of America (RCA)
506

rapid thermal processes (RTP) 282–3,
314, 350, 353

reactive ion etching (RIE) 286–7
realistic reporting conditions (RRC) 716
receiver position 912
rechargeable alkali mangan (RAM)

batteries 822
recombination current 339
recombination mechanisms 113
recombination process 74–7, 121
recombination sites 185
recombinators 844
redox batteries 860
redox electrolyte 667–8
redox-flow batteries 850–2
reference cell calibration procedures

intercomparison 727–8
uncertainty estimates 726–7

Reference Year 937
Reference Yield 965
reflective concentrator configurations 454
reflective secondary concentrators 463
refractive lenses 485–9
Regional Solar Programme (RSP) 1067
relative transmittance plotted against angle

of incidence 935
reliability, stand-alone systems 953–6
reliability maps 959, 961
remote areas 57, 761–74, 1048

see also rural electrification
remote low power systems 57
remote (or village) systems 972
renewable energies 54
Renewable Energy and Energy Efficiency

Fund (REEF) 1101
renewable energy sources 45

current use and current potentials 46
repeater station 762–3
residential sector

financing for 1079–82
financing of PV growth 1082
rooftop system 1079

reverse bias 139
RF glow discharge deposition 521–3
Ribbon Growth on Substrate (RGS)

231–2, 236–41, 246, 249–50
RIGES 17
rigid panel planar arrays 432–3
rolling-grain model 227
roof-integrated photovoltaic system 53,

1008
rooftop PV generators 774
Rossi X-Ray Timing Explorer (XTE) 433
Ru complex photosensitizers 666–7,

685–6
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rural areas 56–7, 1049–51, 1053,
1083–6

financing PV 1083–6
rural electrification 14, 1045–6

advantages of PV technology 1048–9
applications 1046–7
Argentina 1061
barriers to PV implementation

1051–60
Bolivia 1061–3
Brazil 1063–4
initial cost 1055–60
Mexico 1064–5
nontechnical issues 1055–9
Sri Lanka 1065–7
toward a new paradigm 1068–9
trained human resources for 1059–60
see also off-grid

rural energy scene 1046

safety procedures 9–10
Sahel, water pumping 1067–8
SAM Equity Partners Ltd. 1110
Sandia Baseline III point-focus module

design 465
Sandia National Laboratories Concentrator

Program 461–2
satellites 59–60, 363
SAVANT radiation degradation modeling

computer 420
saw damage 271–2

and wafer quality 229–30
Scanning Electron Microscopy (SEM)

193, 221
SCARLET arrays 416, 427–8, 437
Scarlet Deep Space One Satellite 59
scattering mechanisms 79
Schrödinger equation 65
Schüco façade profile system 1031
Schüco roof profile system 1030
screen printing 261, 265, 275–9, 679–80
SEA Corporation 466
second-order effects 953–6
secondary electrochemical accumulators

with internal storage 817–49
secondary optical element (SOE) 454
segregation coefficient 219
selenium 505
selenium dopant 389–90
selenization 29
self-discharge 811
self-interstitial 184
self-regulating PV system 865
semiconductor band gap 121, 153
semiconductor equations 81–2
semiconductor grade silicon 24, 176–7

economics and industry 175

Ethyl Corporation process for 173–5
production 167–75
Siemens process for 168–72
Union Carbide process for 172–3

semiconductor lasers 76
semiconductors 5

crystal structure 64–5
electronic grade 64–5
fundamental properties 64–83
n-type 69–70
nondegenerate 68
p-type 69–70

semitransparent cells 1034
series resistance 951
shading structure 1013
shading system 1014
shadows and trajectory maps 939
Shell Solar/BOAL profiles 1008
Shockley–Queisser cell

entrophy production in 129–31
thermodynamic consistence of 126–9

Shockley–Read–Hall (SRH) lifetimes
257, 261

Shockley–Read–Hall (SRH)
recombination 75, 620

shopping mall, Lausanne 1024
short-circuit current 92, 422, 540, 951,

953
short-circuit current density 536
shunt resistances 102–4
SiC 163
SiC bond 156
SiC formation 221
Siemens process for semiconductor grade

silicon 168–72
Siemens Solar Boron Back Surface Field

(BSF) process 213
SiGe alloys 519
silica

aluminothermic reduction of 201
carbothermic reduction of 161–3, 198

silicon 5, 154–61, 182
bulk monocrystalline material 206–13
carbon as impurity in 187
cell technology, module price for

985–90
chemical properties relevant for

photovoltaics 156
crystalline 153–4
current feedstock to solar cells 175–9
dopant 390
effect of various impurities 186–93
electrolytic transfer of 201
feedstock for crystalline cells 178
group IIIA impurities 186–7
group VA impurities 186–7
health factors 156–7
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silicon (continued )
history 157–61
impurities 155
mechanical properties 155
miscellaneous applications 161
multicrystalline wafers 176
occurrence 154
oxygen as impurity in 187–8
physical properties relevant for

photovoltaics 154–5
precipitates in 190–3
refractive index 155
requirements for crystalline solar cells

179
semiconductor material 160–1
single-crystal wafers 154, 176
solar grade feedstock 153–204
solidification 179–82
thermal properties 155
transition-metal impurities in 188–90
ultra-pure 160–1
see also metallurgical grade silicon;

semiconductor grade silicon; solar
grade silicon routes

silicon alloys 157
band gaps 544–6
doping 528

silicon applications 157–61
in aluminum industry 158–9
in chemistry 159–60

Silicon Film (SF) 230, 239–42, 244, 251
silicon metal 157–8, 161
silicon monoxide 163
silicon multicrystalline sawn wafers 154
silicon nitride 243, 283

passivation 281
silicon ribbon crystal growth technology,

productivity comparisons 238–9
silicon ribbon/foil growth techniques 232
silicon ribbon/foil production 230–44

manufacturing technology 239–40
process description 232–8

silicon ribbon/foil technology 231
future directions 243–4

silicon ribbon material properties and solar
cells 240–3

silicon ribbon/multicrystalline film 176
silicon ribbon wafer/foil technologies 251
silicon ribbons 288
silicon solar cells 240–3

power density 421
space applications 425–6
temperature coefficients 719

silicon tetrachloride 159, 171
silicon-wafer-based PV module costs 25
silicones 159

SIMS (secondary ion mass spectroscopy)
347

simulation of bulk silicon crystallization
247–9

simulation of silicon ribbon growth
249–51

simulation tools 245
single level trap (SLT) 75
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