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This book is an updated and extended version of
the third edition, which was published in 2001. This
has proved to be as popular and successful as the
first two editions, but the continuing advances in
construction materials technology and uses, not least
in the many factors and issues relating to the sus-
tainability of construction, have resulted in the need
for this new fourth edition.

The first edition was published under the title
Concrete, Timber and Metals in 1979. Its scope, con-
tent and form were significantly changed for the
second edition, published in 1994, with the addition
of three further materials — bituminous materials,
masonry and fibre composites — with a separate part
of the book devoted to each material, following a
general introductory part on ‘Fundamentals’.

This overall format was well received by both
students and teachers, and was retained in the
third edition, with a short section on polymers
added. In this new edition, this format has again
been retained; the principal modifications and exten-
sions are:

e the ‘Fundamentals’ section has been reformatted
into chapters which can more readily be studied
independently if required

® a new section on glass has been added, reflecting
its increasing use as a structural material;

e for each material the issues concerned with end-
of-life and recycling, now major considerations,
have been discussed

® a new section on ‘Selection, use and sustainability’
has been added, which compares the mechanical
properties of all the materials and considers some
of the factors relating to their selection for use
and the consequences for society and the environ-
ment. This brings together much of the property
data presented in the individual sections, and
leads on to issues of sustainability that will in-
creasingly dominate the life and careers of many
who read this book.

Preface

Peter Domone

Three of the contributors to the third edition, John
Dinwoodie (timber), Len Hollaway (polymers and
polymer composites) and Bob de Vekey (masonry)
were able and willing to contribute again. Others
were not due to changes in interests or retirement,
but fortunately, Gordon Airey (bituminous mater-
ials) and Phil Purnell (fibre-reinforced cements and
composites) have stepped in and taken over their
respective sections. Graham Dodd has contributed
the new section on glass.

The co-author of the first edition, editor of the
second edition and inspiration for the third edition,
John Tllston, is still flourishing in his retirement and
again provided encouragement for me to continue
as editor.

Objectives and scope

As with the previous editions, the book is addressed
primarily to students taking courses in civil or struc-
tural engineering, where there is a continuing need
for a unified treatment of the kind that we have
again attempted. We believe that the book provides
most if not all of the information required by students
for formal courses on materials throughout three-
or four-year degree programmes, but more specialist
project work in third or fourth years may require
recourse to the more detailed texts that are listed
in ‘Further reading’ at the end of each section. We
also believe that our approach will continue to pro-
vide a valuable source of interest and stimulation
to both undergraduates and graduates in engineering
generally, materials science, building, architecture
and related disciplines.

The objective of developing an understanding
of the behaviour of materials from a knowledge of
their structure remains paramount. Only in this way
can information from mechanical testing, experience
in processing, handling and placing, and materials
science, i.e. empiricism, craft and science, be brought

xiii



Preface

together to give the sound foundation for materials
technology required by the practitioner.

The ‘Fundamentals’ section provides the necessary
basis for this. Within each of the subsequent sections
on individual materials, their structure and compo-
sition from the molecular level upwards is discussed,
and then the topics of manufacture and processing,
deformation, strength and failure, durability and
recycling are considered. A completely unified treat-
ment for each material is not possible owing to their
different natures and the different requirements for
manufacture, processing and handling, but a look
at the contents list will show how each topic has been
covered and how the materials can be compared
and contrasted. Cross-references are given through-
out the text to aid this, from which it will also be
apparent that there are several cases of overlap
between materials, for example concrete and bitu-
minous composites use similar aggregates, and Portland
cement is a component of masonry, some fibre com-
posites and concrete. The final section enables com-
parison of mechanical properties of the materials,
from which it is possible to get an idea of how each
fits into the broad spectrum available to construc-
tion engineers, and then discusses some of the sus-
tainability issues relating to all the materials.

It is impossible in a single book to cover the field
of construction materials in a fully comprehensive
manner. Not all the materials used in construction
are included, and although some design consider-
ations are included the book is in no way a design

guide or manual - there are more than adequate
texts on this available for all materials that we have
included. Neither is this book a manual of good
practice. Although some tables of the various prop-
erties discussed have been included, we have not
attempted to provide a compendium of materials
data — again this can be found elsewhere.

Nevertheless we hope that we have provided a
firm foundation for the application and practice of
materials technology.

Levels of information

The structure of materials can be described on
dimensional scales varying from the smallest, atomic
or molecular, through materials structural to the
largest, engineering. Figure 0.1 shows that there is
considerable overlap between these for the different
materials that we consider in this book.

THE MOLECULAR LEVEL

This considers the material at the smallest scale, in
terms of atoms or molecules or aggregations of
molecules. It is very much the realm of materials
science, and a general introduction for all materials
is given in Part 1 of the book. The sizes of the
particles range from less than 107'° to 10 m, clearly
an enormous range. Examples occurring in this book
include the crystal structure of metals, cellulose
molecules in timber, calcium silicate hydrates in

Engineering level

Materials structural level

Molecular level "
< > metres
102 10" 10" 10° 10® 107 10°® 10° 10* 10° 102 107 1 10 100
picometre nanometre micrometre millimetre
pm nm um mm
o >
oms
i ° <}:{> Structures
Molecules Structural
° PY elements
Crystals
Clay Silt Sand Gravel
r—e r—
Cement Bricks and blocks

Fig. 0.1 Sizes of constituents and components of structural materials and the levels considered in the discussions in

this book.
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hardened cement paste and the variety of polymers,
such as polyvinyl chloride, included in fibre
composites.

As shown in Part 1 consideration of established
atomic models leads to useful descriptions of the
forms of physical structure, both regular and dis-
ordered, and of the ways in which materials are
held together. Chemical composition is of funda-
mental importance in determining this structure.
This may develop with time as chemical reactions
continue; for example, the hydration of cement is
a very slow process and the structure and properties
show correspondingly significant changes with time.
Chemical composition is of special significance for
durability, which is often determined, as in the cases
of timber and metals, by the rate at which external
substances such as oxygen or acids react with the
chemicals of which the material is made.

Chemical and physical factors also come together
in determining whether or not the material is
porous, and what degree of porosity is present.
In materials such as bricks, timber and concrete,
important properties such as strength and rigidity are
inversely related to their porosities. Similarly, there
is often a direct connection between permeability
and porosity.

Some structural phenomena, such as dislocations
in metals, are directly observable by microscopic
and diffractometer techniques, but more often math-
ematical and geometrical models are employed to
deduce both the structure of the material and the
way in which it is likely to behave. Some engineer-
ing analyses, like fracture mechanics, come straight
from molecular scale considerations, but they are
the exception. Much more often the information
from the molecular level serves to provide mental
pictures that aid engineers’ understanding so that
they can deduce likely behaviour under anticipated
conditions. In the hands of specialists knowledge of
the chemical and physical structure may well offer
a route to the development of better materials.

MATERIALS STRUCTURAL LEVEL

This level is a step up in size from the molecular
level, and the material is considered as a composite
of different phases, which interact to realise the
behaviour of the total material. This may be a matter
of separately identifiable entities within the material
structure as in cells in timber or grains in metals;
alternatively, it may result from the deliberate mix-
ing of disparate parts, in a random manner in
concrete or asphalt or some fibre composites, or in
a regular way in masonry. Often the material consists
of particles such as aggregates distributed in a

Preface

matrix such as hydrated cement or bitumen. The
dimensions of the particles differ considerably, from
the wall thickness of a wood cell at 5 x 10 m to
the length of a brick at 0.225 m. Size itself is not
an issue; what matters is that the individual phases
can be recognised independently.

The significance of the materials structural level
lies in the possibility of developing a more general
treatment of the materials than is provided from
knowledge derived from examination of the total
material. The behaviours of the individual phases
can be combined in the form of multiphase models
that allow the prediction of behaviour outside the
range of normal experimental observation. In for-
mulating the models consideration must be given
to three aspects.

1. Geometry: the shape, size and concentration of
the particles and their distribution in the matrix
or continuous phase.

2. State and properties: the chemical and physical
states and properties of the individual phases
influence the structure and behaviour of the
total material.

3. Interfacial effects. The information under (1) and
(2) may not be sufficient because the interfaces
between the phases may introduce additional
modes of behaviour that cannot be related to
the individual properties of the phases. This is
especially true of strength, the breakdown of the
material often being controlled by the bond
strength at an interface.

To operate at the materials structural level requires
a considerable knowledge of the three aspects
described above. This must be derived from testing
the phases themselves, and additionally from inter-
face tests. While the use of the multiphase models
is often confined to research in the interest of im-
proving understanding, it is sometimes taken through
into practice, albeit mostly in simplified form. Ex-
amples include the estimation of the elastic modulus
of concrete, and the strength of fibre composites.

THE ENGINEERING LEVEL
At the engineering level the total material is con-
sidered; it is normally taken as continuous and
homogeneous and average properties are assumed
throughout the whole volume of the material body.
The materials at this level are those traditionally
recognised by construction practitioners, and it is
the behaviour of these materials that is the endpoint
of this book.

The minimum scale that must be considered is
governed by the size of the representative cell, which

XV
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is the minimum volume of the material that repres-
ents the entire material system, including its regions
of disorder. The linear dimensions of this cell varies
considerably, from say 10™® m for metals to 0.1 m
for concrete and 1 m for masonry. Properties meas-
ured over volumes greater than the unit cell can
be taken to apply to the material at large. If the
properties are the same in all directions then the
material is isotropic and the representative cell is a
cube, while if the properties can only be described
with reference to orientation, the material is aniso-
tropic, and the representative cell may be regarded
as a parallelepiped.

Most of the technical information on materials
used in practice comes from tests on specimens of
the total material, which are prepared to represent
the condition of the material in the engineering
structure. The range of tests, which can be identified
under the headings used throughout this book,
includes strength and failure, deformation and
durability. The test data are often presented either
in graphical or mathematical form, but the graphs
and equations may neither express the physical and
chemical processes within the materials, nor provide
a high order of accuracy of prediction. However,
the graphs or equations usually give an indication
of how the property values are affected by significant
variables, such as the carbon content of steel, the
moisture content of timber, the fibre content and
orientation in composites or the temperature of
asphalt. It is extremely important to recognise
that the quality of information is satisfactory
only within the ranges of the variables used in the

XVi

tests. Extrapolation beyond those ranges is very
risky and all too easy to do when using best-fit
equations generated by tools contained within
spreadsheet software. This is a common mistake
made not only by students, but also by more experi-
enced engineers and technologists who should know
better.

A note on units

In common with all international publications, and
with national practice in many countries, the SI
system of units has been used throughout this text.
Practice does however vary between different parts
of the engineering profession and between indi-
viduals over whether to express quantities which have
the dimensions of [force]/[length]* in the units of
its constituent parts, e.g. N/m” , or with the inter-
nationally recognised combined unit of the Pascal
(Pa). In this book the latter is generally used, but
you may find the following relationships useful
whilst reading:

1 Pa = 1 N/m? (by definition)
1 kPa = 10° Pa = 10° N/m? = 1 kN/m?
1 MPa = 10° Pa = 10° N/m? = 1 N/mm?
1 GPa = 10° Pa = 10° N/m? = 1 kN/mm?

The magnitude of the unit for a particular property
is normally chosen such that convenient numbers
are obtained e.g. MPa (or N/mm?) strength and
GPa (or kN/mm?) for the modulus of elasticity of
structural materials.



Introduction

We conventionally think of a material as being either
a solid or a fluid. These states of matter are con-
veniently based on the response of the material to
an applied force. A solid will maintain its shape
under its own Welght and resist applied forces with
little deformation." An unconfined fluid will flow under
its own weight or applied force. Fluids can be divided
into liquids and gases; liquids are essentially incom-
pressible and maintain a fixed volume when placed
in a container, whereas gases are greatly compressible
and will also expand to fill the volume available.
Although these divisions of materials are often con-
venient, we must recognise that they are not distinct,
and some materials display mixed behaviour, such
as gels, which can vary from near solids to near
liquids.

In construction we are for the most part con-
cerned with solids, since we use these to carry the
applied or self-weight loads, but we do need to
understand some aspects of fluid behaviour, for
example when dealing with fresh concrete or the
flow of water or gas into and through a material.

Intermediate viscoelastic behaviour is also
important.

PART 1
FUNDAMENTALS

Revised and updated by Peter Domone,
with acknowledgements to the previous
authors, Bill Biggs, lan McColl and

Bob Moon

This first part of the book is aimed at both describ-
ing and explaining the behaviour of materials in gen-
eral, without specifically concentrating on any one type
or group of materials. That is the purpose of the
later sections. This part therefore provides the basis
for the later parts, and if you get to grips with the
principles then much of what follows will be clearer.

In the first chapter we start with a description of
the building blocks of all materials — atoms — and
how they combine in single elements and in com-
pounds to form gases, liquids and solids. We then
introduce some of the principles of thermodynamics
and the processes involved in changes of state, with
an emphasis on the change from liquid to solid. In
the next two chapters we describe the behaviour of
solids when subjected to load and then consider the
structure of the various types of solids used in con-
struction, thereby giving an explanation for and an
understandmg of their behaviour.

This is followed in subsequent chapters by con-
sideration of the process of fracture in more detail
(including an introduction to the subject of fracture
mechanics), and then by brief discussions of the
behaviour of liquids, viscoelastic materials and gels,
the nature and behaviour of surfaces and the electrical
and thermal properties of materials.

! But note that the deformation may still be significant on an engineering scale, as we shall see extensively in this book.






As engineers we are primarily concerned with the prop-
erties of materials at the macrostructural level, but
in order to understand these properties (which we will
introduce in Chapter 2) and to modify them to our
advantage, we need an understanding of the structure
of materials at the atomic level through bonding forces,
molecules and molecular arrangement. Some knowl-
edge of the processes involved in changes of state,
particularly from liquids to solids, is also valuable.

The concept of ‘atomistics’ is not new. The ancient
Greeks — and especially Democritus (ca. 460Bc) —
had the idea of a single elementary particle but their
science did not extend to observation and experiment.
For that we had to wait nearly 22 centuries until
Dalton, Avogadro and Cannizzaro formulated atomic
theory as we know it today. Even so, very many
mysteries still remain unresolved. So in treating the
subject in this way we are reaching a long way back
into the development of thought about the universe
and the way in which it is put together. This is
covered in the first part of this chapter.

Concepts of changes of state are more recent.
Engineering is much concerned with change — the
change from the unloaded to the loaded state, the
consequences of changing temperature, environment,
etc. The first scientific studies of this can be attributed
to Carnot (1824), later extended by such giants as
Clausius, Joule and others to produce ideas such as
the conservation of energy, momentum, etc. Since
the early studies were carried out on heat engines
it became known as the science of thermodynamics,’

! In many engineering courses thermodynamics is treated
as a separate topic, or not considered at all. But, because
its applications set rules that no engineer can ignore, a
brief discussion is included in this chapter. What are these
rules? Succinctly, they are:

® You cannot win, i.e. you cannot get more out of a
system than you put in.

® You cannot break even — in any change something will
be lost or, to be more precise, it will be useless for the
purpose you have in mind.
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but if we take a broader view it is really the art
and science of managing, controlling and using the
transfer of energy — whether the energy of the atom,
the energy of the tides or the energy of, say, a lifting
rig. The second part of this chapter therefore deals
with the concepts of energy as applied to changes
of state, from gases to liquid, briefly, and from liquid
to solid, more extensively, including consideration
of equilibrium and equilibrium diagrams. If these
at first seem daunting, you may skip past these
sections on first reading, but come back to them,
as they are important.

1.1 Atomic structure

Atoms, the building block of elements, consist of a
nucleus surrounded by a cloud of orbiting electrons.
The nucleus consists of positively charged protons
and neutral neutrons, and so has a net positive
charge that holds the negatively charged electrons,
which revolve around it, in position by an electro-
static attraction.” The charges on the proton and
electron are equal and opposite (1.602 x 107" cou-
lombs) and the number of electrons and protons
are equal and so the atom overall is electrically
neutral.

Protons and neutrons have approximately the
same mass, 1.67 x 107 kg, whereas an electron
has a mass of 9.11 x 107" kg, nearly 2000 times
less. These relative densities mean that the size of
the nucleus is very small compared to the size of
the atom. Although the nature of the electron cloud
makes it difficult to define the size of atoms precisely,
helium has the smallest atom, with a radius of about

% Particle physicists have discovered or postulated a con-
siderable number of other sub-atomic particles, such as
quarks, muons, pions and neutrinos. It is however sufficient
for our purposes in this book for us to consider only
electrons, protons and neutrons.
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Table 1.1 Available electron states in the first four shells and sub-shells of electrons in the Bohr atom

(after Callister, 2007)

Principal quantum

Number of

Maximum number of electrons

number (n) Shell Sub-shell (1) energy states (m,) Per sub-shell Per shell
1 K S 1 2 2
2 L s 1 2 8
p 3 6
3 M s 1 2 18
p 3 6
d 5 10
4 N s 1 2 32
p 3 6
d 5 10
f 7 14

0.03 nanometers, while caesium has one of the largest,
with a radius of about 0.3 nanometres.
An element is characterised by:

o the atomic number, which is the number of pro-
tons in the nucleus, and hence is also the number
of electrons in orbit;

e the mass number, which is sum of the number of
protons and neutrons. For many of the lighter ele-
ments these numbers are similar and so the mass
number is approximately twice the atomic number,
though this relationship breaks down with increas-
ing atomic number. In some elements the number
of neutrons can vary, leading to isotopes; the atomic
weight is the weighted average of the atomic masses
of an element’s naturally occurring isotopes.

Another useful quantity when we come to con-
sider compounds and chemical reactions is the mole,
which is the amount of a substance that contains
6.023 x 10 atoms of an element or molecules of
a compound (Avogadro’s number). This number has
been chosen because it is the number of atoms that
is contained in the atomic mass (or weight) expressed
in grams. For example, carbon has an atomic weight
of 12.011, and so 12.011 grams of carbon contain
6.023 x 10* atoms.

The manner in which the orbits of the electrons
are distributed around the nucleus controls the
characteristics of the element and the way in which
atoms bond with other atoms of the same element
and with atoms from different elements.

For our purposes it will be sufficient to describe
the structure of the so-called Bohr atom, which
arose from developments in quantum mechanics in
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the early part of the 20th century. This overcame
the problem of explaining why negatively charged
electrons would not collapse into the positively
charged nucleus by proposing that electrons revolve
around the nucleus in one of a number of discrete
orbitals or shells, each with a defined or quantised
energy level. Any electron moving between energy
levels or orbitals would make a quantum jump with
either emission or absorption of a discrete amount
or quantum of energy.

Each electron is characterised by four quantum
numbers:

e the principal quantum number (n=1,2,3,4...),
which is the quantum shell to which the electron
belongs, also denoted by K, L, M, N ..., cor-
responding ton =1, 2, 3, 4...;

¢ the secondary quantum number (/=0, 1, 2...
n — 1), which is the sub-shell to which the electron
belongs, denoted by s, p, d, f, g, h for [ =1, 2,
3,4, 5, 6, according to its shape;

e the third quantum number (1), which is the
number of energy states within each sub-shell,
the total number of which is 2/ +1;

e the fourth quantum number (2,) which describes
the e]lectron’s direction of spin and is either +2
or —/a.

The number of sub-shells that occur within each shell
therefore increases with an increase in the principal
quantum number (), and the number of energy states
within each subshell (7)) increases with an increase
in the secondary quantum number (/). Table 1.1 shows
how this leads to the maximum number electrons
in each shell for the first four shells.



Lithium

Sodium

Fig. 1.1 The atomic structure of the first three elements
of the periodic table and sodium.

Each electron has a unique set of quantum numbers
and with increasing atomic number, and hence
increasing number of electrons, the shells and sub-
shells fill up progressively, starting with the lowest
energy state. The one electron of hydrogen is therefore
in the only sub-shell in the K shell (denoted as 1s'),
the two electrons of helium are both in this same
shell (denoted as 1s?) and in lithium, which has
three electrons, two are in the 1s' shell and the third
is in the 2s' shell. By convention, the configuration
of lithium is written as 1s’2s'. The configuration
of subsequent elements follows logically (for ex-
ample, sodium with 11 electrons is 1s*2s*2p®3s?).
The structures of these elements are illustrated in
Fig. 1.1.

An extremely important factor governing the
properties of an element is the number of electrons
in the outermost shell (known as the valence elec-
trons), since it is these that are most readily available
to form bonds with other atoms. Groups of elements
with similar properties are obtained with varying
atomic number but with the same number of outer
shell electrons. For example, the ‘alkali metals’
lithium, sodium, potassium, rubidium and caesium
all have one electron in their outermost shell, and
all are capable of forming strong alkalis.

A further factor relating to this is that when the
outermost electron shell is completely filled the elec-
tron configuration is stable. This normally corresponds
to the s and p states in the outermost shell being

Atoms, bonding, energy and equilibrium

filled by a total of eight electrons; such octets are
found in neon, argon, krypton, xenon etc., and these
‘noble gases’ form very few chemical compounds
for this reason. The exception to the octet rule for
stability is helium; the outermost (K) shell only has
room for its two electrons.

The listing of the elements in order of increasing
atomic number and arranging them into groups of
the same valence is the basis of the periodic table
of the elements, which is an extremely convenient
way of categorising the elements and predicting
their likely properties and behaviour. As we will see
in the next section, the number of valence electrons
strongly influences the nature of the interatomic

bonds.

1.2 Bonding of atoms
1.2.1 I0ONIC BONDING

If an atom (A) with one electron in the outermost
shell reacts with an atom (B) with seven electrons
in the outermost shell, then both can attain the
octet structure if atom A donates its valence electron
to atom B. However, the electrical neutrality of the
atoms is disturbed and B, with an extra electron,
becomes a negatively charged ion (an anion), whereas
A becomes a positively charged ion (a cation). The
two ions are then attracted to each other by the
electrostatic force between them, and an ionic com-
pound is formed.

The number of bonds that can be formed with
other atoms in this way is determined by the valency.
Sodium has one electron in its outer shell; it is able
to give this up to form the cation whereas chlorine,
which has seven electrons in its outer shell, can
accept one to form the anion, thus sodium chloride
has the chemical formula NaCl (Fig. 1.2). Oxygen,
however, has six valence electrons and needs to

Electron -~ ____ T~
~ ~ ' /’
~ N transfer .7 -
).‘.o.o. ..
Ny / 3

-——— ~
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Chlorine
2-8-1 2-8-7

Sodium

Fig. 1.2 Ionic bonding.
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(a) Between chlorine atoms

Fig. 1.3 Covalent bonding.

‘borrow’ or ‘share’ twoj; since sodium can only donate
one electron, the chemical formula for sodium oxide
is Na,0. Magnesium has two valence electrons and
so the chemical formula for magnesium chloride is
MgCl, and for magnesium oxide MgO. Thus, the
number of valence electrons determines the relative
proportions of elements in compounds.

The strength of the ionic bond is proportional to
exey/r where e, and e are the charges on the ions
and 7 is the interatomic separation. The bond is
strong, as shown by the high melting point of ionic
compounds, and its strength increases, as might be
expected, where two or more electrons are donated.
Thus the melting point of sodium chloride, NaCl,
is 801°C; that of magnesium oxide, MgO, where
two electrons are involved, is 2640°C; and that of
zirconium carbide, ZrC, where four electrons are
involved, is 3500°C. Although ionic bonding involves
the transfer of electrons between different atoms, the
overall neutrality of the material is maintained.

The ionic bond is always non-directional; that is,
when a crystal is built up of large numbers of ions,
the electrostatic charges are arranged symmetrically
around each ion, with the result that A ions surround
themselves with B ions and vice versa, with a solid
being formed. The pattern adopted depends on the
charges on, and the relative sizes of, the A and B
ions, i.e. how many B ions can be comfortably
accommodated around A ions whilst preserving the
correct ratio of A to B ions.

1.2.2 COVALENT BONDING
An obvious limitation of the ionic bond is that it can
only occur between atoms of different elements, and
therefore it cannot be responsible for the bonding
of any of the solid elements. Where both atoms are
of the electron-acceptor type, i.e. with close to 8
outermost electrons, octet structures can be built
up by the sharing of two or more valence electrons
between the atoms, forming a covalent bond.

For example, two chlorine atoms, which each have
seven valence electrons, can achieve the octet struc-
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(b) Between oxygen atoms

ture and hence bond together by contributing one
electron each to share with the other (Fig. 1.3a).
Oxygen has six valence electrons and needs to
share two of these with a neighbour to form a bond
(Fig. 1.3b). In both cases a molecule with two atoms
is formed (Cl, and O,), which is the normal state
of these two gaseous elements and a few others.
There are no bonds between the molecules, which is
why such elements are gases at normal temperature
and pressure.

Covalent bonds are very strong and directional; they
can lead to very strong two- and three-dimensional
structures in elements where bonds can be formed
by sharing electrons with more than one adjacent
atom, i.e. which have four, five or six valence elec-
trons. Carbon and silicon, both of which have four
valence electrons, are two important examples. A
structure can be built up with each atom forming
bonds with four adjacent atoms, thus achieving the
required electron octet. In practice, the atoms arrange
themselves with equal angles between all the bonds,
which produces a tetrahedral structure (Fig. 1.4).
Carbon atoms are arranged in this way in diamond,
which is one of the hardest materials known and
also has a very high melting point (3500°C).

Covalent bonds are also formed between atoms
from different elements to give compounds. Methane
(CH,) is a simple example; each hydrogen atom
achieves a stable helium electron configuration by
sharing one of the four atoms in carbon’s outer shell
and the carbon atom achieves a stable octet figuration
by sharing the electron in each of the four hydrogen
atoms (Fig. 1.5). It is also possible for carbon atoms
to form long chains to which other atoms can bond
along the length, as shown in Fig. 1.6. This is the
basis of many polymers, which occur extensively in
both natural and manufactured forms.

A large number of compounds have a mixture
of covalent and ionic bonds, e.g. sulphates such as
Na,SO, in which the sulphur and oxygen are cova-
lently bonded and form sulphate ions, which form
an ionic bond with the sodium ions. In both the
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Fig. 1.4 Covalent bonding in carbon or silica to form a continuous structure with four bonds orientated at equal

spacing giving a tetrabedron-based structure.

Fig. 1.5 Covalent bonding in methane, CH,.

ionic and covalent bonds the electrons are held fairly
strongly and are not free to move far, which accounts
for the low electrical conductivity of materials con-
taining such bonds.

1.2.3 METALLIC BONDS

Metallic atoms possess few valence electrons and thus
cannot form covalent bonds between each other;
instead they obey what is termed the free-electron
theory. In a metallic crystal the valence electrons
are detached from their atoms and can move freely
between the positive metallic ions (Fig. 1.7). The
positive ions are arranged regularly in a crystal
lattice, and the electrostatic attraction between the
positive ions and the free negative electrons provides
the cohesive strength of the metal. The metallic
bond may thus be regarded as a very special case

Fig. 1.6 Covalent bonding in carbon chains.
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Fig. 1.7 The free electron system in the metallic bond
in a monovalent metal.

of covalent bonding, in which the octet structure is
satisfied by a generalised donation of the valence
electrons to form a ‘cloud’ that permeates the whole
crystal lattice, rather than by electron sharing between
specific atoms (true covalent bonding) or by donation
to another atom (ionic bonding).

Since the electrostatic attraction between ions and
electrons is non-directional, i.e. the bonding is not
localised between individual pairs or groups of atoms,
metallic crystals can grow easily in three dimensions,
and the ions can approach all neighbours equally
to give maximum structural density. The resulting
structures are geometrically simple by comparison
with the structures of ionic compounds, and it is
this simplicity that accounts in part for the ductility
(ability to deform non-reversibly) of the metallic
elements.

Metallic bonding also explains the high thermal
and electrical conductivity of metals. Since the valence
electrons are not bound to any particular atom, they
can move through the lattice under the application
of an electric potential, causing a current flow, and
can also, by a series of collisions with neighbouring
electrons, transmit thermal energy rapidly through
the lattice. Optical properties can also be explained.
For example, if a ray of light falls on a metal, the
electrons (being free) can absorb the energy of the
light beam, thus preventing it from passing through
the crystal and rendering the metal opaque. The
electrons that have absorbed the energy are excited
to high energy levels and subsequently fall back to
their original values with the emission of the light
energy. In other words, the light is reflected back
from the surface of the metal, which when polished
is highly reflective.

The ability of metals to form alloys (of extreme
importance to engineers) is also explained by the
free-electron theory. Since the electrons are not bound,
when two metals are alloyed there is no question
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of electron exchange or sharing between atoms in
ionic or covalent bonding, and hence the ordinary
valence laws of combination do not apply. The prin-
cipal limitation then becomes one of atomic size,
and providing there is no great size difference, two
metals may be able to form a continuous series of
alloys or solid solutions from 100% A to 100% B
The rules governing the composition of these solutions
are discussed later in the chapter.

1.2.4 VAN DER WAALS BONDS AND THE
HYDROGEN BOND

Ionic, covalent and metallic bonds all occur because
of the need for atoms to achieve a stable electron
configuration; they are strong and are therefore
sometimes known as primary bonds. However, some
form of bonding force between the resulting molecules
must be present since, for example, gases will all
liquefy and ultimately solidify at sufficiently low
temperatures.

Such secondary bonds of forces are known as
Wan der Waals bonds or Wan der Waals forces and
are universal to all atoms and molecules; they are
however sufficiently weak that their effect is often
overwhelmed when primary bonds are present. They
arise as follows. Although in Fig. 1.1 we represented
the orbiting electrons in discrete shells, the true
picture is that of a cloud, the density of the cloud
at any point being related to the probability of
finding an electron there. The electron charge is thus
‘spread’ around the atom, and, over a period of
time, the charge may be thought of as symmetrically
distributed within its particular cloud.

However, the electronic charge is moving, and this
means that on a scale of nanoseconds the electrostatic
field around the atom is continuously fluctuating,
resulting in the formation of a dynamic electric dipole,
i.e. the centres of positive charge and negative charge
are no longer coincident. When another atom is
brought into proximity, the dipoles of the two atoms
may interact co-operatively with one another (Fig. 1.8)
and the result is a weak non-directional electrostatic
bond.

As well as this fluctuating dipole, many molecules
have permanent dipoles as a result of bonding between
different types of atom. These can play a consider-
able part in the structure of polymers and organic
compounds, where side-chains and radical groups
of ions can lead to points of predominantly positive
or negative charges. These will exert an electrostatic
attraction on other oppositely charged groups.

The strongest and most important example of
dipole interaction occurs in compounds between
hydrogen and nitrogen, oxygen or fluorine. It occurs
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Fig. 1.8 Weak Van der Waals linkage between atoms
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(a) The water molecule (b) The structure of water

Fig. 1.9 The hydrogen bond between water molecules.

because of the small and simple structure of the
hydrogen atom and is known as the hydrogen bond.
When, for example, hydrogen links covalently with
oxygen to form water, the electron contributed by
the hydrogen atom spends the greater part of its
time between the two atoms. The bond acquires a
definite dipole with the hydrogen becoming virtually
a positively charged ion (Fig. 1.9a).

Since the hydrogen nucleus is not screened by any
other electron shells, it can attract to itself other
negative ends of dipoles, and the result is the hydrogen
bond. It is considerably stronger (about 10 times)
than other Van der Waals linkages, but is much
weaker (by 10 to 20 times) than any of the primary
bonds. Figure 1.9b shows the resultant structure of
water, where the hydrogen bond forms a secondary
link between the water molecules, and acts as a
bridge between two electronegative oxygen ions.
Thus, this relatively insignificant bond is one of the
most vital factors in the evolution and survival of
life on Earth. It is responsible for the abnormally
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high melting and boiling points of water and for its
high specific heat, which provides an essential global
temperature control. In the absence of the hydrogen
bond, water would be gaseous at ambient tempera-
tures, like ammonia and hydrogen sulphide, and we
would not be here.

The hydrogen bond is also responsible for the
unique property of water of expansion during freezing
i.e. a density decrease. In solid ice, the combination
of covalent and strongish hydrogen bonds result in a
three-dimensional rigid but relatively open structure,
but on melting this structure is partially destroyed
and the water molecules become more closely packed,
i.e. the density increases.

1.3 Energy and entropy

The bonds that we have just described can occur
between atoms in gases, liquids and solids and to
a large extent are responsible for their many and
varied properties. Although we hope construction
materials do not change state whilst in service, we
are very much concerned with such changes during
their manufacture, e.g. in the cooling of metals from
the molten to the solid state. Some knowledge of the
processes and the rules governing them are therefore
useful in understanding the structure and properties
of the materials in their ‘ready-to use’ state.

As engineers, although we conventionally express
our findings in terms of force, deflection, stress, strain
and so on, these are simply a convention. Fundamen-
tally, we are really dealing with energy. Any change,
no matter how simple, involves an exchange of energy.
The mere act of lifting a beam involves a change in
the potential energy of the beam, a change in the
strain energy held in the lifting cables and an input
of mechanical energy from the lifting device, which
is itself transforming electrical or other energy into
kinetic energy. The harnessing and control of energy
are at the heart of all engineering.

Thermodynamics teaches us about energy, and
draws attention to the fact that every material
possesses an internal energy associated with its
structure. We begin this section by discussing some
of the thermodynamic principles that are of import-
ance to understanding the behaviour patterns.

1.3.1 STABLE AND METASTABLE EQUILIBRIUM

We should recognise that all systems are always
seeking to minimise their energy, i.e. to become more
stable. However, although thermodynamically correct,
some changes toward a more stable condition pro-
ceed so slowly that the system appears to be stable
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Fig. 1.10 Illustration of activation and free energy.

even though it is not. For example, a small ball
sitting in a hollow at the top of a hill will remain
there until it is lifted out and rolled down the hill.
The ball is in a metastable state and requires a small
input of energy to start it on its way down the main
slope.

Figure 1.10 shows a ball sitting in a depression with
a potential energy of P,. It will roll to a lower energy
state P,, but only if it is first lifted to the top of the
hump between the two hollows. Some energy has
to be lent to the ball to do this, which the ball returns
when it rolls down the hump to its new position.
This borrowed energy is known as the activation
energy for the process. Thereafter it possesses free
energy as it rolls down to P,. However, it is losing
potential energy all the time and eventually (say, at
sea level) it will achieve a stable equilibrium. However,
note two things. At P, P,, etc. it is apparently stable,
but actually it is metastable, as there are other more
stable states available to it, given the necessary
activation energy. Where does the activation energy
come from? In materials science it is extracted mostly
(but not exclusively) from heat. As things are heated
to higher temperatures the atomic particles react
more rapidly and can break out of their metastable
state into one where they can now lose energy.

1.3.2 MIXING

If whisky and water are placed in the same container,
they mix spontaneously. The internal energy of the
resulting solution is less than the sum of the two
internal energies before they were mixed. There is no
way that we can separate them except by distillation,
i.e. by heating them up and collecting the vapours
and separating these into alcohol and water. We
must, in fact, put in energy to separate them. But,
since energy can be neither be created nor destroyed,
the fact that we must use energy, and quite a lot
of it, to restore the status quo must surely pose
the question ‘Where does the energy come from
initially?” The answer is by no means simple but, as
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we shall see, every particle, whether of water or
whisky, possesses kinetic energies of motion and of
interaction.

When a system such as a liquid is left to itself,
its internal energy remains constant, but when it
interacts with another system it will either lose or
gain energy. The transfer may involve work or heat
or both and the first law of thermodynamics, ‘the
conservation of energy and heat’, requires that:

dE =dQ - dW (1.1)

where E = internal energy, O = heat and W = work
done by the system on the surroundings. What this
tells us is that if we raise a cupful of water from
20°C to 30°C it does not matter how we do it. We
can heat it, stir it with paddles or even put in a
whole army of gnomes each equipped with a hot
water bottle, but the internal energy at 30°C will
always be above that at 20°C by exactly the same
amount. Note that the first law says nothing about
the sequences of changes that are necessary to bring
about a change in internal energy.

1.3.3 ENTROPY

Classical thermodynamics, as normally taught to
engineers, regards entropy, S, as a capacity property
of a system which increases in proportion to the
heat absorbed (dQ) at a given temperature (T). Hence
the well known relationship:

ds > do/T (1.2)

which is a perfectly good definition but does not
give any sort of picture of the meaning of entropy
and how it is defined. To a materials scientist entropy
has a real physical meaning, it is a measure of the
state of disorder or chaos in the system. Whisky and
water combine; this simply says that, statistically,
there are many ways that the atoms can get mixed
up and only one possible way in which the whisky
can stay on top of, or, depending on how you pour
it, at the bottom of, the water. Boltzmann showed
that the entropy of a system could be represented
by:

S=k InN (1.3)

where N is the number of ways in which the
particles can be distributed and k is a constant
(Boltzmann’s constant k = 1.38 x 10 J/K). The
logarithmic relationship is important; if the mol-
ecules of water can adopt N, configurations and those
of whisky N, the number of possible configurations
open to the mixture is not N; + N, but N; x N,. It
follows from this that the entropy of any closed
system not in equilibrium will tend to a maximum



since this represents the most probable array of
configurations. This is the second law of thermo-
dynamics, for which you should be very grateful.
As you read these words, you are keeping alive by
breathing a randomly distributed mixture of oxygen
and nitrogen. Now it is statistically possible that at
some instant all the oxygen atoms will collect in
one corner of the room while you try to exist on
pure nitrogen, but only statistically possible. There
are so many other possible distributions involving
a more random arrangement of the two gases that
it is most likely that you will continue to breathe
the normal random mixture.

1.3.4 FREE ENERGY
It must be clear that the fundamental tendency for
entropy to increase, that is, for systems to become
more randomised, must stop somewhere and some-
how, i.e. the system must reach equilibrium. If not,
the entire universe would break down into chaos.
As we have seen in the first part of this chapter, the
reason for the existence of liquids and solids is that
their atoms and molecules are not totally indifferent
to each other and, under certain conditions and
with certain limitations, will associate or bond with
each other in a non-random way.

As we stated above, from the first law of thermo-
dynamics the change in internal energy is given

by:
dE =dQ - dW

From the second law of thermodynamics the entropy
change in a reversible process is:

TdS = dO (1.4)

Hence:

dE = TdS - dW (1.5)

In discussing a system subject to change, it is con-
venient to use the concept of free energy. For irre-
versible changes, the change in free energy is always
negative and is a measure of the driving force leading
to equilibrium. Since a spontaneous change must
lead to a more probable state (or else it would not
happen) it follows that, at equilibrium, energy is
minimised while entropy is maximised.
The Helmholtz free energy is defined as:

H=E-TS (1.6)
and the Gibbs free energy as:
G=pV+E-TS (1.7)

and, at equilibrium, both must be a minimum.
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1.4 Equilibrium and equilibrium
diagrams

Most of the materials that we use are not pure but
consist of a mixture of one or more constituents.
Each of the three material states of gases, liquids and
solids may consist of a mixture of different compon-
ents, e.g. in alloys of two metals. These components
are called phases, with each phase being homogen-
eous. We need a scheme that allows us to summarise
the influences of temperature and pressure on the
relative stability of each state (and, where necessary
its component phases) and on the transitions that can
occur between these. The time-honoured approach
to this is with equilibrium diagrams. Note the word
equilibrium. Thermodynamics tells us that this is
the condition in which the material has minimum
internal energy. By definition, equilibrium diagrams
tell us about this minimum energy state that a system
is trying to reach, but when using these we should
bear in mind that it will always take a finite time
for a transition from one state to another to occur
or for a chemical reaction to take place. Sometimes,
this time is vanishingly small, as when dynamite
explodes. At other times, it can be a few seconds,
days or even centuries. Glass made in the Middle
Ages is still glass and shows no sign of crystallising.
So, not every substance or mixture that we use has
reached thermodynamic equilibrium.

We only have space here to introduce some of the
elements of the great wealth of fundamental theory
underlying the forms of equilibrium diagrams.

1.4.1 SINGLE-COMPONENT DIAGRAMS

The temperature—pressure diagram for water (Fig. 1.11)
is an important example of a single-component
diagram, and we can use this to establish some ground
rules and language for use later.

The diagram is in ‘temperature—pressure space’
and a number of lines are marked which represent
boundary conditions between differing phases, i.e.
states of H,O. The line AD represents combinations
of temperature and pressure at which liquid water
and solid ice are in equilibrium, i.e. can coexist. A
small heat input will alter the proportions of ice
and water by melting some of the ice. However, it
is absorbed as a change in internal energy of the
mixture, the latent heat of melting. The temperature
is not altered, but if we put in large amounts of
heat, so that all the ice is melted and there is some
heat left over, the temperature rises and we end
up with slightly warmed water. Similarly, line AB
represents the equilibrium between liquid water and
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Fig. 1.11 Pressure—temperature diagram for water
(from Kingery et al., 1976).

gaseous steam, and line AC the equilibrium between
solid ice and rather cold water vapour.

It is helpful to consider what happens if we move
around within the diagram. First, let us start at
point X, representing —5°C at atmospheric pressure.
We know we should have ice and, indeed, the point
X lies within the phase field labelled ice. Adding
heat at constant pressure takes the temperature along
the broken line. This crosses the phase boundary,
AD, at 0°C (point Y) and the ice begins to melt as
further heat is added. Not until all the ice has melted
does the temperature continue to rise. We now have
liquid water until we reach 100°C (point B). Now,
again, heat has to be added to boil the water but there
is no temperature increase until all the liquid water
has gone. We now have steam and its temperature
can be increased by further heat input.

Next think of keeping temperature constant and
increasing pressure, again starting at point X. If the
pressure is raised enough, to about 100 atmospheres
(=10 MPa, point D) we reach the ice~water equilibrium
and the ice can begin to melt. This accounts for the
low friction between, for example, an ice skate and
the ice itself: local pressures cause local melting. It
is a factor that engineers need to consider when
contemplating the use of locally refrigerated and
frozen ground as coffer dams or as foundations for
oil rigs in Alaska.

The Gibbs phase rule is a formal way of sum-
marising the relationship between the number of
phases (P) that can coexist at any given point in
the diagram and the changes brought about by small
changes in temperature or pressure. This states that:

P+F=C+2 (1.8)
12

Here, C is the number of components in the system;
in this case we have only H,O so C = 1. F is the
number of degrees of freedom allowed to change.
To illustrate, at point X in Fig. 1.11 there is just
one phase, ice, so P =1 and F = 2. This means that
both temperature and pressure can be changed
independently without bringing about a significant
change to the material. At Y both solid and liquid
can coexist, so P = 2 and F = 1. To maintain the
equilibrium, temperature and pressure must be changed
in a co-ordinated way so that the point Y moves
along the boundary AD. At A, all three phases can
coexist so P = 3, therefore F = 0, i.e. any change at
all will disturb the equilibrium.

1.4.2 TWO-COMPONENT DIAGRAMS

We now go on to look at two-component diagrams,
such as we get with alloys between two metals or
between iron and carbon. We now have a further
variable, composition and, strictly, we should con-
sider the joint influences of this variable in addition
to temperature and pressure. We would therefore
need three-dimensional diagrams, but to simplify
things we usually take pressure to be constant. After
all, most engineering materials are prepared and used
at atmospheric pressure, unless you work for NASA!
This leaves us with a composition-temperature
diagram, the lifeblood of materials scientists.

The alloys formed between copper, Cu, and nickel,
Ni (Fig. 1.12) produce an example of the simplest
form of two-component diagram. This is drawn
with composition as the horizontal axis, one end
representing pure (100%) Cu, the other pure (100%)
Ni. The vertical axis is temperature.

Let us think about an alloy that is 50% Cu:50%Ni
by mass. At high temperatures, e.g. at A, the alloy
is totally molten. On cooling, we move down the
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Cu Cu/Ni:50/50 Ni

Composition (mass%)

Fig. 1.12 Equilibrium phase diagram for copper—
nickel.



composition line until we arrive at B. At this tem-
perature, a tiny number of small crystals begin to
form. Further reduction in temperature brings about
an increase in the amount of solid in equilibrium
with a diminishing amount of liquid. On arriving at
C, all the liquid has gone and the material is totally
solid. Further cooling brings no further changes.
Note that there is an important difference between
this alloy and the pure metals of which it is composed.
Both Cu and Ni have well defined unique melting
(or freezing) temperatures but the alloy solidifies
over the temperature range BC; metallurgists often
speak of the ‘pasty range’.

We now need to examine several matters in more
detail. First, the solid crystals that form are what is
known as a ‘solid solution’. Cu and Ni are chemically
similar elements and both, when pure, form face-
centred cubic crystals (see Chapter 3). In this case,
a 50:50 alloy is also composed of face-centred cubic
crystals but each lattice site has a 50:50 chance of
being occupied by a Cu atom or a Ni atom.

If we apply Gibbs’s phase rule at point A, C =2
(two components, Cu & Ni) and P =1 (one phase,
liquid) and so F = 3 (i.e. 3 degrees of freedom). We
can therefore independently alter composition, tem-
perature and pressure and the structure remains liquid.
But remember, we have taken pressure to be constant
and so we are left with 2 practical degrees of freedom,
composition and temperature. The same argument
holds at point D, but, of course, the structure here
is the crystalline solid solution of Cu and Ni.

At a point between B and C we have liquid and
solid phases coexisting, so P = 2 and F = 2. As
before, we must discount one degree of freedom
because pressure is taken as constant. This leaves
us with F = 1, which means that the status quo can
be maintained only by a coupled change in both
composition and temperature. Therefore, it is not
only that the structure is two phase, but also that
the proportions of liquid and solid phases remain
unaltered.

We can find the proportions of liquid and solid
corresponding to any point in the two phase field
using the so-called Lever rule. The first step is to
draw the constant temperature line through the point
X, Fig. 1.12. This intersects the phase boundaries
at Y and Z. The solid line containing Y represents
the lower limit of 100% liquid, and is known as the
liguidus. The solid line containing Z is the upper
limit of 100% solid and known as the solidus.

Neither the liquid nor solid phases corresponding
to point X have a composition identical with that
of the alloy as a whole. The liquid contains more
Cu and less Ni, the solid less Cu and more Ni. The

Atoms, bonding, energy and equilibrium

composition of each phase is given by the points Y
and Z, respectively. The proportions of the phases
balance so that the weighted average is the same as
the overall composition of the alloy. It is easy to
show that:

(Weight of liquid of composition Y) x YX = (Weight
of solid of composition Z) x XZ (1.9)

This is similar to what would be expected of a
mechanical lever balanced about X, hence the name
Lever rule.

One consequence of all this can be seen by re-
examining the cooling of the 50:50 alloy from the
liquid phase. Consider Fig. 1.13. At point X; on
the liquidus, solidification is about to begin. At a
temperature infinitesimally below X, there will be
some crystals solidifying out of the liquid; their
composition is given by Z,. At a temperature about
halfway between solidus and liquidus (X,), we have
a mixture of solid and liquid of compositions Z,
and Y,. In general, the proportion of liquid to solid
halfway through the freezing range need not be
=50:50, but in this case it is. Finally, at a temperature
infinitesimally above X;, which is on the solidus,
we have nearly 100% solid of composition Z;
together with a vanishingly small amount of liquid
of composition Y;. When the temperature falls to
just below X;, the alloy is totally solid and Z; has
become identical with Xj.

Note two important features. First, Z, is the same
as the average composition we started with, X,.
Second, solidification takes place over a range of
temperatures, and as it occurs the compositions of
liquid and solid phases change continuously. For this
to actually happen, substantial amounts of diffusion
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Fig. 1.13 Equilibrium phase diagram for Cu-Ni
(Fig. 1.12 redrawn to show composition variations
with temperature).
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Fig. 1.14 Equilibrium phase diagram for aluminium—
silicon.

must occur in both liquid and solid. Diffusion in
solids is very much slower than that in liquids and
is the source of some practical difficulty. Either
solidification must occur slowly enough for diffusion
in the solid to keep up or strict equilibrium conditions
are not met. The kinetics of phase transformations
is therefore of interest, but for the moment, we will
continue to discuss very slowly formed, equilibrium
or near equilibrium structures.

1.4.3 EUTECTIC SYSTEMS

Let us now examine another diagram, that for
aluminium-silicon (Al-Si) alloys (Fig. 1.14). Pure
Al forms face-centred crystals (see Chapter 3) but
Si has the same crystal structure as diamond. These
are incompatible and extensive solid solutions like
those for Cu:Ni cannot be formed. Si crystals can
dissolve only tiny amounts of Al. For our purposes,
we can ignore this solubility, although we might
recognise that the semiconductor industry makes
great use of it, small as it is. Al crystals can dissolve
a little Si, but again not very much, and we will
ignore it. Thus, two solid phases are possible, Al
and Si. When liquid, the elements dissolve readily
in the melt in any proportions.

Consider the composition Y. On cooling to the
liquidus line at A, pure (or nearly pure) crystals of
Si begin to form. At B we have solid Si coexisting
with liquid of composition Ly in proportions given
by the Lever rule. At C we have solid Si in equilibrium
with liquid of composition close to E.
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Now consider alloy X. The sequence is much the
same except the first solid to form is now Al. When
the temperature has fallen to almost T; we have
solid Al in equilibrium with liquid of composition
close to E. Note that both alloy X and alloy Y,
when cooled to Ty, contain substantial amounts of
liquid of composition E. An infinitesimal drop in
temperature below Ty causes this liquid to solidify
into a mixture of solid Al and solid Si. At E we
have 3 phases which can coexist; liquid, solid Al
and solid Si. The system has two components and
thus the phase rule gives us no degrees of freedom
once we have discounted pressure. E is an invariant
point; any change in temperature or composition will
disturb the equilibrium.

The point E is known as the eutectic point and we
speak of the eutectic composition and the eutectic
temperature, Ty. This is the lowest temperature at
which liquid can exist and the eutectic alloy is that
which remains liquid down to Ty. It solidifies at a
unique temperature, quite unlike Cu-Ni or Al-Si
alloys of other compositions. Alloys close to the
eutectic composition (=13%S5i) are widely used be-
cause they can be easily cast into complex shapes,
and the Si dispersed in the Al strengthens it. Eutectic
alloys in other systems find similar uses (cast-iron
is of near eutectic composition) as well as uses as
brazing alloys etc.

1.4.4 INTERMEDIATE COMPOUNDS

Often, the basic components of a system can form
compounds. In metals we have CuAl,, Fe;C and many
more. Some other relevant examples are:

e Si0, and corundum, Al,O,, which form mullite,
3(AL04)2(Si0,), an important constituent of fired
clays, pottery and bricks. Figure 1.15 shows the
Si0,-Al,0; diagram. It can be thought of as two
diagrams, one for ‘SiO,-mullite’ and the other
for ‘mullite-Al,Oy’, joined together. Each part
diagram is a simple eutectic system like Al-Si;

e lime, CaO, and silica, SiO,, which form the
compounds 2(Ca0)SiO,, 3(Ca0)SiO, and others,
which have great technological significance as
active ingredients in Portland cement (to be dis-
cussed in detail in Chapter 13). In a similar way
to mullite, the lime (CaO)-silica (SiO,) diagram
(Fig. 1.16) can be thought of as a series of joined
together eutectic systems.

In many cases we do not have to think about the
whole diagram. Figure 1.17 shows the Al-CuAl,
diagram, again a simple eutectic system. A notable
feature is the so-called solvus line, AB, which
represents the solubility of CuAl, in solid crystals
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of Al. This curves sharply, so that very much less
CuAl, will dissolve in Al at low temperatures than
will at high temperatures. This is a fortunate fact
that underlies our ability to alter the microstructures
of some alloys by suitable heat-treatments, discussed
in more detail later.

We have not yet considered the iron—carbon
diagram, which is perhaps the most important
diagram for nearly all engineers. This is of particular
relevance in civil and structural engineering since
steel in all its forms is used extensively. We will
leave discussing this until Chapter 11.
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Chapter 2

Mechanical properties
of solids

We have seen in Chapter 1 how bonds are formed
between atoms to form bulk elements and com-
pounds, and how changes of state occur, with an
emphasis on the formation of solids from molten
liquids. The behaviour of solids is of particular
interest to construction engineers for the obvious
reason that these are used to produce load-bearing
structures; in this chapter we define the properties
and rules used to quantify the behaviour of solids
when loaded. To understand this behaviour and there-
fore to be able to change it to our advantage we
need to consider some other aspects of the structure
and nature of the materials beyond those discussed
in Chapter 1; we will do this in Chapter 3.

You will find it necessary to refer to the definitions
etc. given in this chapter when reading the sub-
sequent on individual materials. Although we will
include here some examples of the behaviour of
construction materials, all of the definitions and
explanations are applicable to any materials being
used by engineers of any discipline.

2.1 Stress, strain and
stress—-strain curves

Loading causes materials to deform and, if high
enough, to break down and fail. All loading
on materials can be considered as combinations of
three basic types — tension, compression and shear.
These are normally shown diagrammatically as in
Fig. 2.1.

<+ | Tension | —>

Shear

—> | Compression | <«

Fig. 2.1 Basic types of load.
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Clearly the deformation from loading on an
element or test specimen will depend on both its
size and the properties of the material from which
it is made. We can eliminate the effect of size by
converting;:

e the load to stress, o, defined as load, P, divided

by the area, A, to which is applied, i.e.
G =P/A (2.1)

and
¢ the deformation to strain, €, defined as change in
length, Al, divided by original length, 1, i.e.

e = Alll (2.2)

These definitions are illustrated for simple tension
in Fig. 2.2a. Compressive stress and strain are in

Cross-sectional

area A
Tensile < | | @ __________ T > F
load, P  boe-o-o--_____XA____________ | __ 1
Initial length, / Extension, A/

Tensile stress, 6 = P/A Tensile strain, e = Al/I

(a) Tension

Displacement, x

'I/IIIL{II'

Length, / !
Loaded
area, A

shear force, P

Shear stress, 1= P/A  Shear strain, y= x//

(b) Shear

Fig. 2.2 Definitions of tensile and shear stress and strain.



the opposite directions. The equivalent definitions
of shear stress, T, and shear strain, y, which are not
quite so obvious, are shown in Fig. 2.2b.

As with all quantities, the dimensions and units
must be considered:

o stress = load/area and therefore its dimensions
are [Force]/[Length]®. Typical units are N/mm?*
(or MPa in the SI system), Ib/in* and tonf/ft* in
the Imperial system.

e strain = change in length/original length and there-
fore its dimensions are [Length]/[Length], i.e. it
is dimensionless.

However, strain values can be very small and it is
often convenient to use either:

percentage strain (or % strain) = strain X 100
or  microstrain (us) = strain x 10°

As well as the linear strain, we can also similarly

define

volumetric strain (€,)
= change in volume(AV)/original volume(V) (2.3)

The relationship between stress and strain is an
extremely important characteristic of a material. It
varies with the rate of application of stress (or load);
we will consider four cases:

a) steadily increasing — zero to failure in a few
minutes, e.g. as in a laboratory test

b) permanent or static — constant with time, e.g.
the self weight of the upper part of a structure
acting on the lower part

¢) impact or dynamic — very fast, lasting a few
microseconds, e.g. the impact of a vehicle on a
crash barrier, or an explosion

d) cyclic — variable with load reversals, e.g. earth-
quake loading — a few cycles in a few minutes,
and wave loading on an offshore structure —
many cycles over many years.

For the moment, we will confine ourselves to case
(a): steady loading to failure in a few minutes. This
is what is used in the most common types of labora-
tory tests that are used to measure or characterise
a material’s behaviour.

There are a wide variety of different forms of
stress—strain behaviour for different materials;
Fig. 2.3 shows those for some common materials.
Most have at least two distinct regions:

¢ An initial linear or near-linear region in which
the strain is fully recovered when the load is
removed, i.e. the material returns to its initial shape
and dimensions. This is called elastic deformation,

Mechanical properties of solids
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Fig. 2.3 Typical tensile stress—strain curves for some
structural materials.

and this portion of the graph the elastic region;
if the behaviour is also linear, we call this linear
elasticity. The strains involved are usually small.

e An increasingly non-linear region in which the
strains can increase significantly with progressively
smaller increments of stress. Unloading at any
point in this region will result in the strain
reducing along a line parallel to the initial elastic
region, and hence there is a permanent deforma-
tion at zero load (as shown on the graph for an
aluminium alloy). This is known as the plastic
region, and the permanent deformation as plastic
deformation.

Eventually, of course the material breaks, which
may occur at the end of either the elastic or the
plastic region, sometimes after an apparent reduc-
tion of stress (as shown for mild steel).

We now take a close look at each of these regions
in turn, starting with the elastic region, defining
some of the material constants that are used to
quantify the behaviour as we go.

2.2 Elastic behaviour and the
elastic constants

In service most materials will be operating in the
elastic region most of the time. Design engineers
organise things so that, as far as it is possible to
predict, this will always be the case (but sometimes
things do go wrong). A number of elastic constants,
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Fig. 2.4 Definitions of tangent and secant moduli of
elasticity.

defined as follows, are used to calculate deflections
and movement under load.

2.2.1 THE ELASTIC MODULI

For linear elastic materials, stress is proportional
to strain (Hooke’s law) and for uniaxial tension or
compression we can define:

Young’s modulus (E) = slope of stress—strain
graph = stress/strain = o/¢ (2.4)
[E is also known as the modules of elasticity,
the E-modulus or simply the stiffness.]

Since strain is dimensionless, the dimensions of E are
the same as those of stress i.e. [Force]/[Length]*. Con-
venient SI units to avoid large numbers are kN/mm?
or GPa.

For materials that have non-linear elastic behav-
iour (quite a few, particularly non-metals) a modulus
value is still useful and there are some alternative
definitions, illustrated in Fig. 2.4:

e The tangent modulus is the slope of the tangent
to the curve at any stress (which should be
quoted). A special case is the tangent modulus at
the origin i.e. at zero stress.

e The secant modulus is the slope of the straight
line joining two points on the curve. Note that
stress levels corresponding to the two points must
be given. If only one stress is given, then it is
reasonable to assume that the other is zero.

E-values for construction materials range from
0.007 GPa for rubber to 200 GPa for steel (diamond
is stiffer still at 800 GPa, but this is hardly a con-
struction material). Values therefore vary very
widely, by more than 4 orders of magnitude from
rubber to steel.!

! We discuss values for the major groups of materials in
the relevant parts of the book, and then make compari-
sons of this and other key properties in Chapter 61.
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For shear loading and deformation, the equivalent
to E is the

shear modulus (G)

= shear stress(t)/shear strain(y) (2.5)

G, which is sometimes called the modulus of rigid-
ity, is another elastic constant for the material, and
it has a different numerical value to E.

The bulk modulus is used when estimating the
change in volume of a material under load. In the
case of uniform stress on a material in all directions
i.e. a pressure (p) as might be found by submergence
of the specimen to some depth in a liquid:

The volumetric strain (g,) = change
(reduction) in volume/original volume

(2.6)
and

the bulk modulus (K) = ple, (2.7)
2.2.2 POISSON'S RATIO

When a material is loaded or stressed in one direc-
tion, it will deform (or strain) in the direction of
the load, i.e. longitudinally, and perpendicular
to the load i.e. laterally. The Poisson’s ratio is the
ratio of the strain in the direction to. Thus in
Fig. 2.5

€, = x/L (extension)
g, =—yla and ¢, = —z2/b
(The —ve sign indicates contraction.)

The y and z directions are both perpendicular to
the direction of loading, x,

g =g,
(2.8)

The Poisson’s ratio is another elastic constant for
the material. The minus sign ensures that it is a
positive number. Values for common materials vary
from 0.15 to 0.49 (see Table 61.1 in Chapter 61).

Poisson’s ratio (V) = —g,/e, = —¢,/e,

Yy /
— [ fr— b, —
2 /7 /b
| L I

Longitudinal strain, e, = x/L Lateral strain e, =-y/a=¢,=-z/b

Poisson’s ratio, v = —¢,/e, = —¢,/¢g,

Fig. 2.5 Definition of Poisson’s ratio.



We should note that the above definitions of
E, G and v assume that the material has similar
properties in all directions (i.e. it is isotropic) and
therefore there is a single value of each elastic
constant for any direction of loading. Anisotropic
materials, i.e. those which have different properties
in different directions, e.g. timber, will have differ-
ent values of E, G and v in each direction, and
clearly the direction and well as the value itself must
then be stated.

2.2.3 RELATIONSHIPS BETWEEN THE

ELASTIC CONSTANTS
The four elastic constants that we have now defined,
E, G, v and K, might at first glance seem to describe
different aspects of behaviour. It is possible to prove
that they are not independent and that they are
related by the simple expressions:

E=2G(1 +v) (2.9)
and K = E/3(1 - 2v) (2.10)

The proof of these expressions is not unduly difficult
(see for example Case, Chilver and Ross, 1999) but
what is more important is the consequence that if
you know, or have measured, any two of the con-
stants then you can calculate the value of the others.
Many materials have a Poisson’s ratio between 0.25
and 0.35, and so the shear modulus (G) is often
about 40% of the elastic modulus (E).

Equation 2.10 tells us something about the limits
to the value of Poisson’s ratio. We have defined
the bulk modulus, K, by considering the case of
the change in volume of a specimen under pressure
(equation 2.7). This change must always be a reduc-
tion, as it would be inconceivable for a material to
expand under pressure — i.e. in the same direction
as the pressure. Therefore K must always be positive
and since E is also positive (by definition) then
(1 — 2v) must be positive, and so

v<0.5 ALWAYS! (2.11)

A material with v > 0.5 cannot exist; if you have
carried out some tests or done some calculations
that give such a value, then you must have made a
mistake. It also follows that if v = 0.5 then K is
zero and the material is incompressible.

2.2.4 \WORK DONE IN DEFORMATION
The work done by a load when deforming a mater-
ial, although not an elastic constant, is another useful
value. Work is force x distance, and so

W = rPde (2.12)

0

Mechanical properties of solids

where W = work done by the load P in causing an
extension e.
The work done on unit volume of the material
of length [ and cross-section A is:
e e €
w =J Pde/Al =[ E% =J ode  (2.13)
0 0o A I 0
which is the area under the stress—strain curve.
This work must go somewhere, and it is stored
as internal strain energy within the material. With
elastic deformation, it is available to return the
material to its zero state on unloading; in plastic
deformation, it permanently deforms the material
and, eventually, it is sufficient to cause fracture. We
will explore the relationship between this energy
and fracture in more detail in Chapter 4.

2.3 Plastic deformation

As we have said, deformation is plastic if it results
in permanent deformation after load removal.

In very broad terms, materials can be divided into
those that are:

Ductile — which have large plastic deformation
before failure (say strains > 1%)

and those that are:

Brittle — with little or no plastic deformation
before failure (say strains < 0.1%)

Some examples of stress—strain curves of each
type of material have been shown in Fig. 2.3. It
follows from equation (2.13) that ductile materials
require much greater amounts of work and have
much greater amounts of internal strain energy
before failure. There are clearly some intermediate
materials, but engineers generally prefer to use
ductile materials that give warning of distress before
failure in the event of overload. Brittle materials fail
suddenly without warning — often catastrophically.

Significant plastic deformation obviously occurs
only in ductile materials. We can use the idealised
stress—strain curve for mild steel shown in Fig. 2.6
to illustrate common features of this behaviour.

e There is a sharp and distinct end to the linear
elastic behaviour (point A), called the limit of
elasticity or the yield point.

e There is a region of increasing strain with little
or no increase in stress (AB), often very short.

¢ Unloading in the plastic region (say from a
point x) produces behaviour parallel to the initial
(linear) elastic behaviour. Reloading produces

19



Fundamentals

A c D
X
A B i
7 i Failure
<l iy
a I
Ie) - Yy >
! | Strain
Elastic Plastic

Fig. 2.6 Stress—strain curve for mild steel.

similar elastic behaviour up to the unload point,
and the deformation then continues as if the un-
load/reload had not occurred, i.e. the material
‘remembers’ where it was.

¢ Another feature of plastic behaviour, not apparent
from Fig. 2.6, is that the deformation takes place
at constant volume, i.e. the Poisson’s ratio is 0.5
for deformation beyond the yield point.

Two important implications for engineers are:

1. The stress at the yield point A, called the yield
stress (0,), is an important property for design
purposes. Working stresses are kept safely below
this.

2. If, before use, the material is loaded or strained
to say a point x beyond the constant stress
region, i.e. beyond B, and then unloaded, it
ends up at point y. If it is then used in this state,
the yield stress (i.e. at x) is greater than the
original value (at A) i.e. the material is ‘stronger’.
This is known as work hardening or strain
hardening (or sometimes cold working) to dis-
tinguish it from other methods of strengthening
that involve heat treatment (which we will dis-
cuss in Chapter 8). The working stresses can
therefore be increased. The drawback is that the
failure strain of the work-hardened material
(from y to failure) is less than that of the ori-
ginal material (from O to failure) and so therefore
is the total work to fracture. The work-hardened
material is therefore more brittle.

If there is no distinct end to the elastic behaviour
i.e. the graph gradually becomes non-linear, then
an alternative to the yield stress called the proof
stress is used instead. This is defined and obtained
as shown in Fig. 2.7:

1. A tangent is drawn to the stress—strain curve at
the origin.
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2. A low value of strain is selected — normally either
0.1% (as in the figure) or 0.2%.

3. A line is drawn through this point parallel to the
tangent at the origin.

4. The stress value at the point where this intersects
the stress—strain curve is the 0.1% proof stress.
(If a strain value of 0.2% is chosen, then the
result is the 0.2% proof stress.)

2.4 Failure in tension

The form of failure in uniaxial tension depends on
whether a material is brittle or ductile. As we have
already said, brittle materials fail with little or no
plastic deformation; failure occurs suddenly without
warning, and the fracture surface is perpendicular
to the direction of loading (Fig. 2.8).

Ductile materials not only undergo large strains
before failure, but often have an apparent reduc-
tion of stress before failure (i.e. beyond point D in
Fig. 2.6). Up to the maximum stress (D), the elong-
ation is uniform, but after this, as the load starts to
decrease, a localised narrowing or necking can be
seen somewhere along the length (Fig. 2.9a).

As the stress continues to fall (but still at increas-
ing strain) the diameter at the neck also decreases,
until, with very ductile materials, it reaches almost
zero before failure, which takes the form of a sharp

| )] -

Fig. 2.8 Brittle failure in tension.
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Fig. 2.9 Necking and failure in ductile materials in
tension.

point (Fig. 2.9b). This form of failure is extreme,
and occurs only in very ductile materials such as
pure metals, e.g. lead and gold, or chewing gum
(try it for yourself). These materials tend to be weak,
and most ductile structural materials fail at a stress
and strain some way down the falling part of the
curve but with the stress well above zero. Necking
still occurs after the maximum stress and failure
occurs at the narrowest section in the form of a
‘cup and cone’ (Fig. 2.9¢). The inner part of the
failure surface is perpendicular to the applied load,
as in a brittle failure, and the cracks first form here.
The outer rim, at about 45° to this, is the final cause
of the failure.

2.5 True stress and strain

The behaviour shown in Fig. 2.6 shows the failure
occurring at a lower stress than the maximum, i.e.
the material seem to be getting weaker as it ap-
proaches failure. It fact, the opposite is occurring,
and the reason why the stress appears to fall is
because of the way we have calculated it. We have
defined stress as load/area and Fig. 2.6 has been
obtained by dividing the load (P) by the original
area before loading (A,). The stress that we have
obtained should strictly be called the nominal stress

(Gnom)a i'e'
= P/A, (2.14)

In fact, the cross-sectional area (A) is reducing
throughout the loading i.e. A < A,. At any load,
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Fig. 2.10 True and nominal stress/strain behaviour.

the true stress (G,,.) will therefore be higher than
the nominal stress, i.e.

0,..=P/A>0C

true nom

(2.15)

In the elastic and plastic regions the reduction is
uniform along the length (the Poisson’s ratio effect)
but the magnitude of the strains involved are such
that the difference between the nominal and the
actual area is very small. However, once necking
starts the area of the neck reduces at a rate such that
the true stress continues to increase up to failure,
as shown in Fig. 2.10.

In the case of strain, the relation between the
increment of change in length (de), the increment
of strain (de) and the length (/) is, by definition

de = de/l (2.16)
and so the true strain (€) is
!
S:J LU (2.17)
Lol ly

where [ is the initial length

True strain is not difficult to calculate, but measure-
ment of the cross-sectional area throughout the
loading, and hence calculation of the true stress, is
more difficult, and therefore true stress—strain graphs
are rarely obtained, except perhaps for research
purposes. However, measurement of the size of the
neck after fracture is easy, which enables the true
fracture stress to be readily obtained.

2.6 Behaviour in compression

The elastic behaviour and constants discussed in
section 2.2 apply equally to tensile and compressive
loading. There are however differences in the observed
behaviour during plastic deformation and failure.

21



Fundamentals

Test machine
[ platens

Deformed barrel
shape ——,

Frictional
restraint
forces

Fig. 2.11 Non-uniform plastic deformation in
a compression test.

2.6.1 PLASTIC DEFORMATION OF
DUCTILE MATERIALS

Values of vyield stresses for ductile materials are
similar to those in tension, but the subsequent
behaviour in a laboratory test is influenced by the
loading system. Test machines apply the load
through large blocks of steel called platens, which
bear on the specimen. These are stiffer than the
specimen and therefore the lateral expansion of
the specimen is opposed by friction at the platen/
specimen interface. This causes a confining force
or restraint at either end of the specimen. The effect
of this force reduces with distance from the platen
i.e. towards the centre of the specimen, with the
result that a cylindrical specimen of a ductile mater-
ial of say, mild steel will plastically deform into a
barrel shape, and the sides will not stay straight, as
in Fig. 2.11.

Continued loading of ductile materials to higher
and higher stress will simply result in a flatter and
flatter disc i.e. more and more plastic deformation,
but no failure in the sense of cracking or breakdown
of structure. In fact the area is increasing, and there-
fore very high loads are required to keep the true
stress (see section 2.5) increasing. Tests can therefore
easily reach the capacity of the test machine.

2.6.2 FAILURE OF BRITTLE MATERIALS

Failure stresses of brittle materials in compression
are much higher than those in tension — up to twenty
times higher for some materials, e.g. concrete. This
results from a very different cracking and failure
mechanism. Cracking is a pulling apart of two sur-
faces, and therefore occurs by the action of a tensile
strain. In uni-axial compressive loading, the strains
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Fig. 2.12 Multiple crack pattern in a brittle material
in compression leading to higher strength than in
tension.
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in the direction of loading are obviously compres-
sive and it is the lateral strains that are tensile
(Fig. 2.12). The cracks are formed perpendicular to
these strains, i.e. parallel to the load direction. A
single small crack will not immediately grow to
cause failure, and a whole network of cracks needs
to be formed, grow and intersect before complete
material breakdown occurs. This requires a much
higher stress than that necessary to cause the single
failure crack under tensile loading.

There is a further effect resulting from the fric-
tion restraint of the platens discussed above that
causes the failure stress (i.e. the apparent compres-
sive strength) to be dependent on the specimen
geometry, specifically the height/width ratio. In the
part of the specimen near the platen, this restraint
opposes and reduces the lateral tensile strain. This
increases the load required for complete break-
down, i.e. failure (in effect, this part of the specimen
is under a tri-axial compressive stress system).
The effect of the restraint reduces with distance
from the platen (Fig. 2.13). Short fat specimens
will have most of their volume experiencing
high restraint, whereas the central part of longer,
thinner specimens will be nearer to a uni-axial stress
system, and will therefore fail at a lower average
applied stress.

The typical effect of the height/width ratio is
shown in Fig. 2.14 from tests on concrete; the
strength (i.e. the failure stress) expressed relative to
that at a height/width ratio of 2. We will discuss
measurement of the compressive strength of concrete
in more detail in Chapter 21.
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compressive strength of brittle materials.

2.7 Behaviour under constant
load - creep

Constant load or stress is a very common occur-
rence, e.g. the stress due to the self-weight of a
structure. Materials respond to this stress by an
immediate strain deformation, normally elastic,
followed by an increase in strain with time, called
creep. Typical behaviour is illustrated in Fig. 2.15.
A stress applied at time #, and maintained at a
constant level until removal at time #, results in:

* an initial elastic strain on stress application (related
to the stress by the modulus of elasticity)

¢ an increase in this strain due to creep during the
period of constant stress — fairly rapid at first but
then at a decreasing rate

Mechanical properties of solids
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Fig. 2.15 Schematic of creep bebaviour due to
a constant applied stress.

e an immediate elastic recovery on stress removal,
often similar in magnitude to the initial elastic
strain

e further recovery with time (called creep recovery)
again at decreasing rate. This is normally less
than the creep strain, so that the material does
not return to zero position, i.e. there is some
permanent deformation.

For calculation purposes, we define:

creep coefficient

= creep strain/initial elastic strain (2.18)
effective elastic modulus

= stress/(total strain)

= stress/(elastic + creep strain) (2.19)

Both of these will obviously vary with time.

Creep increases with time, with the applied stress
(sometimes values of the specific creep = creep/unit
stress are quoted) and with temperature. The mag-
nitude of creep varies widely in different materials.
For example, most metals and metallic alloys only
start to creep at temperatures approaching half of
their melting point (expressed in degrees Kelvin),
whereas with concrete and many polymers the creep
strain can be as great or greater than the initial
elastic strain at room temperature.

Creep curves typically have three parts, illustrated
in Fig. 2.16 for two different levels of stress:

initially rapid, but at a reduc-
ing rate with time
a steady rate of strain (de/dz)
often expressed as

de/dt = Co  (2.20)

where 6 = applied stress, C is
a constant and 7 is the creep

® primary creep:

e secondary creep:
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Fig. 2.16 Sub-divisions of creep curves.

exponent, which usually lies
between 3 and 8

at high stress levels, after a
period of time (which can be
very lengthy) there may be an
increasing rate with time lead-
ing to failure, a process known
as creep rupture. This only
occurs if the stress is high,
typically more than 70-80%
of the failure stress measured
in a short-term test.

® tertiary creep:

In some situations, the strain is constant e.g. a
cable stretched between two fixed supports or a
tensioned bolt clamping two metal plates together.
The stress reduces with time, as shown in Fig. 2.17,
a process known as stress relaxation. In extreme
cases, the stress reduces to zero, i.e. the cable or
bolt become slack.

During creep and the stress relaxation the mater-
ial is, in effect, flowing, albeit at a very slow rate.

A
£
©
=
]

Time
t

A e
a Stress relaxation
£
]

t, Time

Fig. 2.17 Schematic of stress relaxation at constant
strain.
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It therefore appears to be behaving somewhat like
a liquid. Such mixed solid/liquid behaviour is called
viscoelasticity; we will be discussing this more detail
in Chapter 5.

2.8 Behaviour under cyclic
loading - fatigue
2.8.1 FATIGUE LIFE AND S/N CURVES

Cyclic loading is very common, e.g. wind and wave
loading, vehicle loading on roads and bridges. We
can define the characteristics of the loading as shown
in Fig. 2.18, in which:

p = period of loading
frequency = 1/p (e.g. in cycles/sec or Hertz)

Omax
Omin

= maximum applied stress
minimum applied stress

G, = mean stress = (G, + Ci,)/2

m
S = stress range = (Gpax — Omin)

Repeated cyclic loading to stress levels where o,
is less that the ultimate (or even the yield stress)
can lead to failure (think of bending a wire back-
wards and forwards — the first bending does not
break the wire, but several more will). This is called
fatigue failure.* This can be sudden and brittle, and
can occur after many years of satisfactory service.
It is therefore potentially very dangerous. Fatigue life
is defined as the number of cycles (N) to failure. It is
not the time to failure, although this can of course
be calculated if the frequency of loading is known.

Omax [

Stress, 6

GOmin

Fig. 2.18 Characteristics of cyclic loading.

> But do not make the common mistake of calling this
‘metal fatigue’. All structural materials, not just metals,
are subject to fatigue failure under appropriate combin-
ations of stress range and time.



From testing, it has been found that:

e N is independent of frequency (except at very
high frequencies, above 1 kHz)

e N is dependent on the stress range (S) rather than
the individual values of G,,,, or G,,,, provided o,
or o,,;, does not approach the yield strength. For
example, the fatigue life under a stress cycling
between —50 and +50 MPa is the same as that
under stress cycling between 425 and +125 MPa

¢ a higher stress range results in a shorter fatigue
life, i.e. N increases with decreasing S. The relation-
ship is often of the form

SN'=C (2.21)

where a and C are constants (a is between 0.12
and 0.07 for most materials).

The fatigue performance of materials is normally
given as S/N curves i.e. graphs of stress range (S)
vs. fatigue life (N). Typical S/N curves for mild steel
and a copper alloy are shown in Fig. 2.19. Fatigue
lives are often very long (e.g. thousands, tens of
thousands, or hundreds of thousands of cycles) so
a log scale is normally used for N.

The individual data points shown for mild steel
illustrate the considerable scatter that is obtained
from test programmes. Apart from the obvious su-
perior performance of steel, the best-fit line through
the data shows a discontinuity at about 240 MPa/10’
cycles where it becomes parallel to the x-axis for
higher fatigue lives. This means that at values of S
below 240 MPa the fatigue life is infinite, which is
very useful for design purposes. This stress range is
called the fatigue endurance limit, and is a typical
characteristic of ferrous metals. Non-ferrous metals

500 -
Mild steel
;_«? 400 4
=
“ 3001
[ Fatigue endurance limit
@ T ° °
S 200 A
[}
[}
o
& 1001 Non-ferrous metal
e.g. copper alloy
10° 10* 10° 10° 107 108

Cycles to failure — N

Fig. 2.19 Fatigue life data (SIN curves) for mild steel
and a copper alloy.
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such as copper do not show such a limit i.e. there
is no ‘safe’ stress range below which fatigue failure
will not occur eventually.

2.8.2 CUMULATIVE FATIGUE DAMAGE:
MINER'S RULE

S/N curves define the fatigue life at any given stress
range S. However, in most situations in practice the
material or structural component will not be sub-
jected to cycles of a single stress range, but to dif-
fering numbers of cycles of different stress ranges.
For example wind action will result in a few cycles
at a high stress range from severe storms and a
large number of cycles at lower stresses from lesser
strength winds. To estimate the effect of this cumu-
lative fatigue damage Miner’s rule is used. This
accounts for the partial effect of the number of cycles
at each particular stress range by considering that,
if the material is stressed for 7, cycles at a stress
range that will cause failure in a total of N, cycles,
then a fraction 7,/N, of the fatigue life is used up;
failure occurs when the sum of all the fractions,
¥n/N,, reaches 1, irrespective of the sequence of
application of the various cycles of loading.

Figure 2.20 illustrates the case of three stress ranges,
S,, S, and S;, being applied for 7,, n, and n; cycles
respectively, and for which the total fatigue lives
are N;, N, and Nj. The 7, cycles at the stress range
S, use up n,/N; of the total fatigue life. The same
applies for the 7, cycles at S, and the 7, cycles at
S;. Therefore the proportion of the total fatigue life
used up by all three stress ranges is:

/N, + n,/N, + n5/N;

Applied
loads

/

31 _____ ' .....................................
" SIN curve
D |
[0) 32 -~’ '
(o] ! |
= I |
g B
g S| --iioo-e
£ b :
n ' | :
Vo |
P '
] ] !
- '
- ' H
v v A v v v
n, n ns N, N, Ns

Number of cycles (N)

Fig. 2.20 Example of the application of Miner’s rule of
cumulative fatigue damage.
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Failure will occur when this sum reaches 1. This
will be achieved with continued cyclic loadmg,
in which one or all of #,, 7, or n; may increase,
depending on the nature of the loading. The general
expression of Miner’s rule is that for failure:

/N, =1 (2.22)

2.9 Impact loading

Structures and components of structures can be
subjected to very rapid rates of application of
stress and strain in a number of circumstances,
such as explosions, missile or vehicle impact, and
wave slam. Materials can respond to such impact
loading by:

e an apparent increase in elastic modulus, but this
is a third or fourth order effect only —a 10* times
increase in loading rate gives only a 10% increase
in elastic modulus

e an increase in brittle behaviour, leading to fast
brittle fracture in normally ductile materials. This
can be very dangerous — we think we are using
a ductile material that has a high work to fracture
and gives warning of failure, but this reacts to
impact loading like a brittle material. The effect
is enhanced if the material contains a pre-existing
defect such as a crack.

The latter effect cannot be predicted by extrapolat-
ing the results of laboratory tensile or compression
tests such as those described earlier, and impact test
procedures have been developed to assess the be-
haviour of specimens containing a machined notch,
which acts a local stress raiser. The Charpy test for
metals is a good example of such a test. In this, a
heavy pendulum is released and strikes the standard
specimen at the bottom of its swing (Fig. 2.21). The
specimen breaks and the energy needed for the frac-
ture is determined from the difference between the
starting and follow-through positions of the pendu-
lum. The energy absorbed in the fracture is called
the Charpy impact value. As we have discussed
earlier in the chapter, brittle materials require less
energy for failure than ductile materials, and an
impact value of 15] is normally used as a somewhat
arbitrary division between the two, i.e. brittle mater-
ials have a value below this, and ductile materials
above.

An example of the use of the test is in determining
the effect of temperature on ductile/brittle behaviour.
Many materials that are ductile at normal tempera-
tures have a tendency to brittleness at reducing
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Fig. 2.21 Charpy impact test specimen (from
dimensions specified in BS EN ISO 148-3:2008).
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Fig. 2.22 Variation of the Charpy impact energy of
a steel with temperature (after Rollason, 1961).

temperatures. This effect for a particular steel is
shown in Fig. 2.22. The decrease in ductility with
falling temperature is rapid, with the 15] division
occurring at about —20°C, which is called the #ransi-
tion temperature. It would, for example, mean that
this steel should not be used in such structures as
oil production installations in Arctic conditions.

Impact behaviour and fast fracture are an import-
ant part of the subject called fracture mechanics,
which seeks to describe and predict how and why
cracking and fracture occur. We will consider this
in more detail in Chapter 4.



2.10 Variability, characteristic
strength and the Weibull
distribution

Engineers are continually faced with uncertainty.
This may be in the estimation of the loading on a
structure (e.g. what is the design load due to a hur-
ricane that has a small but finite chance of occurring
sometime in the next 100 years?), analysis (e.g. what
assumptions have been made in the computer model-
ling and are they valid?) or with the construction
materials themselves. When dealing with uncertainty
in materials, with natural materials such as timber
we have to cope with nature’s own variations, which
can be large. With manufactured materials, no matter
how well and carefully the production process is
controlled, they all have some inherent variability
and are therefore not uniform. Furthermore, when
carrying out tests on a set of samples to assess this
variability there will also be some unavoidable
variation in the testing procedure itself, no matter
how carefully the test is carried out or how skilful
the operative. Clearly there must be procedures to
deal with this uncertainty and to ensure a satisfac-
tory balance between safety and economy. Structural
failure can lead to loss of life, but the construction
costs must be acceptable.

In this section, after some basic statistical consid-
erations for describing variability, we will discuss
two approaches to coping with variations of strength
— characteristic strength and the Weibull distribu-
tion. We will take strength as being the ultimate or
failure stress of a material as measured in, say, a
tension, compression or bending test (although the
arguments apply equally to other properties such
as the yield or proof stress of a material).

2.10.17 DESCRIPTIONS OF VARIABILITY
A series of tests on nominally identical specimens
from either the same or successive batches of mater-
ial usually gives values of strength that are equally
spread about the mean value with a normal or
Gaussian distribution, as shown in Fig. 2.23.

The mean value, G,, is defined as the arithmetic
average of all the results, i.e.:

G, = (Xo)n

where 7 is the number of results.
The degree of spread or variation about the mean
is given by the standard deviation, s, where

s =Y -0,)n-1) (2.24)

s> is called the variance, and s has the same units as .

(2.23)

Mechanical properties of solids

Probability density
or
Frequency of occurrence

! Failure stress (o)

Fig. 2.23 Typical normal distribution of failure stresses
from successive tests on samples of a construction material.
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Fig. 2.24 Two combinations of mean strength and
variability.

Materials can have any combination of mean
strength and variability (or standard deviation)
(Fig. 2.24).

For comparison between materials, the coefficient
of variation, c, is used, where

(2.25)

¢ is non-dimensional, and is normally expressed as
a percentage. Typical values of ¢ are 2% for steel,
which is produced under carefully controlled condi-
tions, 10-15% for concrete, which is a combination
of different components of different particle sizes,
and 20-30% for timber, which has nature’s own
variations. Steel and timber are at the two ends of
the variability scale of construction materials.

For structural use of a material, we need a ‘safe’
stress that takes into account of both the mean
failure stress and the variability. This is done by
considering the normal distribution curve (Fig. 2.23)
in more detail. The equation of the curve is

1 (c-o0,)
= - = 2.26
Yo P [ 28 } (2:26)

c=slc,
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Fig. 2.25 Proportion of results in the regions of the
normal distribution curve.

Some important properties of this equation are:

e The curve encloses the whole population of data,
and therefore not surprisingly, integrating the
above equation between the limits of —e and
+oo gives an answer of 1, or 100 if the probability
density is expressed as a percentage.

® 50% of the results fall below the mean and 50%
above, but also, as shown in Fig. 2.25:

= 68.1% of results lie within one standard
deviation of the mean

= 95.5% of results lie within two standard
deviations of the mean

= 99.8% of results lie within three standard
deviations of the mean.

2.10.2 CHARACTERISTIC STRENGTH

A guaranteed minimum value of stress below which
no sample will ever fail is impossible to define — the
nature of the normal distribution curve means that
there will always be a chance, albeit very small, of
a failure below any stress value. A value of stress
called the characteristic strength is therefore used,
which is defined as the stress below which an ac-
ceptably small number of results will fall. Engineer-
ing judgement is used to define ‘acceptably small’.
If this is very small, then there is a very low risk of
failure, but the low stress will lead to increased
cross-sectional area and hence greater cost. If it is
higher, then the structure may be cheaper but there
is an increased risk of failure.

Clearly a balance is therefore required between
safety and economy. For many materials a stress
below which 1 in 20 of the results occurs is con-
sidered acceptable, i.e. there is a 5% failure rate.
Analysis of the normal distribution curve shows
that this stress is 1.64 standard deviations below
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Fig. 2.26 Definition of characteristic strength (G,,,,)
and margin for a 1 in 20 (5%) failure rate criterion.

the mean. This distance is called the margin and so,
as shown in Fig. 2.26:

characteristic strength = mean strength — margin
(2.27)

where k, the standard deviation multiplication factor,
is 1.64 in this case.

The value of k varies according to the chosen
failure rate (Table 2.1), and, as we said above, judge-
ment and consensus are used to arrive at an acceptable
failure rate. In practice, this is not always the same
in all circumstances; for example, 5% is typical
for concrete (i.e. k = 1.64), and 2% for timber (i.e.
k =1.96).

There is a further step in determining an allow-
able stress for design purposes. The strength data
used to determine the mean and standard deviation
for the above analysis will normally have been
obtained from laboratory tests on small specimens,
which generally will have no apparent defects or
damage. They therefore represent the best that can
be expected from the material in ideal or near ideal
circumstances. In practice, structural elements and
members contain a large volume of material, which

Gchar =0, — ks

Table 2.1 Values of k, the standard deviation
multiplication factor, for various failure rates

Failure rate (%) k

50 0

16 1

10 1.28
S 1.64
2 1.96
1 2.33




has a greater chance of containing manufacturing
and handling defects. This size effect is taken into
account by reducing the characteristic strength by
a partial materials’ safety factor, 7,,.

It is normal practice for y,, to be given as a value
greater than one, so the characteristic strength has
to be divided by v, to give the allowable stress.
Hence:

allowable design stress
= characteristic strength/y,,

= (mean strength — margin)/y,, (2.28)

As with the failure rate, the value of v, is based on
knowledge and experience of the performance of
the material in practice. For example, typical values
recommended in the European standard for struc-
tural concrete design (Eurocode 2, BS EN 1992) are
1.15 for reinforcing steel and 1.6 for concrete.

2.10.3 THE WEIBULL DISTRIBUTION

An alternative statistical approach to the distribu-
tion of strength, particularly for brittle materials,
was developed by the Swedish engineer Waloddi
Weibull. As we have discussed in section 2.8 (and
will consider further in Chapter 4) brittle fracture
is initiated at flaws or defects, which are present to
a greater or lesser extent in all materials. Therefore
the variations of strength can be attributed to vari-
ations in the number and, more particularly, the
maximum size of defect in a test specimen. Larger
specimens have a higher probability of containing
larger defects and therefore can be expected to have
a lower mean strength (as just discussed in relation
to the partial materials safety factor, v,,).

Weibull defined the survival probability, P (V,),
as the fraction of identical samples of volume V
that survive after application of a stress 6. He then
proposed that:

P{(V,) = exp{-(o/c)"} (2.29)

where 6, and m are constants. Plots of this equation
for three values of m are shown in Fig. 2.27. In
each case, when the stress is low, no specimens
fail and so the survival probability is 1, but at
increasing stress more and more samples fail until
eventually, when they have all failed, the survival
probability is zero. Putting ¢ = G, in equation (2.29)
gives P(V,) = 1/e = 0.37, so g, is the stress at which
37% of the samples survive. The value of m, which
is called the Weibull modulus, is a measure of the
behaviour on either side of G, and therefore indi-
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Fig. 2.27 The Weibull distribution for three values of
the Weibull modulus, m.

cates the degree of variability of the results (and in
this sense has a similar role to the coefficient of
variation as defined in equation 2.25). Lower values
indicate greater variability; m for concrete and
bricks is typically about 10, whereas for steel it is
about 100.

We can extend this analysis to give an estimate
of the volume dependence of survival probability.
P((V,) is the probability that one specimen of volume
V, will survive a stress o. If we test a batch of n
such specimens, then the probability that they will
all survive this stress is {P,(V,)}". If we then test a
volume V = nV of the material, which is the equiva-
lent of combining all the smaller specimens into a
single large specimen, then the survival probability,
P(V), is still {P(V,)}"

P(V) = [P(V)I" = [R(Vo)I™
= {exp{—(c/c,)}"}"

which gives

(from eqn (2.29))

P

S

(V) = exp{—(V/V,)(c/oy)™} (2.30)

So, having determined 6, and m from tests on
samples of volume V, and selected an acceptable
value for P(V), the design stress for structural element
of volume V can be calculated.
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Chapter 3

The structure of
solids

In Chapter 1 we discussed the various ways in which
atoms bond together to form solids, liquids and
gases, and some of the principles involved in the
changes between these states. In Chapter 2 we
described the behaviour of solids when subjected
to load or stress and the various rules and con-
stants used to characterise and quantify this. We
now go on to consider the structure of solids in
more detail, which will provide an explanation
for much of the behaviour described in Chapter 2.
Although the type of bonding between atoms goes
some way towards explaining the properties of
the resulting elements or compounds, it is equally
important to understand the ways in which the
atoms are arranged or packed together. We start
by considering the relatively ordered structure of
crystalline solids, and then discuss some aspects
of the less ordered structures of ceramics and
polymers.

3.1 Crystal structure

Many construction materials, particularly metals and
some ceramics, consist of small crystals or grains
within which the atoms are packed in regular,
repeating, three-dimensional patterns giving a long-
range order. The grains are ‘glued’ together at the
grain boundaries; we will consider the importance
of these later, but first we will discuss the possible
arrangements of atoms within the grains. For this,
we will assume that atoms are hard spheres — a
considerable but convenient simplification.

It is also convenient to start with the atomic
structure of elements (which of course consist of
single-sized atoms) that have non-directional bond-
ing (e.g. pure metals with metallic bonds). The
simplest structure is one in which the atoms adopt
a cubic pattern i.e. each atom is held at the corner
of a cube. For obvious reasons, this is called the
simple cubic (SC) structure. The atoms touch at
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a) Hard sphere model (b) Reduced sphere model

Fig. 3.1 The simple cubic structure of atoms in crystals
and the unit cell.

Fig. 3.2 The coordination number = 6 for the simple
cubic structure.

the centre of each edge of the cube (Fig. 3.1a). The
structure is sometimes more conveniently shown as
in Fig. 3.1b. We can use this figure to define some
properties of crystalline structures:

o the unit cell: the smallest repeating unit within the
structure, in this case a cube (Fig. 3.1)

e the coordination number: the number of atoms
touching a particular atom or the numbers of its
nearest neighbours, in this case 6 (Fig. 3.2)

o the closed-packed direction: the direction along
which atoms are in continuous contact, in this
case any of the sides on the unit cell



Fig. 3.3 Unit cell dimensions and atomic radii in the
simple cubic structure.

Fig. 3.4 The body-centred cubic structure, unit cell and
close-packed direction.

o the atomic packing factor (APF): the volume of
atoms in the unit cell/volume of the unit cell,
which therefore represents the efficiency of packing
of the atoms.

The APF can be calculated from simple geometry.
In this case:

e there are eight corner atoms, and each is shared
between eight adjoining cells
each unit cell contains 8 x 1/8 = 1 atom
e the atoms are touching along the sides of the
cube (the close-packed direction)
radius of each atom, » = 0.5a (Fig. 3.3)
when a = length of the side of the unit cube
e the volume of each atom = 4/3n7* = 4/31(0.5a)°
APF = [atoms/cell].[volume each atom]/
volume of unit cell

= [1] x [(4/37(0.5a)*)/[a’] = 0.52.

There are two other crystal structures that have
cubic structures with atoms located at the eight
corners but which have additional atoms:

e the body-centred cubic (BCC) structure, which also
has an atom at the centre of the cube (Fig. 3.4)

o the face-centred cubic (FCC) structure, which
also an atom at the centre of each of the six
faces (Fig. 3.5).

With the body-centred cubic structure, the coordin-
ation number is 8 (the atom in the cell centre touches
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Fig. 3.5 The face-centred cubic structure, unit cell and
close-packed direction.

the eight corner atoms) and the close-packed direction
is the cell diagonal. It should be apparent from
Fig. 3.4 that:

each unit cell contains 8/8 + 1 = 2 atoms
e considering the close-packed direction gives:
4r =~3a or r = V3a/4.
APF = [2] x [(4/3n(N3a/4)’]/[a’] = 0.68.

With the face-centred cubic structure, a little thought
should convince you that the coordination number
is 12 and the close-packed direction is the face
diagonal. From Fig. 3.5:

¢ cach unit cell contains 8/8 + 6/2 = 4 atoms

e considering the close-packed direction gives:
4r =\2a or r = \2a/4.
APF = [4] x [(4/3n(N2a/4)*}/[a°] = 0.74.

Moving from the SC to the BCC to the FCC struc-
ture therefore gives an increase in the coordination
number (from 6 to 8 to 12) and in the efficiency of
packing (from an APF of 0.52 to 0.68 to 0.74).

One further structure that might be expected to
have efficient packing needs consideration — the
hexagonal close-packed (HCP) structure. If we start
with a single plane, then the most efficient packing
is a hexagonal layout, i.e. as the atoms labelled A
in Fig. 3.6. In adding a second layer the atoms
(labelled B) place themselves in the hollows in the
first layer. There are then two possible positions for
the atoms in the third layer, either directly above
the A atoms or in the positions labelled C. The first
of these options gives the structure and unit cell
shown in Fig. 3.7. Two dimensions, a and ¢, are
required to define the unit cell, with c¢/a = 1.633.
The coordination number is 12 and atomic packing
factor 0.74, i.e. the same as for the face-centred
cubic structure.

If we know the crystal structure and the atomic
weight and size of an element then we can make
an estimate of its density. For example, take copper,
which has a face-centred cubic structure, an atomic
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Fig. 3.6 Arrangement of atoms in successive layers of
the hexagonal close-packed structure.

Fig. 3.7 Atomic arrangement and unit cell of the
hexagonal close-packed structure.

weight of 63.5, and an atomic radius of 0.128 nm
(atomic weights and sizes are readily available from
tables of properties of elements).

e atomic weight = 63.5, therefore 63.5 g' of cop-
per contain 6.023 x 10* atoms’
mass of one atom = 10.5 x 10> g
e In the FCC structure there are 4 atoms/unit cell
mass of unit cell =4.22 x 10 g

! The atomic weight in grams is normally called the molar
mass, and is the weight of one mole.

2 This is Avogadro’s number, which we defined in Chapter 1
as the number of atoms in one mole. By definition it has
the same value for all elements.
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e As above, in the FCC structure, length of side
of unit cell (a) = 4r~2
" a=4x0.128N2 = 0.362 nm
e .. unit cell volume = 4.74 x 10 nm’
density = weight/volume
=422 x 10 g/4.74 x 107 nm’
= 8900 kg/m’

A typical measured value of the density of copper is
8940 kg/m’®, so our estimate is close.

We generally expect that elements that adopt one
of the crystal structures described above will prefer
to adopt the one that has the lowest internal energy.
The efficiency of packing (i.e. the APF) is an import-
ant, but not the sole, factor in this. In practice, no
common metals adopt the simple cubic structure,
but the energy difference between the other three
structures is often small, and the structures adopted
by some common metals are:

e FCC - aluminium, copper, nickel, iron (above
910°C), lead, silver, gold

e HCP - magnesium, zinc, cadmium, cobalt,
titanium

e BCC - iron (below 910°C), chromium, molyb-
denum, niobium, vanadium.

The two structures for iron show that the crystal
structure can have different minimum energies at
different temperatures. These various forms are
called allotropes. Changes from one structure to
another brought about by changes of temperature
are of fundamental importance to metallurgical
practice. For example, as we will see in Chapter 11,
the change from FCC to BCC as the temperature
of iron is reduced through 910°C forms the founda-
tion of the metallurgy of steel.

3.2 Imperfections and impurities

In practice it is impossible for a perfect and uniform
atomic structure to be formed throughout the material
and there will always be a number of imperfections.
Point defects occur at discrete sites in the atomic
lattice and can be either missing or extra atoms,
called vacancies and interstitial atoms respectively,
as shown in Fig. 3.8. A linear dislocation is a one-
dimensional defect; an example is when part of a plane
of atoms is missing and causes an edge dislocation,
as shown in Fig. 3.9. The result of all such defects
is that the surrounding atomic structure is distorted
and so is not in its preferred lowest energy state.
This has important consequences during loading;
when the internal strain energy is sufficient to locally
rearrange the structure a dislocation is, in effect,
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Fig. 3.8 Vacancy and interstitial defects in a crystal
lattice.
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Fig. 3.9 Edge dislocation.

moved. The dislocation does not move back to its
original position on unloadmg, and so the resulting
deformation is irreversible i.e. it is plastic, as shown
in Fig. 2.6. If the required internal energy needed
to trigger the dislocation movement is sharply
defined then this gives rise to a distinct yield point
(point A in Fig. 2.6). We will discuss this dislocation
movement in metals in more detail in Chapter 8.

It is also impossible to produce a completely pure
material, and some foreign atoms will also be present,
thus producing a solid solution. A substitutional
impurity occurs when the foreign atoms take the place
of the parent atoms, resulting in a substitutional
solid solution (Fig. 3.10a). If the atoms of the two
materials are of a similar size then there will be
little distortion to the atomic lattice, but if their size
differs significantly then some distortion will occur.
An interstitial impurity, as the name implies, occurs
when the foreign atoms are forced between the parent
atoms, resulting in an interstitial solid solution; again
the degree of distortion depends on the relative sizes
of the atoms involved (Fig. 3.100).

The impurities may occur by chance during manu-
facture, but nearly all metals used in construction
are in fact alloys, in which controlled quantities of
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(a) (b)

Fig. 3.10 Distortions from (a) a substitutional impurity
and (b) an interstitial impurity.

carefully selected impurities have been deliberately
added to enhance one or more properties. We will
discuss some important examples of alloys in Part 2
of this book.

3.3 Crystal growth and grain
structure

Crystals are formed in a cooling liquid. In the liquid
the atoms are in a state of constant motion and
change positions frequently. During cooling this
motion becomes more sluggish until, sooner or later,
the atoms arrange themselves locally into a pattern,
often one of those described above, that forms the
nucleus of the solid material. The kinetics of nucle-
ation are quite complex, but it almost always begins
from an impurity particle in the melt. The nucleus
will have the form of the unit cell, which is often
a cube. As the liquid solidifies it gives up its latent
heat of solidification. The corners of the cube lose
heat faster than the edges so that atoms from the
melt attach themselves to the corners first, then to
the edges and last of all to the faces of the elemen-
tary cube. Thus a branching or dendritic pattern
is built up from each nucleation site (Fig. 3.11a)
and dendrites will grow from each site until they
are stopped by interference from other dendrites
(Fig. 3.11b and ¢).

Eventually all the liquid is used up by infilling
between the arms of the dendrites and the character-
istic polycrystalline grain structure results (Fig. 3.11d).
There are three important facts to note here:

1. Within each grain the atoms are arranged in a
regular lattice, albeit containing some or all the
defects and imperfections described above.

2. The orientation of the crystal lattice differs from
grain to grain.

3. At each grain boundary there is a line of
mismatch in the atomic arrangement.
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Fig. 3.11 Schematic of dendritic crystal growth and
resulting grain boundaries.

The size of the individual grains depends on the type
of material and more significantly, the cooling rate;
larger gains are formed with a slower cooling rate. In
many metals, the grains are large enough to be viewed
with optical microscopy, which is extremely useful
to metallurgists. As we shall see in Chapter 8, the grain
size and the grain boundaries have important influ-
ences on the mechanical properties of the metal.

3.4 Ceramics

Most ceramics are compounds of metallic and non-
metallic elements e.g. silica, which is silicon oxide,
Si0,, or alumina, aluminium oxide, Al,O;. The
atomic bonding ranges from ionic to covalent and
indeed, many ceramics have a combination of the
two types (e.g. about half the bonds in silica are ionic
and half covalent). Covalent bonds in particular are
highly directional and therefore the structure of
ceramics is more complex that of the single-element
metallic solids described above.

Silicon and oxygen are the two most abundant
elements in the earth’s crust and so it is not surprising
that silica and silicates are both important and wide-
spread. Silica in various forms is a major component
of many construction materials, including concrete,
aggregates, bricks and glass, and so we will use it
to illustrate the type of structures that ceramics can
adopt.
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(a) Silica tetrahedron, SiO,*

(c) Silica ring

Fig. 3.12 lonic and structural arrangements of silica,
SiO,.

Silicon is tetravalent and can form four equally
spaced covalent bonds by sharing each of its valence
electrons with one of the valence electrons of a
divalent oxygen atom. In the resulting tetrahedron
each of the four oxygen atoms requires an extra
electron to achieve a stable configuration and there-
fore this is, in effect, an SiO,* ion (Fig. 3.12a). This
basic unit of silica has the ability to combine with
other units and with other elements in a wide variety
of ways of varying complexity, giving rise to an
enormous number of silica-based materials with a
wide range of properties.

For example, if two of the oxygen atoms are
shared with other tetrahedra, then either a chain or
ring structure can be formed, as shown in Fig. 3.12b
and ¢, respectively, with the overall composition
SiO,. If the ring structure has long-range order then
a regular, crystalline material is obtained, but if it
has a more random, non-ordered structure then an
amorphous, non-crystalline or glassy material results
(Fig. 3.13). In general glassy structures are produced
by rapid cooling from the molten liquid, as a result
of which the basic units do not have time to align
themselves in their preferred ordered state.

The oxygen atoms that are not part of the chain
or ring bonds are available to form ionic or covalent
bonds with other atoms or atomic groups. For
example, there is a series of compounds between
silica and varying ratios of the oxides of calcium,
magnesium and sodium to give, among others, calcium
silicates with overall compositions of CaSiO;, Ca;SiOs,
Ca,Si0,, and Ca;Si,0,, magnesium silicates such as
talc, Mg;Si,O,,(OH),, and asbestos, Mg;Si,O5(OH),,
and sodium silicate or water glass (Na,SiO5).



(a) Ordered, crystalline
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(b) Amorphous, glassy, non-crystalline

Fig. 3.13 Two-dimensional views of the forms of silica, SiO,.

The strong, directional covalent bonds give rise
to the brittle nature of most ceramics, with failure
often initiated at a defect in the structure. We will
discuss the mechanisms of such failure in some
detail when considering the subject of fracture mech-
anics in the next chapter.

3.5 Polymers

Polymers contain long-chain or string-like molecules
of very high molecular weight. They occur naturally
in plants and animals or can be synthesised by
polymerisation of the small molecules in a monomer.
In construction timber and rubber have for many
centuries been the most widely used naturally oc-
curring polymers, but synthetic polymers such as
plastics, polyester and epoxy resins, and many types
of rubber are of increasing importance.

The backbone of the chain normally consists of
covalently-bonded carbon atoms (although some
silicon-based polymers, known collectively as silicones,
are made). The monomer molecule typically contains
a double bond between carbon atoms, which reduces
to a single bond on polymerisation. The monomer
therefore provides the repeat unit in the chain; two
examples, polyethylene and polyvinyl chloride (PVC),
are shown in Fig. 3.14. Polymerising a mixture of more
that one type of monomer produces a copolymer.

In linear polymers, the repeat units are joined in
single chains, which intertwine like a mass of string,
as illustrated schematically in Fig. 3.15a. The cova-
lent bonds in the chains are strong, but the bonding
between the chains is due to secondary, Van der
Waals bonds (see Chapter 1), which are weaker but
in many cases sufficiently strong for the polymer to
exist as a solid at normal temperatures.

If the chain has side-branches then a branched
polymer is formed (Fig. 3.15b), often with a lower
packing efficiency and hence a lower density than

H H HHHHHHHHHH
(. I |. (. .| [ T T R
c=C — -C— C-—C C—-C C- C CcC-C-C-
(. I |. (. .| I [
H H H H H HIH H H HH H
Monomer Repeat unit
(a) Polyethylene
H H HHHHIHHHHHH
[ [ .| [ T T T
c=CcC = —CC.CC—‘CCCCCC—
[ |. [ T T [
H CI H C:I H Cl. .H Cl H ClH Cl
Monomer Repeat unit

(b) Polyvinyl chloride

Fig. 3.14 Monomer and polymer molecules for two
common polymers.

a linear polymer. It is also possible for the chains
to be linked by other atoms or molecules that are
covalently bonded to adjacent chains, thus forming
a cross-linked polymer (Fig. 3.15¢). With sufficient
cross-linking then a networked polymer results
(Fig. 3.15d). Cross-linked or network polymers have
a more rigid structure than linear polymers, and
are often therefore stronger but also more brittle.
A polymer is one of two types depending on its
behaviour with rising temperature. Thermoplastic
polymers soften when heated and harden when cooled,
both processes being totally reversible. Most linear
polymers and some branched polymers with flexible
chains fall into this group. Common examples are poly-
ethylene, polystyrene and polyvinyl chloride. Thermo-
setting polymers, which harden during their formation,
do not soften upon heating; these are mostly cross-
linked and networked polymers, and they are
generally harder and stronger than thermoplastics.
Examples are vulcanised rubber and epoxy resins.
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Fig. 3.15 Schematics of molecular structures of polymers (after Callister, 2007).

Crystalline region
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Fig. 3.16 Schematic of molecular arrangement in
polymers.

The polymer chains can pack together either in
a ‘random-walk’ disordered manner, giving an amor-
phous structure, or in regular repeating patterns,
giving a crystalline structure. Often both types of
structure will occur at in different regions of the
same polymer, as illustrated in Fig. 3.16.

The stress—strain behaviour of polymers is dependent
on the extent of the crystallinity and cross-linking.
Figure 3.17 shows three possible forms of stress—strain
curve. Curve A is typical of a linear polymer; there
are large recoverable strains at low stresses while
the intertwined long molecular chains are pulled
straighter, followed by an increase in the stiffness
as the chains become aligned. Materials exhibiting
this type of behaviour are known as elastomers.
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Fig. 3.17 Typical stress—strain bebaviour of polymer
types (after Callister, 2007).

Polymers that are heavily cross-linked and crystal-
line can have a high elastic modulus and be very
brittle with low failure strains, as in curve B. Many
polymers with a mixture of crystalline and amorphous
regions and an intermediate level of cross-linking
behave as in curve C, i.e. with distinct elastic and
plastic behaviour very similar in nature to that of
mild steel, which we discussed in Chapter 2.
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An important consequence of the structures of solids
described in Chapter 3 is the nature of the fracture
and cracking processes that occur when they are
subjected to sufficiently high stress. This is the sub-
ject of the branch of materials science called fracture
mechanics; we will introduce some of the concepts of
this in this chapter, including the important property
of toughness.

The terms ‘fracture’ and ‘failure’ are often used
synonymously but they are not necessarily describing
the same process. In its broadest sense, failure means
that a structure or component of a structure becomes
unfit for further service; this can be due, for example,
to excessive deformation or by reduction of area
owing to corrosion or abrasion as well to local break-
down or fracture. Fracture is the separation of a com-
ponent into two or more pieces under the action of
an imposed load, at temperatures low compared to
the melting temperature of the material. As we have
seen in Chapter 2, this separation can occur under a
gradually increasing load, a permanent or static load,
leading to creep rupture, a fluctuating load, leading
to fatigue, or an impact load. We have also seen that
fracture can be of a brittle or ductile nature, depend-
ing on the amount of strain before fracture.

We need to be able to predict and analyse fracture,
and so we will start by considering predictions of
strength from a knowledge of the bonding forces
between atoms. This is a logical place to start, but
as we will see these estimates turn out to be wildly
inaccurate and so we then need to turn to fracture
mechanics.

4.1 Theoretical strength

To fracture a material, we need to break the bonds
between the individual atoms and make sure that
they do not reform. It is therefore instructive to
start by considering the energies and forces within
the bonds. As well as leading to an estimate of the

Chapter 4

Fracture and
toughness

tensile strength, we will establish the theoretical basis
for some of the observed deformation behaviour
along the way.

There are both attractive and repulsive forces
between atoms, which balance one another when
the atoms are in equilibrium. The causes of these
forces are somewhat complex, but in simple terms
they are mainly due to the gravitational attraction
between the two masses (which is concentrated in
the nucleus) and the repulsive force between the
similarly (negatively) charged electron clouds as they
start to overlap. However, whatever the cause, the
energies tend to vary as the inverse of the distance
between the atoms, raised to some power. So, if the
distance between the atoms is 7, and A, B, m and
n are constants that vary with the material and its
structure then:

¢ the atttractive energy is Ar™
¢ the repulsive energy is Br™
e the resultant energy is U = Br™ — Ar™

Plotting these energies as a function of interatomic
spacing gives the Condon-Morse curves, shown
schematically in Fig. 4.1a. Figure 4.1b presents the
same information, but in terms of the force between
adjacent atoms, F, which is the differential of the
energy with respect to distance. There are three
things to note:

1. The bond energy U is a continuous function of 7.
Thus we can express the energy as a series:

U, = U + r(dU/r),, + (#2)(d*U/dP) + ...
(4.1)

where Uy, is the energy at r = 7, i.e. the inter-
atomic separation at which the attractive and
repulsive forces balance, and the differential is
taken at r = 7,.

2. The minimum in the curve at 7, allows the second
term to be eliminated, since (dU/dr) = 0 at a
minimum.
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Fig. 4.1 Condon-Morse curves of variation of energy and interatomic force with r, the interatomic spacing.

3. The displacement from 7, is small, so ignoring
terms higher than 7> we obtain:

U(r) = U(ry) + (r2)(d2UId7)r,

and hence

(4.2)

F = dU/dr = r(d*U/dr?),, (4.3)

i.e. the force is proportional to displacement via
a constant (d*U/dr?).

In other words, the constant of proportionality
is the slope of the F-r graph at the equilibrium
position where 7 = 7,.

We can use these mathematical facts about these
graphs to predict some consequences and try and
relate them to the real world. There are in fact a
great many consequences but those most relevant
to the subject of this book are as follows.

1. When a material is extended or compressed a
little, the force is proportional to the extension
(equation 2.4). This is Hooke’s law. The slope
of the F—r curve at r = r; is the fundamental
origin of the elastic constant E (or stiffness).

2. Since the F-r curve is nearly symmetrical about
the equilibrium position, the stiffness of a material
will be nearly the same in tension and compres-
sion. This is, in fact, the case.

3. At large strains, greater than about 10%, the F-r
curve can no longer be considered straight and
so Hooke’s law should break down. It does.

4. There should be no possibility of failure in com-
pression since the repulsive force between the
atoms increases ad infinitum. This is so.

5. There should be a limit to the tensile strength,
since the attractive force between the atoms has
a maximum value. This is so.

We can make a theoretical estimate of this tensile
strength (o;) by assuming that, on fracture, the
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internal strain energy due to the loading goes to
creating new surface. We will discuss surfaces in
more detail in Chapter 6, but for the moment we
need to use the concept of surface energy. Atoms
at the surface are bonded to other surface atoms
and atoms further into the material; they therefore
have asymmetric bonding forces leading to a higher
energy state than that of atoms within the material,
which have uniform bonding in all directions
(Fig. 6.1). This excess energy is the surface energy ()
of the material; it gives rise to the surface tension of
liquids, but is perhaps not quite so obvious in solids.

Analysis equating estimates of the surface energy
to the internal strain energy immediately before
fracture gives, after making some simplifying assump-
tions about the Condon-Morse curves:

o = (Enlr)™’ (4.4)

For many materials, this gives a value for o of
about E/10. On this basis we would expect the
strength of steel to be approximately 20,000 MPa,
which is about 10 times higher than the strongest
steel that we are capable of producing — a problem!

4.2 Fracture mechanics

Clearly some other explanation than that above is
required to explain the values of tensile strength that
we obtain in practice. This is provided by fracture
mechanics, which arose from the studies of A. A.
Griffith in the 1920s on the brittle fracture of glass.
Griffith recognised that all materials, no matter how
carefully made and how uniform in appearance,
contain defects and flaws and it is the propagation
or growth of these defects that leads to fracture.
These may be microscopic e.g. as in the case of a
metal that is made up of fine grains or crystals (as
described in Chapter 3) or macroscopic as in the
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Fig. 4.2 Surface and internal crack geometry.

case of concrete, with large aggregate particles
bonded imperfectly together by the surrounding
hardened cement. So, in the above analysis we have
therefore made some incorrect assumptions about
both the stresses within a material and the nature
of the fracture process.

First, consider the stresses within the material.
We have assumed that the stress acts uniformly
across a section, and is therefore simply the load
divided by the cross-sectional area over which it is
acting. We can think of defects and flaws as cracks,
which may be either at the surface or contained within
the material. Cracks are usually long and narrow
with a sharp tip, and so we can draw them as shown
in Fig. 4.2, with a length a for a surface crack and
2a for an internal crack, and a tip radius 7 in each
case. The cracks act as local stress raisers, with
the stress at the crack tip being many times greater
than the average stress in the material. It is possible
with stress analysis techniques to show that the
local stress (0,,.) is highest at the crack tip and is
given by

O = O[1 + 2(a/r)™’] (4.5)

for small

26(alr)*s (4.6)

We can also define the stress concentration factor,
k., as
to

k. = 6../6 = [1 + 2(alr)*°] or 2(alr)* for r << a
(4.7)

For a circle, a = r and so k, = 3, but for a small
sharp crack, say a =1 mm and » = 1 um then k, =
63. It is therefore easy to see how the local stress
can reach the theoretical strength that we estimated
above, and hence the atoms will be pulled apart.
This is, however, only part of the picture. Further
stress analysis shows that that the local stress o),
quickly diminishes with distance from the crack,
as shown in Fig. 4.3. The atoms will be torn apart
near the crack tip, but the crack will only grow (or
propagate) through the material if there is also

Fracture and toughness

Oloc

Stress

Distance from crack tip

Fig. 4.3 Variation in local internal stress with distance
from crack tip (from Ashby and Jones, 2005).

sufficient energy in the system to keep driving it.
This energy is, of course, the internal strain energy
caused by the loading. In ductile materials, as well
as creating new surface this energy is also consumed
in plastic deformation of the material in the region
where the local stress is higher than the yield stress,
which may be some distance in advance of the
crack tip. Even in brittle materials with no plastic
deformation some localised microcracking may
occur in this region.

Therefore when considering the balance between
the energy consumed by the crack propagation that
is available from the internal strain energy we need
to consider more than just the energy of the new
crack surface. We do this by defining the total energy
consumed when a unit area of new crack is formed
as the toughness (G.) of the material. G, is a material
property, with units of energy/area e.g. J/m?.

In brittle materials, such as glass, the surface
energy is a significant part of the total energy, G.
is low and crack propagation occurs readily at low
strains. In ductile materials, such as mild steel,
the opposite holds; the energy required for plastic
deformation as a crack advances is many orders of
magnitude higher than the new surface energy, G
is high and failure requires much higher strains.

Analysis of the energy balance gives the value of
the stress to cause fracture (o) as

o; = (G E/ma)®® (4.8)

for the condition of plane stress, which occurs when
the material is relatively thin in the direction per-
pendicular to the applied load, and

o; = [G.E/m(1 — v})a]’*

(where v = Poisson’s ratio)

C

(4.9)

for the condition of plane strain in thicker sections.
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We therefore now have equations for the failure
stress, Oy, in terms of three material properties (G,,
E and v) and a defect size, a. A greater defect size
would lead to a lower strength, which is logical,
but this is a fundamental difference to the previous
idea that the strength of a material is a constant
when defined in terms of stress.

Rearranging equation (4.8) shows that failure will
occur when the combination of applied stress and
crack size satisfy

o(an)’s = (G,E)** (4.10)

For any combination of applied stress and crack
length the term o(an)’” is called the stress intensity
factor, denoted by K. At the combination of stress
and crack length to cause fracture the value of K
is called the critical stress intensity factor, K. K_ is
more commonly known as the fracture toughness,
and it follows that:

K. = (G.E)* (4.11)

This choice of name is a little confusing, but you
must remember that toughness, G, and fracture
toughness, K, are different properties with different
values and different units. K, has units of force/
length®?, e.g. MN/m*?. The values of G, and K, can
vary widely for different materials, and ranges of
both properties for the most common construction
materials are shown in Table 61.1.

Substitution of K, into equation 4.10 and re-
arranging shows that for any particular applied stress
there is critical crack length, a,,, that will result in
fracture, given by

crity

= K}/nc* (4.12)

When equation 4.12 is satisfied, the crack will propag-
ate rapidly to failure i.e. there will be a fast fracture.
With brittle materials, without the capacity for
plastic deformation and which consequently have
low values of G, and hence K., small defects, of the
same order of size as might occur during manu-
facture, are sufficient for fast fracture. The result is a
so-called cleavage type of facture. Conversely, ductile
materials, which have the capacity for significant
plastic flow and yielding, have higher G, and K_ values,
and therefore defects from manufacturing are not
sufficient for fast fracture to occur before excessive
yielding and a tearing form of facture occur. How-
ever, it follows that, with large cracks (e.g. from
some previous damage) or stress concentrations
from poor design detailing, fast fracture may occur
before yielding, a potentially dangerous situation.
The crack size at which failure in a ductile material
changes from yielding and tearing into fast fracture

a

crit
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Fig. 4.4 Variation of failure stress with defect size for
a ductile material.

and cleavage, the critical yield crack length, a,., is

obtained by substituting the yield stress o, into equa-
tion 4.12, giving

Ayere = KZ/mG,? (4.13)

A plot of failure stress against defect size for ductile
materials is of the form shown in Fig. 4.4. The value
of a,. is a significant property, since if the material
contains cracks larger than this failure will not only
occur at a stress lower than expected but also without
warning; in other words a ‘safe’ ductile material
behaves as a ‘dangerous’ brittle material. It is there-
fore useful to know a,.,;, not only for design but also
when inspecting structures during their service life.

Toughness and fracture toughness are sometimes
described as the ability of a material to tolerate cracks.
Lack of toughness can lead to fast fracture, which is
extremely dangerous as it can occur without warning
and will often result in catastrophic failure and loss
of life. Engineers therefore need to take great pains
to avoid it occurring. Clearly one way of doing this
is to avoid using materials with low G, or K, values.
However, this is not always possible, e.g. construction
without using any concrete is difficult to contemplate,
and so we should then either:

yerit

e ensure that the loading will not cause high tensile
stress and/or

¢ reinforce against fast fracture (or at least reduce
its risk) by forming a composite, e.g. by adding
steel reinforcement to concrete or fibres to resins.
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5.1 Liquids

Liquids are effectively incompressible when subjected
to direct stress (hydraulic power systems depend on
this property), which implies that the elementary
particles (atoms or molecules) are in direct contact.
However, liquids obviously flow under the action
of the shear stress, which shows that the particles
are able to move relative to each other i.e. there are
no primary bonds between them. In describing their
behaviour we are therefore concerned with the
relationship between the applied shear stress, T, and
the rate of shear strain, dy/d¢ (Fig. 5.1). Most simple
liquids, such as water, white spirit, petrol, lubricating
oil etc., and many true solutions, e.g. sugar in water,
show ‘ideal’ or Newtonian behaviour where the two
are directly proportional i.e.

T = ndy/ds (5.1)

where 1 = coefficient of viscosity (or, strictly, the
dynamic viscosity) which, as strain is dimensionless,
has units of stress X time e.g. Pa.s.

This definition also applies to gases, but as might
be expected, the viscosities of gases and liquids differ
markedly. At 20°C, n for air is about 1.8 x 107 Pa.s
and for water it is about 1 x 107 Pa.s. In both types
of fluid at higher temperatures the particles possess
more energy of their own and the stress required to

Force P

Shear stress 1 = P/A
Shear strain rate = dy/dt = d(x/y)dt

Fig. 5.1 Shear stress and shear strain rate for fluid flow.

Chapter 5

Liquids, viscoelasticity
and gels

move them is reduced, i.e. viscosity reduces rapidly
as temperature is increased (think of asphalt road
surfaces on very hot days).

We are often faced with liquids that contain disper-
sions of solid particles. These disturb and effectively
increase the viscosity; for small volume fractions of
particles the viscosity is given approximately by

(5.2)

where 1, = the viscosity of the pure fluid, V; = the
volume fraction of particles and o is a constant.
The value of o varies with the shape of the particles;
Einstein showed that o0 = 2.5 for spheres, but it is
higher for irregular particles.

This equation breaks down when the volume frac-
tion of the particles increases to the point where
the perturbed regions in the liquid begin to overlap,
and terms in V;* appear. Materials such as pastes,
clays and freshly mixed mortar and concrete, which
have solids contents in excess of, say 70%, can
deform more or less elastically up to a certain yield
stress and can preserve their shape against gravity.
Above this stress, however, they behave like liquids
and deform rapidly, e.g. toothpaste does not flow
off your toothbrush but you can brush it around
your teeth, clays can be moulded to the shape desired
by the potter, concrete can be shovelled and vibrated
into the formwork. The shear stress—strain rate curve
(known as the flow curve) for these materials can
take a variety of forms, as shown by the solid lines
in Fig. 5.2. The general equation for the three types
of behaviour that have a positive value of the yield
stress is:

n=mne[l + aVi]

T =1, + a(dy/ds)" (5.3)

where T, is the intercept on the shear stress axis
and g and #» are constants. The three curves have
different values of n. In shear thinning behaviour,
the curve is convex to the shear stress axis and # < 1;
in shear thickening, the curve is concave to the shear
stress axis and # > 1. The particular case of a
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Shear thinning
Linear (Bingham)

Shear thickening

Shear stress (1)

-
~~  Newtonian
-
-
P
P
-

Rate of shear strain, dy/di

Fig. 5.2 Different forms of shear stress—shear strain
rate flow curves.

straight-line relationship is called Bingham behav-
iour, for which #» = 1. The equation for this is
normally written as:

(5.4)

where 1, is the yield stress, and W is the plastic
viscosity.

This is of particular interest for concrete tech-
nologists, as fresh concrete has been shown to
conform reasonably well to this model. We will
discuss this further in Chapter 18.

T =1, + u.(dy/dz)

5.2 Viscoelastic behaviour

In many cases it is not possible to draw a sharp
dividing line between the mechanical behaviour of
liquids and solids; there is a large group of mater-
ials, known as wviscoelastics, whose behaviour is
part liquid and part solid. Many natural materials,
e.g. tendons, plant fibres and wood, behave in this
way. Of engineering materials, rubbers, many soft
polymers and substances like tar and asphalt are
examples.

We have already briefly discussed such behaviour
in Chapter 2 when defining the two separate but allied
cases of creep and stress relaxation. Under constant
stress, a material responds by steadily increasing
strain; under constant strain, stress relaxation occurs
without dimensional change (Figs 2.15 and 2.17).
Some of the microstructural mechanisms of this
behaviour in different materials will be discussed in
later parts of this book, but here we introduce how
the behaviour can be modelled by using mechanical
analogues consisting of arrays of springs that behave
according to Hooke’s law i.e. stress o< strain, and
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Fig. 5.3 Viscoelastic models.

viscous elements that behave as an ideal Newtonian
liquid, i.e. stress o rate of strain.

One such array, known as the Maxwell model,
is shown in Fig. 5.3a. It consists of an elastic spring,
S, of modulus E in series with a dashpot, i.e. a
piston moving in a fluid, F, of viscosity 1 contained
in a cylinder. Now think of suddenly applying a
constant strain. At first all the strain is taken up by
stretching the spring and the load required to do this
is calculated from the strain in the spring. Later, the
spring shortens by pulling the piston up through the
fluid in the dashpot. Some of the total strain is now
taken up by the movement of the piston and less
by the stretch in the spring. The load required is now
less than before, and thus the system is exhibiting
stress relaxation. Mathematical analysis gives:

(5.5)

where G, is the initial applied stress, o, is the stress
sustained at time # and T = N/E is the so-called
relaxation time. Under constant strain the stress
decays exponentially, which is reasonably close to
observed behaviour. In fact, T is the time taken for
the stress to decay to 1/e of its initial value.

Now take the case of applying a constant load
or stress. The spring stretches and remains at that
strain as long as the load remains. At the same time
the dashpot slowly extends as the piston is pulled
through the fluid in it. The total extension therefore
increases linearly with time, which is not typical
creep behaviour. This model therefore represents
stress relaxation very well, but is less successful at
representing creep.

For modelling creep, we can use the so-called
Voigt—Kelvin model in which the spring and dashpot
are arranged in parallel (Fig. 5.3b). Both elements
must experience the same strain at any given time
but load can be transferred over time from one
element to the other. Analysis of the model gives:

G, = G, exp(—t/1)
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Fig. 5.4 Four element viscoelastic model.

g, =0(1 - e™)/E (5.6)

where €, = strain at time ¢, 6 = applied stress and
E and 7 are as before.

This gives a good representation of creep behav-
iour, but not of relaxation. To get out of these
difficulties, the two types of models are combined
into what is known as the four-element model
(Fig. 5.4). This gives a reasonable representation of
both creep and relaxation in many cases, but where
the viscoelastic material is a polymer consisting of many
molecules and particles of varying size and properties,
many elements with different relaxation times (i.e.
a relaxation spectrum) need to be combined.

Nevertheless, the concept of relaxation times is
important for two reasons. First, it helps us to dis-
tinguish between solids and liquids. A perfect solid
will support the stress indefinitely, i.e. T = oo, but
for a liquid, relaxation is virtually instantaneous
(for water T = 107''s). In between there is a grey
area where stress relaxation may occur over a few
seconds or centuries.

Second, we have the relationship between the
relaxation time and the time scale of the loading z.
If the load is applied so fast that relaxation cannot
occur (¢ << 1) the material will effectively behave
elastically, but under slow loading (¢ >> 1) it will
flow. This was one of the effects that we mentioned
when considering impact loading in Chapter 2. An
extreme case is the well-known ‘potty putty’, which
bounces when dropped or thrown against a wall but
collapses into a puddle under its own weight when
left alone. Potty putty is a silicone-based inorganic
polymer, and many other polymeric materials also
show marked sensitivity to loading speed.

There are two important consequences of viscoelas-
ticity. The first is that the stress—strain relationship
is non-linear. We noted that in an elastic or Hookean
solid the strain energy stored on loading is completely
recovered when we unload. Figure 5.5 shows that
for a viscoelastic material the energy recovered on
unloading is less than that stored during loading.

Liquids, viscoelasticity and gels
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Fig. 5.5 Loading/unloading behaviour for a viscoelastic
material.
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Fig. 5.6 Boltzmann’s superposition principle.

This energy must go somewhere, and normally this
is into heat, which explains why car tyres get hot
after a few miles in which they are repeatedly loaded
and unloaded.

The second consequence is known as Boltzmann’s
superposition theory. This states that each increment
of load makes an independent and additive con-
tribution to the total deformation. Thus, under the
loading programme shown in Fig. 5.6, the creep
response is additive and the total creep is the sum
of all the units of incremental creep. This is useful
in the analysis of varying load levels on the creep
behaviour of concrete and soils.

5.3 Gels and thixotropy

There is a group of materials that show a mixture
of solid and liquid behaviour because they are just
that — a mixture of a solid and a liquid. One of the
most familiar of these is the gel, known to most of us
from childhood in the form of jellies and pastilles.

Gels are formed when a liquid contains a fairly
concentrated suspension of very fine particles, usually
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of colloidal dimensions (<1 um). The particles bond
into a loose structure, trapping liquid in its interstices.
Depending on the number of links formed, gels can
vary from very nearly fluid structures to almost rigid
solids. If the links are few or weak, the individual
particles have considerable freedom of movement
around their points of contact, and the gel deforms
easily. A high degree of linkage gives a structure that
is hard and rigid in spite of all its internal pores.
The most important engineering gel is undoubtedly
hardened cement, which develops a highly rigid but
permeable structure of complex calcium silicates by
the chemical reaction between the fresh, powdered
cement and water. We discuss this in some detail in
Chapter 13.

A feature of many gels is their very high specific
surface area; if the gel is permeable as well as porous,
the surface is available for adsorbing large amounts
of water vapour, and such a gel is an effective drying
agent. Adsorption is a reversible process (see sec-
tion 6.4); when the gel is saturated it may be heated
to drive off the water and its drying powers regained.
Silica gel is an example of this.

If a gel sets by the formation of rather weak links,
the linkages may be broken by vigorous stirring so
that the gel liquefies again. When the stirring ceases,
the bonds will gradually link up and the gel will
thicken and return to its original set. Reversible
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behaviour of this sort, in which an increase in the
applied shear rate causes the material to act in a more
fluid manner, and vice-versa, is known as thixotropy.
A familiar application of this is in non-drip paints,
which liquefy when stirred and spread easily when
being brushed on, but which set as a gel as soon as
brushing is completed so that dripping and streaks
on vertical surfaces are avoided. Clays can also
exhibit thixotropy. This is turned to advantage on
a potter’s wheel and in the mixing of drilling muds
for oil exploration. The thixotropic mud serves to
line the shaft with an impermeable layer, whilst in
the centre it is kept fluid by the movement of the
drill and acts as a medium for removing the rock
drillings. On the other hand, a thixotropic clay
underlying major civil engineering works could be
highly hazardous.

The reverse effect to thixotropy occurs when an
increase in the applied shear rate causes a viscous
material to behave more in the manner of a solid,
and is known as dilatancy. It is a less familiar but
rather more spectacular phenomenon. Cornflour—
water mixtures demonstrate the effect over a rather
narrow range of composition, when the viscous
liquid will fracture if stirred vigorously. It is of short
duration, however, since fracture relieves the stress,
and the fractured surfaces immediately liquefy and
run together again.



All materials are bounded by surfaces, which are
interfaces of varying nature. For the engineer the
most important are the liquid—vapour, solid-vapour,
solid-liquid and solid-solid interfaces. The last of
these can be the boundary between two differing solid
phases in a material, e.g. cement gel and aggregate
in concrete, or between two similar crystals that
differ only in orientation, e.g. the grain boundaries
in a pure metal or, at the macroscopic level, as
the interface between structural components, e.g.
concrete and steel. Surfaces owe their interest and
importance to two simple features:

e they are areas of abnormality in relation to the
structure that they bound, and

e they are the only part of the material accessible
to chemical change, i.e. all chemical changes and,
for that matter, most temperature changes take
place at or through surfaces.

The influence of surfaces on the bulk behaviour
of materials depends on the ratio of surface area to
the total mass. This in turn depends partly on the
size and partly on the shape of the individual
particles making up the bulk material. An extreme
example is clay, which is composed of platelets
typically 0.01 um thick by 0.1 wm across; they are
therefore very small with a high surface area/volume
ratio. One gram of montmorillonite clay, rather smaller
than a sugar cube, may contain a total surface area
of over 800 square metres! Porous structures such as
hardened cement and wood also contain enormous
internal surface areas that exert a considerable effect
on their engineering properties.

6.1 Surface energy

As we briefly discussed in Chapter 4, all surfaces
have one thing in common: the atoms, molecules
or ions at the surface are subjected to asymmetric
or unsaturated bonding forces (Fig. 6.1). Since bond-

Chapter 6

Surfaces

Fig. 6.1 Asymmetric and symmetric forces in surface
and internal atoms, molecules or ions.

ing is taken to lower their energy (Fig. 4.1) the
surface atoms or ions will be in a state of higher
energy than interior ones. This excess energy is known
as the surface energy of the material. In solids the
presence of the surface energy is not immediately
apparent, since the atoms in the surface are held
firmly in position. However, with liquids the mobile
structure permits the individual atoms to respond,
and the result is the well-known surface-tension effect.
Since surfaces are high-energy regions they will
always act to minimise their area, and thus lower
their energy, when possible. If a soap film is stretched
across a frame with a movable wire as in Fig. 6.2,
the force required to hold the wire in place is:

F=2yl (6.1)

where [ is the length of the wire, v is the surface
tension of the soap film/air interface and the factor
2 is introduced because the film has two surfaces.
The surface tension is in the plane of the soap-air
interface and has units of force per unit length (N/m).
It is important to note that surface tension differs
from an elastic force acting between the surface
atoms in that it remains constant whether the film
is forced to expand or allowed to contract. This is
because the work done in expanding the film is used
to bring additional atoms to the surface rather than
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I Soap film

Sliding wire

Fig. 6.2 Equilibrium between soap film and applied
force.

to increase the interatomic spacing in the surface.
Only when the film has become so thin that the
two surfaces interact with each other will the force
show partial elastic behaviour, by which time the
film is on the point of rupture.

If the film is stretched by pulling the movable
wire through a distance d, the work done on it,
21lyd, is stored as surface energy of the newly created
surface of area 2/d, therefore the surface energy per
unit area is 2/yd/2ld = . Thus surface tension and
surface energy are numerically equal with units of
Jm™? (= Nm™). It should be noted that y tends to
be used interchangeably for both surface tension
and energy.

6.2 Wetting

We are all familiar with liquids wetting a solid
surface. Clearly intermolecular forces are involved,
and the behaviour is another example of a system
seeking to minimise its total energy. The degree of
wetting can be defined by the contact angle (0)
between the liquid—vapour interface and the solid—
liquid interface at the edge of a droplet (Fig. 6.3).
If the conditions for wetting are favourable, then the
contact angle is low, and the liquid will spread over
a large area. If the conditions are less favourable
then the contact angle will be higher and the liquid
will form droplets on the surface. If 0 is greater than
90° then the surface is often said to be unwettable
by the liquid.

The behaviour depends on the relative magnitudes
of three surface tensions or energies: liquid—solid, v,
liquid—vapour, ¥,,, and solid-vapour, v,,. At the edge
of the droplet the three tensions will act as shown
in Fig. 6.3 and the equilibrium condition, resolved
parallel to the solid surface is:
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Fig. 6.3 Surface forces at the edge of a droplet.

Yo = Yis T Yiv€Os O (6.2)

Since the limits to cos® are +1, a restriction of this
equation is that it does not apply if either v, or v,
is larger than the sum of the other two surface
energies. If either of these is not the case, then:

e if v, =Y.+ Yu then there is complete wetting (in
effect, 6 = 0°)

e if v, <7, + T then there is no wetting (in effect,
0 = 180°).

The quantity v,, — (Y, + V) is called the spreading
force or spreading parameter and the behaviour
depends on whether it is positive or negative:

e If it is positive then there is complete wetting
(the first case above) of the solid surface; clearly
the energy of such a system is lowered when the
solid—vapour interface is replaced by a solid-
liquid and a liquid—vapour interface.

e If it is negative then © > 0° and partial or little
wetting occurs.

e if vy, >, then v, cos © (equation 6.2) is positive
and 6 < 90°, giving partial wetting

e if v, < v, (which is comparatively rare, pro-
vided the surfaces are clean) then v, cos©
is negative and 6 > 90°, giving little or no
tendency to wetting.

The rise of water in a capillary tube is a consequence
of the ability of water to wet glass. If, in Fig. 6.4,
0 is the angle of contact between water and glass,
the water is drawn up the tube by a circumferential
force 2mry, cos®, so that:

(6.3)

where nr?hp is the weight of water in the capillary
(p = unit weight of water), neglecting the weight
of water contained in the curve of the meniscus. It
follows that the height of the water in the capillary
is:

2nry, cos © = mrthp

(6.4)

If 7 is small, » will be large. This gives rise to the
phenomenon with the general name of absorption,

h = 2y, cos 0/pr
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Fig. 6.4 Capillary rise of liquid up a tube.

where water (or any other liquid) is sucked into the
continuous capillaries within a porous material. Two
examples of such materials are brick and concrete;
in both of these the pores are small and if they were
all continuous then » could reach 10 m — extreme
rising damp! In practice, the pores are not continu-
ous and evaporation keeps the level lower than this,
but it is still a significant problem.

6.3 Adhesives

The ability of adhesives to spread and thoroughly
wet surfaces is critical. The adhesion of a liquid to
a solid surface is clearly relevant and the liquid may
also have to penetrate a thin joint e.g. when repairing
cracks with a resin of when soldering or brazing
metals. The work needed to break away the adhesive
(which may be considered as a viscous liquid) from
the solid is the work required to create a liquid—vapour
and a solid—vapour interface from an equivalent area
of liquid-solid interface, i.e. it is the work to totally
‘de-wet’ the solid surface. Hence the work to cause
breakage at the interface, per unit area, is given by:

W:’YIV+YSV_’YIS (6'5)
But from equation 6.2:

Yoo = Vi = YvCOSO (6.6)
and therefore:

W = v,(1 + cos9) (6.7)

Thus, the liquid-solid adhesion increases with the
ability of the adhesive to wet the solid, reaching a
maximum — when 6 = 0° and wetting is complete —
given by:

W =2y, (6.8)

Surfaces

Film of liquid

Fig. 6.5 Adbesive effect of a thin film of liquid between
two flat plates.

For this to be the case v,, > v, (equation 6.6) and
under these conditions fracture will occur within
the adhesive, since the energy necessary to form two
liquid—vapour interfaces is less than that needed to
form a liquid—vapour and a solid-vapour interface.

Surface tension is also the cause of the adhesion
between two flat surfaces separated by a thin film
of liquid. Where the surface of the liquid is curved
(as for example in Fig. 6.5) there will be a pressure
difference p across it; if the curvature is spherical
of radius 7, then:

p=29ylr (6.9)

In the case of two circular discs, however, the surface
of the film has two radii of curvature, as shown in
Fig. 6.5; r, is approximately equal to the radius of
the discs and presents a convex surface to the atmos-
phere whilst 7, = d/2, where d is the thickness of
the film between the plates, and presents a concave
surface to the atmosphere. The pressure difference
between the liquid film and its surroundings is now

given by:
1 1 1 2
p= v[— ——]= v[— ——) (6.10)
noon n d

If d << r,, then:

2
d

the negative sign indicating that the pressure is lower
within the liquid than outside it. Since the pressure
acts over the whole surface of the discs, the force
needed to overcome it and separate the discs is
given by:

p= (6.11)

2nry
d
The magnitude of F thus depends on the factor r,%/d,

and it is therefore important that surfaces to be joined
should be as flat and closely spaced as possible. If

F= (6.12)
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you have tried to pull apart two wet glasses you
will know how tenaciously they cling to each other;
by contrast, however, they can easily be slid apart
since liquid films have little resistance to shear. For
example, If d =0.01 mm, » = 100 mm and y(water)
=0.073 Nm™ then F = 460 N. This value of F for
a liquid film gives some idea of the potential of
adhesives that gain additional strength and rigidity
by setting to highly viscous materials on polymerisa-
tion or solvent evaporation.

6.4 Adsorption

The ability of liquids to wet solids depends very much
on the cleanliness of the solid, as anyone with any
experience of soldering will appreciate. The presence
of any dirt, such as oxide or grease films, will totally
alter the balance of surface tensions discussed above
and usually prevents wetting.

Clean surfaces, in fact, are so rare as to be virtually
non-existent, since the broken surface bonds will
readily attract to themselves any foreign atoms or
molecules that have a slight affinity for the surface
material. This effect is known as adsorption and
by satisfying or partially satisfying the unsaturated
surface bonds it serves to lower surface energy.
Adsorption is a dynamic process, i.e. molecules are
constantly alighting on and taking off from the
surface. Different molecules adsorb with varying
degrees of intensity, depending on the nature of the
bond that they are able to form at the interface.
The strength of the bond may be expressed in terms
of ¢,, the energy of adsorption. As in the case of
interatomic bonds, a negative value of ¢, is taken
to indicate positive adsorption, i.e. the molecules
are attracted to the interface, and the surface energy
(tension) is thereby lowered. A positive value of o,
indicates a repulsive interaction and the molecules
avoid the surface. Typical plots of ¢, against the
distance of the adsorbed layer from the surface are
given in Fig. 6.6. They closely resemble the Condon—
Morse curves (Fig. 4.1) and their shape is due to the
same circumstance of equilibrium between attractive
and repulsive forces, although the attraction is far
weaker than that of the principal interatomic bonds.

If the molecule being adsorbed is non-polar and
does not react chemically with the surface, absorp-
tion, if it occurs, will be by Van der Waals bonds,
and the minimum value of ¢, is small (curve 2 in
Fig. 6.6). If on the other hand the molecule is
strongly polar, as is the case with water or ammonia,
the electrostatic forces between the surface and the
charged portion of the molecule give rise to stronger
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1. Chemisorption

2. Physical adsorption

Distance of adsorbed
layer from surface

Energy of adsorption ¢,

Fig. 6.6 Energies of adsorption for different adsorption
mechanisms.

bonding. If a chemical reaction occurs as part of
the bonding mechanism, e.g. when fatty acid in a
lubricant forms an adsorbed layer of metallic soap on
a metal surface, the bonding is still stronger (curve 1)
and the effect is referred to as chemisorption.

The behaviour of water is of particular import-
ance in this context. Because of its ability to form
hydrogen bonds with neighbouring molecules, water
adsorbs rapidly and strongly on most solid surfaces.
Despite the tenacity with which such a layer is held
(clay does not lose all its adsorbed water until heated
to 300°C), the interaction cannot be thought of as
chemisorption; rather it is, in a sense, a halfway
stage to solution or alternatively to the taking up
of water of hydration (see below). Bonding is strong
enough to maintain a surface layer perhaps several
molecules thick, but the affinity is not sufficient for
the molecules to penetrate into the interstices of the
structure.

The physical nature of such a film is difficult to
visualise; it cannot be thought of as a fluid in the
accepted sense of the term even when more than one
molecule thick, as in the case of the clays and cements.
Yet the molecules are mobile in this situation. They
will not desorb readily, but they can diffuse along
the surface under the impetus of pressure gradients.
Such movements, occurring over the vast internal
surface area of cement gels, are primarily responsible
for the slow creep of concrete under stress (see
section 20.6). The ability of water molecules to
penetrate solid-solid interfaces in clays and build
up thick adsorbed layers results in the swelling of
clays, and has caused considerable structural damage
to buildings erected on clays that are liable to behave



in this manner. The readiness with which water will
adsorb on surfaces is advantageous in the case of
porous silica gel and molecular sieves being used as
drying agents.

6.5 Water of crystallisation

As well as water being associated with a material
by absorption into capillaries or adsorption by the
surface, many ionic crystals contain water molecules
locked up in their structure as water of crystallisa-
tion. Such crystals are known in general as hydrates,
and their formation can be very important in the
development of bulk strength. Both cement and
‘plaster of Paris’ owe their importance to their
ability to take up water and form a rigid mass of
interlocking crystals. However, in the case of cement
the crystals are so small that it is difficult to decide
whether to classify the structure as a crystalline
hydrate or a hydrated gel.

Water and ammonia — both of which are small
and strongly polar — are the only two molecules
that can be taken up as a structural part of crystals.
Their small size permits them to penetrate into the
interstices of crystal structures where close packing

Surfaces

of ions is not possible. This is particularly the case
where the negative ion is large, such as SO, (sulphate)
or SiO, (silicate). It must be emphasised that this
process is not to be thought of as a capillary action,
as in the take-up of large amounts of water by clays.
The water molecules are bonded into definite sites
within the crystal structure, and the crystal will only
form a stable hydrate if ions of the appropriate signs
are available and correctly placed to form bonds
with the positively and negatively charged regions
of the water molecule. We have already mentioned
(section 1.2) the abnormal properties of water arising
from the ability of the molecules to link up by means
of hydrogen bonds; the formation of crystalline
hydrates is an extension of the same behaviour.
Normally the water molecules cluster round the
positive ions in the crystal, forming hydrated ions.
This has the effect of making the small positive ion
behave as if it were a good deal larger. As a result,
the size difference between the positive and negative
ions is effectively reduced, thus making possible
simpler and more closely packed crystal structures.
Water bonded in this manner is very firmly held in
many instances, so that hydration becomes virtually
irreversible. Cement, for example, retains its water
of crystallisation up to temperatures of ~900°C.
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Chapter 7

Electrical and thermal
properties

Electrical conductivity is not normally a constraint
in structural design, but thermal conductivity and
thermal expansion are important, for example in
the fabric of a building and when estimating diurnal
or seasonal expansion and contraction. We shall
nevertheless first briefly consider electrical conduc-
tivity since it provides a basis for the more complex
ideas of thermal properties.

7.1 Electrical conductivity

Electrical conductivity is defined as the current per
unit cross-sectional area of a conductor per unit
voltage gradient along the conductor, and hence has
units of reciprocal ohm.m or (ohm.m)™. Current flow
involves the flow of electrons, and the conductivity
depends on the ease of this flow. When an electrostatic
field is applied, the electrons ‘drift’ preferentially
and, being negatively charged, this drift is towards
the positive pole of the field. The resistance to drift
is provided by the ‘stationary’ ions. The force F
tending to accelerate each electron is:

F = Ee (7.1)

where e is the charge on the electron and E is the
electrostatic field. The bodily movement or flux of the
electrons ], i.e. the current per unit cross-sectional
area, can be expressed as:

J =neVv, (7.2)

where 7 is the concentration of free electrons and
V., is the drift velocity.

In metals the metallic bond (see section 1.2) results
in a large concentration of free electrons and hence
the flux and the conductivity are high, being in the
range of 0.6 x 10” to 6 x 107 (ohm.m)™ (but note
that this is still a range of an order of magnitude).
In materials with strong ionic or covalent bonds,
e.g. many polymers, the electrons are much less
mobile and hence the conductivity is up to 27 orders
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of magnitude lower; values range from 107'° to 10
(ohm.m)™ e.g. for polyethelene it is 107'° (ohm.m)™.
For most applications these conductivities are
effectively zero and hence such materials are used
as insulators. There is an intermediate group of
materials with weaker covalent bonds and therefore
more mobile electrons, for example silicon and
germanium. These are the semiconductors that are
so important electronic applications, with conductiv-
ities ranging from 107 to 10* (ohm.m)™.

7.2 Thermal conductivity

Thermal conductivity is defined as the rate of heat
transfer across a unit area of a material due a unit tem-
perature gradient. It therefore has units of Wm™'K™".
In metals, heat transfer follows much the same
general principle as electrical conductivity although
it is not the bodily movement of electrons but rather
the transference of energy between them by collision.
The analysis is, however, much more complicated
but it is intuitively obvious that the higher the tem-
perature, the greater the excitation of the electrons
and the larger the number of collisions. Typical
values range from about 20 to 400 Wm™K™. Since
both thermal and electrical conductivities have their
origins in the same structural features they are roughly
proportional.

The thermal conductivity of non-metals is more
complex still, since it involves energy transfer between
the atoms that make up the material. Heating results
in increasing vibration of the nominally stationary
atoms, increasing energy transfer between them.
Values for polymers, in which the atoms are rigidly
held, are typically in the range 0.2 to 0.5 Wm™'K™".
Ceramics also have thermal conductivities generally
lower than metals, but the values, which vary over
a wide range, are dependent on the microstructure.
Where this is crystalline, with the atoms tightly
packed and therefore readily able to transmit energy,



the conductivity can be relatively high, for example
90 Wm™K™ for silicon carbide, but glasses, which
have an amorphous, loosely packed structure, have
values of the order of 1 Wm™K™'. Not surprisingly,
thermal conductivity is also related to density, with
light materials with an open structure, such as cork
and many timbers, being better insulators than heavy
more compact materials.

Moisture also has a significant effect on the thermal
conductivity of porous materials. If the pores are
filled, the water acts as a bridge and since the con-
ductivity of water is many times greater than that
of air, the resulting conductivity is greater.

7.3 Coefficient of thermal
expansion

Thermal expansion of a material results from in-
creased vibration of the atoms when they gain thermal

Electrical and thermal properties

energy. Each atom behaves as though it has a larger
atomic radius, causing an overall increase in the
dimensions of the material. The linear coefficient of
thermal expansion is defined as change in length
per unit length per degree, and hence has units of
K. The volume coefficient of thermal expansion,
defined as the change in volume per unit volume per
degree, is sometimes used; for an isotopic material
this is three times the linear coefficient.

As with the thermal conductivity, the coefficient
of thermal expansion depends on the ease with
which the atoms can move from their equilibrium
position. Values for metals range from about 1 x 107
to 3 x 107 K! (but are significantly less for some
alloys); most ceramics, which have strong ionic or
covalent bonds, have lower coefficients, typically of
the order of 10”7 K. Although the bonding within
the chains of polymers is covalent and therefore
strong the secondary bonds between the chains are
often weak, leading to higher coefficients, typically
of the order of 10~ K™
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Further reading for
Part 1 Fundamentals

Ashby MF and Jones DRH. Engineering Materials,
Elsevier Butterworth Heineman, London
Vol 1 (3rd edition, 2005). An introduction to proper-
ties, applications and design
Vol 2 (3rd edition, 2005). An introduction to micro-
structures, processing and design
Vol 3 (1993), Materials failure analysis: case studies
and design implications

Certainly books to be dipped into. Very thorough
with much detail; as well as the basics and theory,
some excellent case studies throughout illustrate the
engineer’s approach.

Callister WD Jr (2007). Materials Science and Engineer-
ing, An introduction, 7th edition, John Wiley & Sons
Inc, New York.

A comprebensive introduction to the science and
engineering of materials.

Gordon JE (1976). The new science of strong materials
— or Why you don’t fall through the floor, Penguin
Books, Harmondsworth, Middlesex.
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Gordon JE (1978). Structures — or Why things don’t fall
down, Penguin Books, Harmondsworth, Middlesex.

Excellent and very readable. Read them in bed, on
the bus or on the train. Despite being more than
thirty years old now, they will tell you more than
many hours of library study.

Petrowski H (1982). To Engineer is Human, Macmillan,
London.

Petrowski considers what it is like to be an engineer
in the twentieth century and lays some emphasis on
the things that have gone wrong. Not a book for
those lacking in self-confidence but good (and easy)
reading.

Cottrell AH (1964). The Mechanical Properties of Matter,
John Wiley, New York.

First class, scientific and of much wider coverage
than the title suggests. Essential reading for any
student wishing to follow up the concepts herein and
highly desirable reading for all students of all branches
of engineering.



Introduction

Useful metals have been known to mankind for
a long time and probably came into service very
gradually. When metals became available they offered
many advantages over stone and timber tools and
weapons. They could be strong and hard, but their
chief advantages were in their ductility. This enabled
them to withstand a blow, and a range of shaping
procedures and hence products became possible.
The significance to us all is encapsulated in the ideas
of the Stone Age, Bronze Age and Iron Age. Metals
and their differences have even been the subject of
poetry. Thus, from Rudyard Kipling:

Gold is for the mistress — silver for the maid,
Copper for the craftsman — cunning at his trade,
“Good!” said the Baron, sitting in his hall,

“But iron — cold iron — is master of them all.”

Most metals are found in nature as ores — oxides,
sulphides, carbonates, etc. The basic chemistry of
extraction is generally fairly simple, but the indus-
trial problem is to do the job on a big enough scale
to make it economically worthwhile. The converse
problem also exists. When a metal is exposed to a
working environment it will tend to revert to the
appropriate compound, i.e. it corrodes. Rust on
steel is almost the same as the ore from which iron
is extracted. The metallurgist therefore has two
tasks, to extract the metal from its ore and then to
keep it that way.

The origins of extraction are lost in prehistory and
the early discoveries were probably made acciden-
tally: a piece of rather special rock when heated in
the reducing atmosphere of a fire gave up some metal.
Copper, lead and tin were among the earliest to be
produced this way, and alloys such as bronze (copper
and tin) and brass (copper and zinc) followed. Bronze
was much prized for its ability to be cast into shapes
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or mechanically formed as well as for its combination
of strength, hardness and toughness.

Unaided fires can reach temperatures of about
1100-1200°C on a good day. This is sufficient to
melt all the metals mentioned above, but is not hot
enough for iron, which melts at about 1550°C. The
early history of iron involved extraction processes
that gave rise to solid lumps of very porous and
friable metal, mixed with a glassy slag. This was
formed into useful articles by hammering at tem-
peratures high enough to melt the slag. The slag
was partially squeezed out and the pores closed.
The product is wrought iron, which has a specific
meaning in metallurgy. Temperatures sufficient to
melt the iron can be produced with a forced air blast
and the resultant product after cooling is cast iron.
This was probably first produced in China and
then in modest and somewhat variable quantities
in medieval Europe, being used for pots, cannon
and shot. In the 18th century, early blast furnaces
used coke as fuel and a forced air blast to raise the
temperature sufficiently to enable production on
larger and more controlled scales. In the furnace,
the iron picked up about 4% by mass of carbon
from the fuel, which had the advantage of also
lowering the melting temperature of the alloy. The
product, pig iron or cast iron, was brittle but easily
cast into moulds and found a wide range of uses
in engineering and as household articles. Abraham
Darby’s famous Ironbridge at Coalbrookdale in the
West Midlands is the first example of its use on a
significant scale for structural purposes. The structural
use of cast iron and wrought iron on increasing
scales was a feature, and perhaps the driving force,
of the Industrial Revolution in the early 19th century.
Victorian engineers used cast iron extensively in
bridges and structural beams and columns.

The Bessemer converter, developed in the mid-19th
century, blew cold air through a molten bath of pig
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iron to oxidise the impurities, including carbon, to
leave relatively pure liquid iron. The oxidation process
generated enough heat to raise the melt temperature
sufficiently to keep the material molten as it became
purer, resulting in the production of steel, which
had an excellent combination of ductility and tensile
strength. The whole process, from start to finish,
took about an hour and produced about 10 to 20
tonnes of steel, not much by today’s standards, but
revolutionary at the time. Impressive structures such
as the Forth Railway Bridge and the Eiffel Tower
became possible.

The slower but more easily controlled Siemens—
Martin process also came into use. Large pools of
metal were melted in shallow open hearths and
oxidation was achieved by reactions with a covering
slag and controlled additions of iron oxide.

Both processes have been now superseded by more
efficient methods. The basic oxygen converter is based
on Bessemer’s principle, but uses oxygen rather than
air. No heat is wasted in heating the 80% of air
that is nitrogen. The oxygen is blown in from the
top through a lance. Several hundred tonnes per
hour are possible from modern furnaces. Much steel
is also produced from remelted scrap, for which
purpose electric arc furnaces are often used: good
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control over material quality is possible using well-
characterised scrap.

The development of freely available supplies of
electricity in the late 19th century allowed aluminium
to be extracted on a commercial scale. This has to
be extracted electrolytically from molten salts, as are
many other metals such as magnesium, copper and
titanium as well as the non-metal silicon.

In the first three chapters of this part of the book
we discuss some of the general principles of metallurgy
that are relevant to all metals used in construction.
In Chapter 8 we describe how they deform, referring
to the descriptions of microstructure that we gave
in Chapter 3, and then how knowledge of this is
used to advantage in the improvement of strength,
ductility and toughness. In Chapter 9 we briefly cover
how metals are formed into the shapes required for
our structures, and then in Chapter 10 we introduce
the principles of corrosion and its prevention —
essential subjects for ensuring long-lasting and
satisfactory performance. In the last two chapters
we concentrate on iron and steel, fairly extensively
since this is the most important metal for construction
(as well as for many other fields of use) and finally,
more briefly, aluminium.



In Part 1 of the book we used many examples of
metals when explaining and discussing features of
materials’ behaviour and structure. In this chapter,
we will extend some of these aspects that are of parti-
cular importance and relevance to metals, notably,
ductility, plasticity and grain structure, and then
show how these lead to methods of strengthening
and forming metals, subjects often collectively known
as physical metallurgy.

8.1 Elasticity and plasticity

In Chapter 2 we defined elastic and plastic deforma-
tion with the help of typical stress—strain diagrams.
In elastic deformation, which occurs at stresses below
a defined level (the elastic limit or the yield stress)
the strain is fully recoverable on unloading. Clearly
this is a valuable property for a structural material,
and structures are designed such that stresses
in normal working conditions are kept below the
elastic limit.

At the microstructural level, the bonds between
the atoms are stretched or compressed and act like
springs in storing strain energy, which is then released
on unloading. This restores the material to its orig-
inal shape, with no relative movement of the atoms
occurring and each atom bonded to the same neigh-
bours as before the loading.

Many metals (and other materials such as poly-
mers) will, when loaded beyond the elastic limit,
undergo plastic deformation, which is not recover-
able on load removal. In ductile materials large
plastic strains can occur before failure (Fig. 2.3).
Although such strains are not desirable in normal
working conditions, ductility and plasticity in metals
are essential properties for both their production
and use. They can be hammered, squeezed or rolled
to shape at temperatures below their melting point
and in service they can absorb overload by deforming
and not fracturing.

Chapter 8

Deformation and
strengthening of
metals

To gain an understanding of the mechanisms and
controlling factors of plastic deformation (or the
lack of it) we need to consider the imperfections
and impurities in the crystal lattice and, on a slightly
larger scale, the grain structure; we introduced and
discussed these briefly in section 3.2. These are in-
evitable results of production, but in many cases
they are deliberately introduced to enhance some
desirable properties, particularly strength.

8.2 Dislocation movement

Dislocations occur when the atoms do not arrange
themselves in a perfect regular repeating pattern
when the metal solidifies from the melt. An edge
dislocation (Fig. 3.9 simplified as Fig. 8.1) is a com-
mon example. This takes the form of an extra half
plane of atoms inserted into the regular array. The
bonds between the atoms in the region near the
dislocation core are distorted, and with a sufficiently
high applied stress these will break and re-form,
resulting in an apparent movement or slip of the
dislocation by an amount called the Burgers vector
(Fig. 8.1), which is roughly the same as the inter-
atomic distance. But note that it is the dislocation
that has moved, with little movement of each indi-
vidual atom. This can be thought of as similar to
moving a carpet across a floor by pushing a ruck
from one edge to the other (Fig. 8.2). This is much
easier than trying to pull the whole carpet across
the floor in one go. Clearly the movement is not
reversed when the stress is removed and hence
permanent (or plastic) deformation results.

The movement of the dislocation results in a shear
displacement along a slip plane (Fig. 8.3) which
must be coincident with one of the planes of atoms
within the lattice, for preference a close-packed
plane (see Chapter 3). The hexagonal close-packed
structure has a fairly restricted number of slip
planes; the body-centred cubic and face-centred
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Fig. 8.1 Movement of an edge dislocation by breaking and reforming of bonds (adapted from Ashby and Jones, 2005).
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Fig. 8.2 How to move a heavy carpet.

cubic structures have more. Metals contain an enor-
mous number of dislocations within their atomic
lattice, and if there are no obstacles to get in the
way of their movement, then very large plastic
strains will occur. This results in the high ductility
of pure metals.

8.3 Dislocation energy

The atoms at the core of the dislocation are displaced
from their proper positions. The strains are approxi-
mately 0.5 so that the corresponding stress is of
the order of G/2, where G is the shear modulus,
and so the strain energy per unit volume is about
G/8. If we now assume that the radius of the core
is about the size of the atom b, the cross-sectional
area of the core is mb? and its total volume is wb*l,
where [ is the length of the dislocation line. Hence,
the total dislocation energy per unit length of line is:

Ull = nGbY8 = Gb*2 (8.1)

which has units of J/m or N.
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Fig. 8.3 Shear displacement during the slip process.

In order to minimise the energy, the dislocation
line tries to be as short as possible. It behaves as if
it were an elastic band under a tension T, the value
of which is identical with U/l. T = Gb*/2 is very small
indeed, but it is large in relation to the size of the
dislocation and it plays an important role in deter-
mining the way in which obstacles of one sort or
another can obstruct the movement of dislocations.

8.4 Strengthening of metals

Pure metals in the ‘as-cast’ condition after slow
cooling are generally soft, have low yield stresses
and are very ductile; this is a consequence of the
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Fig. 8.4 Slip-plane orientations in adjoining grains and
dislocation “pile-up’ (adapted from Callister, 2007).

ease of dislocation movement or slip. They are
therefore unsuitable for use as a structural material,
with perhaps the most critical property for design
being the low yield stress. Clearly if we can increase
the yield stress then the safe working stress can
be correspondingly increased. In using the term
‘strengthening’, we are concerned with ways by
which we can make the start of slip more difficult.
We now consider some of these ways and their
consequences.

8.4.1 GRAIN SIZE

In a single crystal of a pure metal the shear stress
required to move a dislocation is small, in some
cases maybe only ~1MPa. However, most materials
are polycrystalline, and the grain boundaries are
discontinuities in the atomic lattice, which will have
differing orientations on either side of the boundary,
as illustrated in Fig. 8.4 (but note that the numerous
atomic bonds across the grain boundary are usually
strong enough not to weaken the material). A disloca-
tion that reaches a grain boundary cannot produce
a slip step there unless the neighbouring grain also
deforms to accommodate the shape change. A dislo-
cation in the second grain cannot move until the
shear stress, resolved on to the new slip plane and
in the new slip direction, reaches the value needed
to continue movement. Back in the first grain, the
dislocation is stuck and other dislocations will pile
up behind, like a traffic jam, exerting a force on it,
until, ultimately, the push is too great and it is forced
through the grain boundary. The stress on the lead-
ing dislocation is a simple function of the number of
dislocations in the pile-up. In a coarse-grained struc-
ture many dislocations can pile up and the critical
stress is reached early, whereas in a fine-grained
structure the length of the pile-up is smaller and
more stress must be applied from external forces, i.e.

Deformation and strengthening of metals

the yield point is raised. The outcome is summarised
in the famous Hall-Petch equation:

o, =0, + kd'? (8.2)

where o, is the yield strength of our polycrystalline
material, 6, is the yield strength of one crystal on
its own, k is a proportionality constant and d is
the grain size of the material. Mild steel with a
grain size of 250 um has 6, =100 MPa, but when
d=2.5um, o, = 500 MPa. The incentive for making
fine-grained steels is clear.

Control of grain size in castings is generally
achieved by ‘inoculating’ the liquid metal with sub-
stances that can react with ingredients in the metal
to form small solid particles that act as nucleation
sites for crystal growth. In wrought products, the
thermal and mechanical history of the working
process can be controlled to give fine grains, as
discussed below. Rolling and forging are therefore
used not only to shape materials but also, perhaps
more importantly, to control their microstructures
and hence their properties.

8.4.2 STRAIN HARDENING
We discussed the process of increasing the yield
stress of a material by work or strain hardening in
Chapter 2, section 2.3. This involves loading into
the region of plastic deformation with a positive
slope of stress—strain behaviour (BC in Fig. 2.6). In
a tension test, a reasonably ductile metal becomes
unstable and begins to form a neck at strains of
only about 30% or so. But when we roll the same
metal or form it into wire by drawing, the deforma-
tion in the local area being worked is essentially
compressive. This allows us, for example, to draw
a wire to many times its original length with relative
ease. The work hardening is extended well beyond
what can be achieved in a tension test; for example
with some steels, the yield strength can be increased
by 4 or 5 times by drawing it to a thin wire.
Metals, especially those with the face-centred and
body-centred cubic systems, have many different
planes on which dislocations can move to produce
slip. But none of these are markedly different from
the others and, under increasing stress, all disloca-
tions try to move at once. If the slip planes intersect
each other, as indeed they do, the dislocations on
one slip plane act as a barrier to dislocations trying
to move across them. With any significant amount
of plastic deformation, many millions of dislocations
are on the move, the traffic pile-up is considerable
and the dislocations get jammed. Very much more
stress needs to be applied to get things moving again
and so strain hardening is the result. It is one of

57



Metals and alloys

the most effective ways of raising the yield strength
of a metal, though if carried too far it results in
fracture, as we have seen.

8.4.3 ANNEALING

An undesirable effect of strain hardening at room
temperatures (or cold working) is that it can cause
local internal stresses and hence non-uniformity of
the metal. Since each dislocation is a region of high
strain in the lattice, they are not thermodynamically
stable and comparatively little energy is required to
cause a redistribution and cancellation of the trapped
dislocation arrays. The energy is most conveniently
supplied in the form of heat, which gives the atoms
enough energy to move spontaneously and to form
small areas that are relatively free of dislocations.
This is called recovery but, since the dislocation
density is only slightly reduced, the yield strength
and ductility remain almost unchanged. The major
change involves recrystallisation. New grains nucleate
and grow, the material is restored to its original
dislocation density and the yield point returns to its
original value. This process is known as annealing,
and the annealing temperature is normally kept fairly
low (say at most to around 0.6 T,, where T, is the
melting point in degrees K) so that the increase
in strength due to cold working is not affected.
Annealing is also a useful way of controlling grain
size; we will discuss its importance in the preparation
of metals and alloys for commercial use later in the
chapter.

8.4.4 ALLOYING

One of the most powerful ways of impeding disloca-
tion movement, and hence of increasing the yield
strength, is to add another element or elements to the
metal in order to distort the atomic lattice. We have
seen in Chapter 3, section 3.2 how foreign atoms
can be located as either interstitial or substitutional
impurities. Deliberate introduction of an appropriate
type and quantity of the foreign element(s) produces
alloys whose properties are significantly enhanced
over that of the parent metal. Nearly all metals used
in construction are alloys, the most notable being
steel, an alloy of iron and carbon (and normally
other elements as well).

Dispersion hardening is a particular form of
alloying in which the alloying element or impurity
combines with the parent metal. The impurity is
added to the molten metal at high temperature and
then, as the alloy cools and solidifies, the impurity—
metal compound precipitates as small, hard, often
brittle, particles dispersed throughout the structure.
Examples of such particles are CuAl, formed after
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Fig. 8.5 The effect of dispersion hardening on
dislocation movement (adapted from Ashby and Jones,
2005).

adding small quantities of copper to aluminium or
iron carbides formed after adding small quantities
of carbon to iron.

Figure 8.5 illustrates how such particles obstruct
the movement of a dislocation line. An increased
stress is required to push the line between the par-
ticles ((a) and (b)), but eventually it is forced through
((c) and (d)); it will of course, soon encounter, more
obstacles. Clearly the greatest hardening is produced
by strong, closely spaced precipitates or dispersions.

8.4.5 QUENCHING AND TEMPERING

Many of us know that if you take a piece of steel
containing, say, 0.5% carbon, heat it to glowing red
(~900°C) and then quench it by placing it in a bath
of water, the outcome is a very hard but brittle
substance. Indeed, it could be used to cut a piece
of steel that had not been so treated. The quenching
of steel is an example in which an unstable micro-
structure is generated when there is no time for
diffusion to keep up with the requirements of thermo-
dynamic equilibrium. The procedure generates a
new and unexpected structure (called martensite) in
which there are large internal locked-in stresses. In
the as-quenched condition this is too brittle to be
useful, but if it is heated to just a few hundred
degrees C a number of subtle changes come about.
The steel is softened a little, not much, but a useful
degree of toughness is restored. This second heating
is called tempering, and gives us tempered steel. In
this state it finds many uses as components in
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Fig. 8.6 Relationship between fracture toughness and yield strength for a range of alloys (after Dieter, 1986).

machinery, gears, cranks, etc. A difficulty with this
method of obtaining strength is that it works well
only for certain types of steel.

8.5 Strengthening, ductility and
toughness

As in most things in nature, you do not get some-
thing for nothing, and there is a cost to be paid for
increasing the yield strength of metals by the above
processes. This is that as yield and tensile strength
increase ductility, toughness and fracture toughness
(see Chapter 4) are reduced. Figure 8.6 shows the
relationship between vyield strength and fracture
toughness for a range of alloys. We must, however,
take care that the reduction in toughness is not too
excessive. For example, continued cold working will

raise the yield strength ever closer to the tensile
strength but at the same time the reserve of ductility
is progressively diminished and, in the limit, the
material will snap under heavy cold working. This
is familiar to anyone who has broken a piece of
wire by continually bending and rebending it.
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Chapter 9

Forming of metals

There are many methods of preparing metals and
alloys for use; in this chapter we only have room
for briefly describing a few of the more important
ones that are used in the production of both metals
and alloys. Before starting, we must recognise that
metallurgists look on these not only as ways of
shaping materials but also as ways of controlling their
microstructure and, consequently, their properties.
Figure 9.1 outlines the processing routes for most
of the more common metals and alloys used in struc-
tural engineering.

9.1 Castings

Most common metals can be produced by melting
and casting into moulds. The cast may be of the
shape and dimensions required for the component,
or a prism of material may be produced for further
processing.

Cast as ingot

Mechanically work and shape Cast to shape
e.g. —rolling e.g. — sand casting

— forging — die casting

— extrusion — investment casting

— drawing

[
v
Finish
e.g. — machining
— joining

Fig. 9.1 Processing procedures for the more common
metals.
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The general processes taking place during the
solidification of molten pure metals and metallic
solutions have been described in Chapter 1. Solidi-
fication of alloys often gives rise to compositional
variations from place to place in a casting and on
a microstructural scale within the dendrites. When
intended for further processing, little attempt is made
to control grain size, and the metal often solidifies to
a rather coarse grain structure containing a number
of casting defects, such as porosity, compositional
variations and shrinkage. These are not disastrous
because further processing will rectify them. Shaped
castings need more care. To ensure that the desired
mechanical properties are achieved the castings are
normally degassed, the grain size is carefully controlled
by one or more of the means described in Chapter 8,
and compositional variations minimised by attention
to solidification patterns within the mould.

9.2 Hot working

The working of metals and alloys by rolling, forg-
ing, extrusion etc. (Fig. 9.2) depends upon plasticity,
which is usually much greater at high temperatures,
i.e. temperatures above the metals’ recrystallisation
temperature. This allows all the common metals
to be heavily deformed, especially in compression,
without breaking. For structural steel members, the
most usual method is by hot rolling between simple
cylindrical or shaped rolls at temperatures around
1000°C or higher. After rolling, the members are
left to cool naturally and end up with annealed
microstructures and grain sizes that depend on the
extent of the deformation, the maximum temperature
used and the cooling rate. It follows that all these
process variables need to be controlled to give products
with consistent properties. Another feature of hot-
working processes is that exposure to air at high
temperatures causes a heavy film of oxide to form
on the surface. Thus steel sections delivered ‘as rolled’
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are covered with iron oxide (mill scale) and need
to be shot-blasted or sand-blasted before receiving
any protective coating. For many structural steels
further heat treatment is required, as we shall see
in Chapter 11.

Many familiar articles, e.g. engine crankshafts,
are forged into shape. This involves placing a hot
blank into one half of a shaped mould and then
impressing the other half of the mould onto the
blank (Fig. 9.2). This can be done under impact using
such methods as drop forging and die stamping or
more slowly using large hydraulic presses.

Many metals can be extruded. This has the advan-
tage that very long lengths with complex sections

Forming of metals

can be produced. Aluminium glazing bars are a
familiar example.

One disadvantage of hot forming arises from the
contraction of the article on cooling and from such
problems as oxidation. These and other factors
conspire to limit the precision of the product. In some
cases the tolerances are acceptable, but to meet
more demanding tolerances further cold forming or
machining is required.

9.3 Cold working

Because of their ductility at room temperature many
metals and alloys can be cold worked, that is to say,
shaped at temperatures below their recrystallisation
temperature. As we discussed in Chapter 8, this creates
an immense number of dislocations and, as a con-
sequence, the metal work-hardens and its yield point
is raised. Indeed, for pure metals and some alloys
it is the only way of increasing the yield strength.

There are many cold-working processes. Rolling
is extensively used to produce sheet material, while
high-strength wire, as used for pre-stressing strands
and cables, is cold drawn by pulling through a
tapered die. Metal sheets can be shaped into cups,
bowls or motor-car body panels by deep drawing
or stretch forming (Fig. 9.2). Some metals can be
cold extruded.

Clearly there comes a limit beyond which the
ductility is exhausted and the metal will fracture.
If further cold work is required the metal must be
annealed by heating it to a temperature where
recrystallisation occurs, when the original ductility
is restored and further working is possible.

Cold working using well designed tools and careful
control is capable of delivering to demanding toler-
ances. From the metallurgist’s point of view, control
over rolling and annealing schedules is a very effective
way of controlling the grain size of the product.

9.4 Joining

The design and fabrication of joints between metallic
structural components are obviously crucial factors
in ensuring the success of the structure. Design
engineers have Codes of Practice etc. to help them
in their task, but some understating of the processes
involved and relevant materials’ behaviour is also
important. Although adhesive bonding is being used
increasingly for joining metal parts, the commonest
methods are still welding, brazing, soldering or by
mechanical fasteners, such as rivets and bolts.
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9.4.1 WELDING

It is beyond the scope of this book to list the various
welding processes that are available (see the further
reading list at the end of Part 2 for more com-
prehensive texts). However, all welding involves
essentially the same sequence of operations at the
joint. The material is heated locally to its melting
temperature, additional metal may or may not be
added and the joint is then allowed to cool naturally.
Some protection to the weld to avoid oxidation of
the metal when molten and during cooling is often
provided by a slag layer (which is knocked-off when
the weld has cooled) or by working in an atmosphere
of an inert gas such as argon. Whatever the material
or process all welds should comply with the two
following ideal requirements:

1. There should be complete continuity between the
parts to be joined, and every part of the joint
should be indistinguishable from the parent
metal. In practice this is not always achieved,
although welds giving satisfactory performance
can be made.

2. Any additional joining metal should have metal-
lurgical properties that are no worse than those
of the parent metal. This is largely the concern
of the supplier of welding consumables, though
poor welding practice can significantly affect the
final product.

The weld itself is a small and rapidly formed casting.
However, during welding a temperature gradient
is created in the parent material which results in a
heat affected zone (HAZ) surrounding the weld.
This gradient ranges from the melting temperature
at the fusion zone to ambient temperature at some
distant point. In the regions that have been exposed
to high temperature and fast cooling rates, metal-
lurgical changes can occur. The quality of the joint is
therefore affected by both the structure and properties
of the weld metal and the structure and properties
of that part of the parent material that has undergone
a significant thermal cycle (the HAZ).

Both of these are significantly affected by the rate
of cooling after welding — the slower the rate of
cooling the closer the structure is to equilibrium.
Cooling occurs principally by conduction in the
parent metal and, since the thermal conductivity is
a constant, the controlling factor is the thermal
mass, i.e. the thickness and size of the material to
be welded. The greater the thermal mass the faster
the cooling rate. Responses to rapid cooling differ
markedly from metal to metal, not only from say
aluminium to steel but also from one steel to another.
Structural steels are designed to be weldable, i.e. they
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are capable of being welded without serious loss of
performance in the weld and HAZ. Nevertheless,
the job must be carried out with thought, care and
skill, with due allowance made if the welding is
being carried out in difficult conditions such as on
a construction site in poor weather. Most jobs are
best carried out by welding specialists.

9.4.2 BRAZING, SOLDERING AND GLUING
Brazing and soldering, and in some cases gluing,
involve joining by means of a thin film of a material
that has a melting temperature lower than that of
the parent material and which, when melted, flows
into the joint, often by capillary action, to form a
thin film which subsequently solidifies. A sound
well-brazed or soldered joint should have a strength
that is not too different from that of the parent
material. Quite high forces are needed to break a
film of liquid provided the film is thin enough (see
Chapter 6) and the same applies to thin solid films.
This is not quite the whole explanation but is a very
significant part of it. The rest is associated with the
behaviour of materials under complex stress con-
ditions, biaxial and triaxial, and is beyond the scope
of this chapter.

Although it may seem strange to say so, gluing
works in a very similar way. Thin layers of modern
adhesives bond well to the substrate material and are
strong in shear. Design of joints to be made by gluing,
soldering or brazing should avoid potential failure
by peeling and aim to use the adhesive in shear.

9.4.3 BOLTING AND RIVETING

Some materials (such as cast iron) do not lend them-
selves to joining by welding. Even with materials
that can be welded (such as structural steel) it may
not possible to weld prefabricated elements on a
construction site owing to difficulties of access and
working conditions for both the welder and the
welding equipment. Gluing and brazing may be valid
options but require thought about the joint design.
Bolting and riveting are by far the most common
ways of making joints in such circumstances. Both
rely on friction. A tightened bolt forces the two
members together and the friction between nut
and bolt at the threads holds it in place. In riveting,
the hot rivet is hammered into prepared holes and the
end hammered flat as a ‘head’ on the surface of the
sheet; as it cools it contracts and develops a tensile
stress that effectively locks the members together.
High-strength friction grip bolts used in structural
steelwork combine both aspects; the nut is tightened
to place the bolt into tension and this tensile pre-stress
acts in the same way as the tensile stress in a rivet.



Having produced and formed a metal, it is necessary
to ensure that it performs well during service. A
major consideration in this is corrosion. This involves
loss of material from the metal’s surface and can be
divided into two processes: dry oxidation and wet
corrosion.

10.1 Dry oxidation

The earth’s atmosphere is oxidising. Nearly all of
the earth’s crust consists of oxides, which indicates
that this is the preferred minimum energy state for
most materials. Gold and silver are the only two
metals that are found in their native, unoxidised
state. The general oxidising reaction can be written
as:

M+ 0O —- MO (10.1)

where M is the metal and O is oxygen. For all metals,
except gold and silver, this reaction is accompanied
by release of energy, indicating the unstable nature
of the metals. In fact this characteristic is shared with
many other materials, which is why, for example,
burning hydrocarbons is a useful source of heat.

Normally the oxidation takes place in two steps.
First, the metal forms an ion, releasing electrons,
and the electrons are accepted by oxygen to form
an ion:

M — M* +2 and O +2 — O* (10.2)

Secondly, the ions attract one another to form the
oxide compound:

M* + O* - MO (10.3)

At the metal surface the oxygen ions attach them-
selves to the metal to form a thin layer of oxide.
Thereafter, for the oxidation to continue, the metal
M?* ions and the electrons must diffuse outwards
through this layer to form and meet more oxygen
O” ions at the outer surface, or the oxygen ions

Chapter 10

Oxidation and
corrosion

must diffuse inwards. The rate of oxidation is
determined by whichever reaction can proceed the
faster and, largely, this is controlled by the thickness
and structure of the oxide skin.

On some metals the oxide occupies a lower
volume than the metal from which it was formed.
If it is brittle (and oxides usually are), it will crack
and split, exposing fresh metal to more corrosion.
On other metals the oxide occupies a higher volume
and it will tend to wrinkle and spring away, again
exposing fresh metal. Even in these circumstances,
the rates of reaction are generally low. In some other
cases, however, the oxide volume matches the metal
volume and thin adherent films form that act as
near total barriers to further oxidation. This is true
of aluminium, which is why it does not need pro-
tection against corrosion when used, for example
in window frames, and chromium and nickel, which
are therefore the essential components of so-called
‘stainless steel’.

10.2 Wet corrosion

In the presence of moisture the situation changes
drastically and the loss of metal by corrosion becomes
much more significant. Indeed, in several countries,
including Japan, the UK and the USA, estimated losses
to the national economy due to corrosion could be
as high as up to 5% of their gross domestic product
(GDP). The explanation for the high corrosion rates
is that the metal ions formed in equation (10.2) are
soluble in the corroding medium (water); the electrons
produced are then conducted through the metal to
a nearby place where they are consumed in the
reaction with oxygen and water to produce hydroxyl
ions, which in turn link up with the metal ions to
give a hydroxide.

The corrosion of iron, illustrated in Fig. 10.1, is
a useful example. The reaction in which the iron
atoms pass into solution as Fe*" ions leaving behind
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Fig. 10.1 The corrosion of iron in aerated water.

two electrons is called the anodic reaction and takes
place at the anode of a resulting corrosion cell. The
hydroxyl ions are produced in the cathodic reaction,
which takes place at the cathode of the cell, and
the hydrated iron oxides (Fe(OH), or Fe(OH);) are
deposited either loosely on the metal surface or away
from it, thus giving little or no protection. This,
coupled with the ready conduction of the electrons
through the iron, results in high rate of attack —
many millions of times faster than that in air.

10.3 The electromotive series

Because wet oxidation involves electron flow in
conductors, the application of an external voltage
will either slow down or increase the rate of reaction
depending on whether the applied voltage is negative
or positive. The values of the voltage that cause the
anodic reaction to stop in different metals form
the so-called electromotive series. By convention, the
voltage is given in relation to that for the ionisation
of hydrogen:

H— H +e (10.4)

This therefore appears as zero volts in the series.
Some selected values from this are given in Table 10.1.
Those metals which are more positive than the
reference value are anodic and will corrode, metals
which are relatively cathodic will not.

The series also tells us what happens when two
different metals are connected while in an electrolyte.
The more anodic metal will form the anode of the
corrosion cell and hence will corrode, while the less
anodic one forms the cathode and will not corrode.
The resulting voltage difference between the metals
can be useful, and was used in one of the first
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Table 10.1 The electromotive series: some
standard electrode potentials

Electrode Voltage
Na* +2.71%
Al +1.66
Zn*™ +0.76
Fe™ +0.46
Nit* +0.25
Sn** +0.14
H* 0.0t
Cu™ -0.34
Ag* -0.80
Pttt -1.20
Aut -1.50%

Note: Conventions differ as to which are negative and which
are positive in the series. This does not matter too much since
it is the relative position that is important. *, base, anodic,
corrodes; T, reference; f, noble, cathodic.

Zinc _ | | Copper
anode -~ cathode
Zinc __| | Copper

sulphate sulphate

Fig. 10.2 The Daniell cell.

electrical batteries — the Daniell cell (Fig. 10.2),
developed in 1836. This consists of a zinc anode
(which corrodes) in a zinc sulphate solution and a
copper cathode (which does not corrode) in a copper
sulphate solution; the two solutions are separated
by a semi-permeable membrane, which prevents the
copper ions in the copper sulphate solution from
reaching the zinc anode and undergoing reduction.
The voltage produced is the difference in standard
electrode potential of the two elements i.e. 1.1v.
The voltages in Table 10.1 must, however, be used
with some caution. They apply in controlled labora-
tory conditions with the ions in solution having
specific concentrations. In other environments e.g.
seawater, and at other temperatures, the voltages will
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vary in magnitude, and even in order. Despite this,
they provide a very useful guide to performance.

A further limitation of the electromotive series is
that although it tells us about where corrosion is
likely to occur, it tells us little about the likely
corrosion rate. For example, aluminium, which is
high in the anodic voltage range, corrodes extremely
slowly in moist atmospheres because a thin dry film
of ALLO; forms on the metal surface. However, in
seawater the chloride ions tend to breakdown this
protective film and aluminium corrodes very rapidly.
Corrosion rates are also temperature dependent; for
example mild steel in aerated water corrodes six
times faster at 100°C than at 0°C.

10.4 Localised corrosion

There are some circumstances in which wet corro-
sion can occur at selected localised sites. In these
circumstances the corrosion can be intense and lead
to premature failure of a component rather than
generalised loss of material.

10.4.1 INTERGRANULAR ATTACK

The grain boundaries in metals have different
corrosion properties from the rest of the grain and
can become the anodic region of the corrosion cell
at which the corrosion is concentrated.

10.4.2 CONCENTRATION CELL CORROSION

The localised corrosion is a consequence of a differ-
ence in the constitution of the electrolyte itself.
For example, consider water containing dissolved
oxygen with differing concentrations in different
regions. The reaction:

2H,0 + O, + 4¢- — 4(OH)"  (10.5)

removes electrons, and these must be supplied
from adjacent areas, which then become deficient in
oxygen. These act as the anode and hence corrode.
Thus, in a bolted connection, corrosion will occur
in the inaccessible (i.e. oxygen-poor) areas, e.g. under
the bolt head (Fig. 10.3a). A classic case is the
‘waterline’ corrosion of steel piling in stagnant
water. Here the surface layers of the water are richer
in oxygen and become the cathode. The lower,
oxygen-deficient layers are anodic and corrosion
occurs locally (Fig. 10.3b). Much the same mechanism
applies to pitting corrosion, which typically occurs
where the metal is exposed at a break in a protective
coating. The oxygen-poor region at the bottom of
the pit is anodic and the pit therefore tends to
deepen, often rapidly (Fig. 10.3¢).

Note that waterline corrosion can be confused
with a different phenomenon. We are all familiar
with the enhanced corrosion that is seen on steel
supports of seaside piers etc. Here we have a region
that is washed by wave and tidal action. The region
is alternately wetted and dried and it is this that
accelerates corrosion.

10.4.3 STRESS CORROSION CRACKING

With some materials, when loaded or stressed in a
corrosive environment, cracks can grow steadily under
a stress intensity factor (K) that is much less than
the critical stress intensity factor K_ (see Chapter 4).
This is clearly dangerous and can lead to brittle
failure, even in a ductile material, after many years
of apparently normal structural behaviour. Examples
are stainless steels in chloride solutions and brass
in ammonia.

10.4.4 CORROSION FATIGUE

The combination of cycling loading and a corrosive
environment can lead to significant reductions in the
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fatigue life of a material (see Chapter 2), far greater
than would be expected from the sum of the cyclic
loading and the corrosion acting independently.
With ferrous metals, the fatigue endurance limit also
disappears (see Fig. 2.19), which makes safe design
more difficult. A classic situation is steel in sea water,
which necessitates great care being taken when
designing offshore structures, e.g. for oil and gas
production, which will be subjected to wave action
and seawater throughout their working life.

10.5 Corrosion prevention
10.5.1 DESIGN

At ambient temperatures significant corrosion occurs
only if moisture is present. Thus, surfaces should
be exposed as little as possible to moisture and
arranged so that they dry out quickly after wetting.
In practice all surfaces are at risk, vertical surfaces
suffer ‘run off’, flat surfaces retain moisture on their
top side and can attract dew and condensation
on the under side. Water retention by ‘V’, ‘H” and
other channel sections is obvious and drain holes
should be provided, if mechanically acceptable. Over-
laps and joints should be arranged to avoid the
formation of water channels. Porous materials that
can retain moisture should not be in contact with
metals. The design should also make provision for
inspection and maintenance during the service life of
the structure.

10.5.2 COATINGS

Application of one or more coatings to a suitably
prepared surface will isolate the metal from a cor-
roding environment. Organic coatings, such as paints,
pitch, tar, resins etc., form a protective barrier and
are commonly used often in conjunction with a
metallic primer. There is a wide range of products
available, often for specialist purposes. Some metallic
coatings will form a simple protective barrier, e.g.
nickel or chromium on steel. However, with chrome-
plated steel, the chromium is more cathodic than
iron so that if a small pit appears in the chromium,
the steel underneath rusts away quite rapidly, as
owners of old cars will testify.

All paint coatings, even of the highest quality and
meticulous application, are only as good as the qual-
ity of the preceding surface preparation. Application,
whether by brushing or spraying, should always be
carried out on dry surfaces and in conditions of low
humidity. Steel that has been allowed to rust on
site can be a problem, as the methods available for
cleaning steel are often less than adequate, and some
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Fig. 10.4 Cathodic protection of steel by galvanising
(adapted from Callister, 2007).

rust will inevitably remain at the bottom of the pits
formed during rusting. These will contain sufficient
active material for rusting to continue below any
paint film. The only real remedy is not to let rusting
start by protecting the steel by priming coats as
an integral part of the manufacturing process and,
if these are damaged during erecting, to repair the
damage as soon as possible.

We will discuss the particular problem of the
corrosion of steel in concrete, which is the cause of
much deterioration and hence cost, in Chapter 24.

10.5.3 CATHODIC PROTECTION

If a metal in a corroding environment is connected
to another metal that is more reactive, i.e. higher
up the electromotive series, then the second metal
will form the anode of the corrosion cell and hence
will preferentially oxidise, thus protecting the first
metal from corrosion. This can be used for example
to protect buried steel pipelines by connecting them
to zinc slabs buried nearby. The slabs corrode, and
are therefore called sacrificial anodes; they are per-
iodically replaced. The same principle is applied in
galvanising, in which a layer of zinc is deposited on
the surface of steel by hot dipping. In moist air and
in most other aqueous environments zinc is anodic
to the steel and will thus protect it if there is any
surface damage. Furthermore the corrosion rate of
the zinc is very slow because of the high ratio of
anode to cathode surface area (Fig. 10.4).

In addition to the use of sacrificial anodes, cathodic
protection can be achieved by the use of an external
power source to make the metal cathodic to its
surroundings. Inert anodes are used, commonly
carbon, titanium, lead or platinum. The procedure
is not without its problems. For example in many
cases the cost of replacement anodes is greater
than the cost of the impressed power supply. This



method of cathodic protection has been quite
widely used in marine environments, especially on
offshore oilrigs. However in buried structures sec-
ondary reactions with other nearby buried structures
may enhance, rather than control, corrosion and
there is the possibility of hydrogen evolution at
the cathode. This can diffuse into the metal and
embrittle it.

10.6 Corrosion control

The management and control of corrosion comprise
one of the most difficult problems facing the design
engineer. It is critical to recognise that the problems
start at, and must be tackled at, the design stage.
There are three requirements, all easy in theory but
difficult in practice.

1. Understand the environment in which the metal
must work, whether polluted or not, whether
facing or away from pervading sources of cor-
rosion, whether wet and/or humid or dry, whether
these conditions are stable or variable.

Oxidation and corrosion

2. Consider the ‘design life’. How long before the first
major maintenance? Are you designing a ‘throw-
away’ structure like a modern motor-car or are you
designing a bridge for a century of service? If the
component is not expected to outlive the structure
as a whole, how easy is it to inspect and replace?

3. Select the most appropriate method of control
from those outlined above. You may be excused
for imagining that the ‘most appropriate’ method
is that one which involves the longest life, but
you will, of course, be wrong. In the commercial
world the most appropriate means of control is
that one which produces the longest life at the
least annual cost. So, on the whole, you would
be best to master such matters as payback, rate of
return, and discounted cash flow before deciding
upon an appropriate technology.

Reference
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Chapter 11

Iron and steel

Ferrous (iron-based) metals have widespread use
throughout all branches of engineering but are
particularly important in construction. Iron and
carbon-based alloys, i.e. cast iron and steel, are the
principal forms of interest and this chapter is pri-
marily concerned with these, either for structural use
in their own right or in the form of reinforcing or
pre-stressing steel for concrete construction. We will
also more briefly consider products formed by alloying
with other elements, for example stainless steel.

11.1 Extraction of iron

As with all metals iron is extracted from naturally
occurring ores. Iron ores consist of a wide range of
mixtures of complex chemical compounds, but they
have a common feature of being rich in iron oxides,
often in the form of magnetite (Fe;O,) or haematite
(Fe,O;). The iron oxide is reduced to iron in a blast
furnace, which is a large steel vessel up to 30 m
high lined with refractory brick. A mixture of raw
materials — the iron ore, carbon in the form of coke
and limestone — is fed into the top of the furnace and
hot air at a temperature of 900-1300°C is blasted
through this from the bottom of the furnace. The
materials take from 6 to 8 hours to descend to the
bottom of the furnace, during which time they are
transformed into molten iron and molten slag. The
primary reducing agent is carbon monoxide, which is
produced by the reaction of the coke and the hot air

2C + 0, — 2CO + heat (11.1)

The heat from this reaction raises the temperature,
and the main chemical reaction producing the molten
iron is then:

Fe,O; + 3CO — 2Fe + 3CO, (11.2)

At intermediate temperatures in the middle zone of
the furnace the limestone decomposes to calcium
oxide and carbon dioxide.

68

CaCO, — CaO + CO, (11.3)
The calcium oxide formed by decomposition reacts
with some of the impurities in the iron ore (par-
ticularly silica), to form a slag, which is essentially
calcium silicate, CaSiO;.

The molten iron, covered by a layer of molten
slag, collects at the bottom the furnace. Both the
iron and the slag are then tapped off at intervals and
allowed to cool - the iron into ingots of pig iron.
This has a relatively high carbon content of around
4-5% (and other impurities such as silica) making it
very brittle and of little use. It therefore has to be
further refined in a secondary process to convert it
into usable cast iron or steel. We described the prin-
ciples of two of these processes that were developed
in the mid-19th century, the Bessemer converter
and the Siemens—Martin open hearth method, in the
Introduction to this part of the book. A third method,
the basic oxygen (BOS) process, is now the current
primary method of steel production; it is more efficient
and is capable of producing steel in larger quantities
than either of the above processes.

In this, the furnace converter is a large vessel that
has a top opening that can be rotated to either receive
the charge or discharge the final products. It is first
charged with scrap steel, which acts as a coolant to
control the high temperatures produced by the sub-
sequent exothermic reactions. About three or four
times as much molten metal from the blast furnace
is then poured in using a ladle. The furnace is then
‘blown’ by blasting oxygen through a lance that is
lowered into the molten metal. No heating is required
because the reaction of the oxygen with the impur-
ities of carbon, silicon, manganese and phosphorus
is exothermic. Carbon monoxide is given off and
the other acidic oxides are separated from the metal
by adding calcium oxide to the furnace, thus pro-
ducing a slag. After a blow of about 20 minutes the
metal is sampled, and tapped if a suitable composition
has been achieved. The slag becomes a solid waste.
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Table 11.1  Carbon contents and typical uses of the main iron-based metals (after Ashby and Jones, 2005)

Carbon content

Type (% by weight) Typical uses
Cast iron 1.8-4 Low-stress uses — machine bases,
heavy equipment, tunnel linings
High-carbon steel 0.7-1.7 High-stress uses — springs, cutting tools, dies
Medium-carbon steel 0.3-0.7 Medium-stress uses — machine parts, nuts and
bolts, gears, drive shafts
Low-carbon or mild steel 0.04-0.3 Low-stress uses — construction steel

(suitable for welding)

Table 11.2  The main solid phases in the iron—carbon equilibrium diagram (after Ashby and Jones, 2005)

Phase

Atomic packing structure

Description Stability of pure form

Austenite (also known as y’)  Face-centred cubic

Ferrite (also known as ‘o) Body-centred cubic

Fe;C - iron carbide Complex

(also known as ‘cementite’)

Stable between 914
and 1391°C

Random interstitial solid
solution of C in Fe.
Maximum solubility of

1.7% C at 1130°C

Random interstitial solid
solution of C in Fe.
Maximum solubility of
0.035% C at 723°C

Hard and brittle compound of
Fe and C; 6.7% C by weight

Stable below 914°C

In the alternative electric arc process the charge
of metal and lime is melted by heat from an electric
arc between graphite electrodes that are lowered
into the furnace. As in the basic oxygen process,
oxygen is then blown in to convert the impurities
into oxides. The method is particularly suitable for
the reprocessing of scrap steel, which can form
100% of the charge.

11.2 Iron-Carbon equilibrium
diagram

Reducing the carbon content of the pig iron gives
rise to either cast iron or a range of steel types,
generally with increasing ductility; the broad types
are listed in Table 11.1, together with some typical
uses. As we will see, many of these will in practice
also contain some other alloying elements (for ex-
ample, most contain about 0.8% manganese), but
as the behaviour of the iron—carbon system is fun-
damental to the properties of cast iron and steel,

it is first appropriate discuss its equilibrium phase
diagram. We need only be concerned with the part
of this up to about 5% carbon, as shown in Fig. 11.1.
At first glance this looks somewhat complex, but
it is apparent that it consists of a combination of
the features of such diagrams that we described in
Chapter 1.

The liquid is a solution of carbon in iron; the
solid parts of the diagram consist of mixtures of
the phases austenite, ferrite and iron carbide (Fe;C).
The main features of these are given in Table 11.2.

The diagram has a eutectic at ~4.3% C and
1150°C. This is in the cast iron region, and this
low melting temperature allows cast irons to be
melted with relative ease and cast into complex
shapes. Sometimes the products of solidification are
Fe and Fe;C, sometimes Fe and graphite (pure carbon),
and sometimes Fe, Fe,C and graphite.

At lower carbon contents, say less than ~2%, the
liquidus climbs to temperatures that make melting
more difficult. But by far the most important feature
of the diagram arises from the different allotropic
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Table 11.3 Ranges of properties of cast irons

Elastic modulus Yield strength

Tensile strength Compressive Elongation at

Type (Gpa) (MPa) (MPa) strength (MPa) failure (%)
White 170 - 275 - 0
Malleable 220-310 350-450 10-5
Grey 100-145 150-400 600-1200 0.7-0.2
Spheroidal
graphite 165-170 240-530 400-700 7-2
Temperature (°C) equilibrium with it has composition C. At 723°C,
we have the eutectoid point and the austenite con-
1600 L tains 0.8%C. Further cooling causes the austenite
(— Liquid to decompose into a mixture of ferrite and Fe;C. It
1400 5Q consists of alternating lamellae (lathes) of Fe and
1200 - puston Liquid + e Fe;C, arranged in ‘colonies’ within which the lamel-
ustentte > gustenite = 1 I llel. The scale is such that the
v X e ae are nearly paralle e scale is such :
1000 |- + _ structure acts as a diffraction grating to light and
800 NN ¢ 4 : A Austenite + Fe,C gives the microstructures an iridescent and pearly
0.89C appearance. Consequently, the mixture is known as
600 pearlite. We can now discuss the consequences of
400 503570 . all this to the metallurgy and properties of cast irons
Ferrite + Fe;C and steels.
200 |
" 0.007%C . . . .
0 1 2 3 4 5

Carbon (mass%)

Fig. 11.1 The iron—carbon equilibrium phase diagram.

forms of iron. At temperatures below 910°C, pure
Fe forms into body-centred cubic crystals known as
ferrite. At higher temperatures, the crystals have face-
centred cubic structures and are known as austenite.
Up to 1.7% carbon can dissolve in austenite at 1130°C,
but this rapidly reduces and Fe,C is precipitated as
the temperature falls to 723°C, at which a maximum
of 0.8% carbon can dissolve. Almost no carbon will
dissolve in ferrite, but that which does has very
profound effects. Transitions from austenite to lower
temperature forms of the alloys give rise to a part
of the diagram that is reminiscent of a eutectic
diagram.

Consider the alloy X at 1000°C (Fig. 11.1). It is
fully austenitic; on cooling to the point A some Fe,C
is precipitated and the composition of the austenite
in equilibrium with the Fe;C is given by point B.
Similarly, on cooling alloy Y from 1000°C to say
750°C, ferrite is precipitated and the austenite in
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11.3 Cast irons

Cast iron was one of the dominant structural mate-
rials of the nineteenth century and can be found in
beams, columns and arches in many rehabilitation
and refurbishment projects. It has also been used
extensively in pipes and fittings for services, although
current practice favours plastic pipes wherever poss-
ible. An important use in construction is for tunnel
segments and mine-shaft tubing. As we shall see it
should be treated with respect.

Most cast irons have carbon contents between 3
and 4.5% by weight and their relatively low melting
temperatures mean that they are easily melted and
therefore suitable for casting. The properties of the
four principal types are summarised in Table 11.3.

In white cast iron, the phases are ferrite and Fe,C,
and the large proportion of Fe;C gives a hard but
very brittle substance. This makes it unsuitable for
structural uses. It is very difficult to machine, but its
high resistance to wear and abrasion makes it suit-
able for, for example, the facings of earth-moving
machines. If, however, it is heated to temperatures
between 800 and 900°C for a lengthy time then the
Fe;C can decompose and produce graphite in the



form of clusters that are surrounded by a ferrite
matrix. Graphite is soft, and the result is the more
ductile but still reasonably strong malleable iron.

Grey cast iron also contains about 2% silicon. In
this system, iron—graphite is more stable than iron—
Fe;C and so there are significant quantities of graph-
ite, which can increase ductility and toughness (and
lead to the grey colour when the metal is cut). The
properties are however dependent on the shape of
the graphite particles. If these are in the form of
flakes then toughness can be low because the flakes
are planes of weakness. However, if a small propor-
tion of magnesium (< 0.1%) is added to form an alloy
then, with correct casting procedures, the graphite is
induced to form spherical particles and the resulting
spheroidal graphite (SG) iron (also known as nod-
ular or ductile iron) has good strength, ductility and
toughnesss. A typical use is for modern cast-iron
tunnel linings.

11.4 Steel

The thermochemistry of steel making is very complex
but, as we have described above, the most important
reaction is simply that of reducing the carbon content
by a process of controlled oxidation:

2Fe[C] + O, ¢5 2Fe + 2CO  (11.4)

A considerable amount of oxygen is required, some
of which dissolves in the liquid steel. If not removed
this would form hard, brittle iron oxide FeO and
we would be back at square one. So, when the re-
quired carbon content is reached the residual oxygen
is ‘fixed” as an oxide which, after a period of resting,
rises to the surface and is removed as slag. The
substances commonly used to fix the oxygen in this
way are manganese and silicon, and steels treated
in this way are known as killed steels. Manganese
also reacts with sulphur, a very persistent impurity,
to form MnS. This avoids the formation of iron
sulphide FeS which, if present in even small quantities,
can cause a defect known as hot shortness, in which
the steel cracks disastrously if it is stressed when
hot. Even the simplest steels therefore contain silicon
and manganese.

As shown in Fig. 11.1 and discussed above most
steels at normal temperature consist of two phases,
ferrite and Fe;C, which combine in laminar regions
of alternating layers about 0.5 um thick to give the
uniform appearance of pearlite. The overall com-
position of pearlite is about 0.8% carbon, and steels
containing less than this are mixtures of ferrite and
regions of pearlite. Ferrite contains very little carbon
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Fig. 11.2 The influence of carbon content on the
pearlite content, strength and ductility of steels
(adapted from Rollason, 1968).

and so the relative proportions of ferrite and pearlite
depend linearly on the carbon content between 100%
ferrite at 0% carbon to 100% pearlite at 0.8 % carbon.
It follows that at carbon contents approaching 0.8 %
the properties of the steel are dominated by those
of pearlite — high hardness, high strength and poor
ductility and toughness. The properties of steel with
low carbon contents, say 0.15%, are dominated by
the converse properties of the ferrite.

It might therefore be expected that the properties
of steels are strongly affected by their pearlite content,
or to put it another way, by their carbon content;
Fig. 11.2 confirms this. The tensile strength increases
approximately linearly from about 300 MPa at 0%
carbon to about 900 MPa at 100% pearlite (0.8%
carbon). Over the same range, the elongation to
fracture decreases from about 40% to nearly zero.
This is a bit of an over-simplification, because the
properties of low-carbon steels are also affected by
the grain size of the ferrite that occupies the greater
part of the microstructure, with smaller grain in-
creasing the yield stress and decreasing the ductility
(as discussed in principle in Chapter 8).

We must also note another very important feature
of the behaviour of steels, which we described in
Chapter 2. Structural steels in particular can go
through a ductile-to-brittle transition as their tem-
perature changes over ranges that are typical of those
due to variations in weather, season and climate.
This phenomenon is usually shown up most clearly
by impact tests, with typical results obtained from
a Charpy test shown in Fig. 2.22. For this steel
the ductile-to-brittle transition temperature is about
—20°C. Even though this phenomenon appears to
have been first noted by Isambard Kingdom Brunel
in 1847, it still brings about its fair share of failures.
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Table 11.4 The importance of grain size for the
properties of a typical low-carbon steel.

Grain size o, Ductile-to-brittle transition
(um) (MPa) temperature (°C)
25 255 0
10 400 —40
5 560 -60

The trick is to formulate steels for which the
ductile-to-brittle transition temperature is low but
which can also be joined successfully by welding.
To do this, we want the carbon content to be low,
a high ratio of manganese to carbon and a small
grain size of the ferrite. The importance of grain
size in controlling both the strength and transition
temperature is shown Table 11.4. We therefore have
a powerful argument in favour of fine-grained steels.
To produce and maintain fine grain sizes, careful
control must be exercised over the temperatures of
hot rolling, the amounts of deformation imposed
and cooling rates. As might be expected, so-called
controlled-rolled steels are more expensive than less
carefully controlled products.

Although all steels are strictly alloys the term
non-alloy or plain-carbon steel is used when carbon
is the primary alloying element, even though there
may be other minor constituents such as manganese
and silicon (for the reasons given above), and alloy
steels for those which contain appreciable concen-
trations of other elements.

11.4.1 HOT-ROLLED STRUCTURAL STEELS

Most structural steels are classified as low carbon,
with carbon contents of up to about 0.3%. The steel
production process results in semi-finished products
called blooms, billets and slabs, which have to be
transformed by hot rolling into the wide variety of
shapes and sizes required for construction — I-sections,
angles, hollow tubes, plates etc. These are produced
by re-heating the steel up to about 1200°C and
then passing it through rollers which squeeze it
into the required shape (see Chapter 9, section 9.2).
Several passes may be required before the required
dimensions are achieved.

The mechanical working of the steel during roll-
ing increases its strength (but reduces its ductility)
and so the yield strength will reduce with increasing
material thickness. The steel cools during rolling
to about 750°C. After leaving to cool to room
temperature it is termed as-rolled steel, and usually
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requires more heat treatment to achieve the required
mechanical properties.

The main designations of steel produced reflect
the different heat treatment processes:

e Normalised steel. The as-rolled element is re-heated
to about 900°C, held there for a specific time and
then allowed to cool naturally. This refines the
grain size and improves the mechanical properties,
particularly toughness. The properties are more
uniform, and residual rolling stresses are removed.

e Normalised-rolled steel. The rolling finish tem-
perature is above 900°C, and the steel is allowed
to cool naturally. The re-heating for normalised
steel is therefore not required, but the resulting
properties are similar. Normalised and normalised
rolled steels are denoted ‘N’.

e Thermomechanically rolled steel. This has a
different chemistry, which allows a lower rolling
finish temperature of 700°C, followed by natural
cooling. A greater rolling force is required, and
the properties are retained unless reheated above
650°C. These steels are denoted ‘M’.

® Quenched and tempered steel. Normalised steel
at 900°C is rapidly cooled or ‘quenched’ to pro-
duce a steel with high strength and hardness, but
low toughness. The fast cooling produces a hard
brittle microstructure, known as martensite, in
which all the carbon is trapped. The structure is,
however, metastable and ‘tempering’ or reheating
causes the carbon to be precipitated as tiny
particles of carbides throughout the matrix. The
loss of carbon from the martensite in this way
allows it to become softer and more ductile. Con-
trol of the reheating temperature (typically about
600°C) and time, thus varying the amount of
carbon left in the martensite, gives great control
over the properties that can be achieved. These
steels are denoted ‘Q’.

The steel properties of most interest to structural
designers are yield strength, ductility, toughness,
modulus of elasticity, coefficient of thermal expansion,
weldability and corrosion resistance. Most structural
steels used in the UK and in Europe comply with
BS EN 10025." Part 2 of this standard specifies five
grades for hot-rolled non-alloy structural steel:
$185, 5235, 5275, S355 and S450, where S’ denotes
‘structural’ and the numbers are minimum vyield
strengths (in MPa) for sections with a thickness of

! The British and European standards referred to in the
text are listed in ‘Further reading’ at the end of this part
of the book.
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Table 11.5 Composition limits and properties of grades of hot-rolled structural steel (extracted from

BS EN 10025 Part 2 — Non-alloy structural steels)

Composition limits (max %)

Min yield Tensile Min elongation
Grade  strength (MPa) strength (MPa) at fracture (%) C Si Mn P S N Cu CEV
§235 235 360-510 26 0.19 1.5 0.04 0.04 0.014 0.6 0.35
S275 275 410-560 23 0.21 1.6 0.04 0.04 0.014 0.6 0.40
S355 355 470-630 22 023 0.6 1.7 0.04 0.04 0.014 0.6 047
S450 450 550-720 17 023 0.6 1.8 0.04 0.04 0.027 0.6 0.49
Notes:

1. Data for flat and long products, up to 16 mm thick, JO toughness grade (see below), normalised steel.

2. The yield strength reduces for increased section thickness.
3. CEV = carbon equivalent content.

4. The toughness grade relates to the Charpy impact energy at a specified temperature:

e JO: > 27 ] impact energy at 0°C
e J2: > 27 ] impact energy at —20°C
e K2: > 40 J impact energy at —20°C.

less than 16 mm. They are also given the designation
‘N’ or ‘AR’ depending on whether they are delivered
in the normalised or as-rolled state. The yield strength
reduces for increased section thickness because thick
sections cool more slowly than thin ones and, con-
sequently, the grain size is larger and the Fe;C ends
up differently distributed. The most commonly used
grades are S275 and S355. The required properties
and the composition limits for the four highest grades
are given in Table 11.5. The ratio of the minimum
tensile strength to yield strength reduces from 1.5
to 1.25 with increasing strength. The ductility (%
elongation at fracture in a tensile test) reduces with
increasing strength, but not prohibitively so. The
toughness is specified as one of three Charpy impact
values (JO, J2 or K2) at a specified temperature.

Other mechanical properties, not given in Table 11.5,
but which can be considered as near constant for
almost all steel types, are:

modulus of elasticity, E = 205 GPa

shear modulus, G = 80 GPa

Poisson’s ratio, v = 0.3

coefficient of thermal expansion = 12 x 107%/C
degree.

Weldability relates mainly to the susceptibility of
the steel to embrittlement during the (often rapid)
heating and cooling when welded (Chapter 9). This
depends on the composition, mainly the carbon
content, but also to some extent on the other alloying
elements. The Carbon Equivalent Value (CEV) is
used as a measure of this; it is defined as:

CEV =C + Mn/6 + (Cr + Mo + V)/5 + (Ni + Cu)/15

where C, Mn etc. are the percentage of each of the
alloying elements.

The importance of grain size is recognised by
separate parts of BS EN 10025 for normalised/
normalised-rolled weldable fine-grained structural
steels and for thermochemical rolled weldable fine-
grain structural steels. These include alloy steels with
significant quantities of chromium and nickel. The
standard covers grades from S275 to S460.

The higher strengths that can result from quenching
and tempering without unacceptable reduction in
other properties are recognised in Part 6 of EN
10025, which includes seven strength grades from
$460Q to S960Q. The properties and composition
limits for the main alloying elements are given in
Table 11.6; they are all classed as alloy-special steels.
As might be expected from our previous discussion,
the ductility (expressed as elongation at failure)
decreases with increasing strength, but it is possible
to produce steels with different toughness limits
(expressed as minimum impact energy). The com-
position limits for each of the grades are similar, but
the increasing total alloy contents with increasing
strength grades are apparent from the increasing CEV
limits. All grades are weldable in principle, but do
not have unlimited suitability for all welding pro-
cesses, so specialist advice is recommended. These
steels are not yet in widespread use in construction,
but they may become increasingly used for specific
applications in future.
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Table 11.6 Composition limits and properties of grades of hot-rolled structural steel (extracted from
BS EN 10025 Part 6: Quenched and tempered condition)

Composition limits of major elements (max %)

Min yield Tensile strength Min elongation

Grade strength (MPa) (MPa) at fracture (%) C Si Mn Cr Cu Mo Ni V CEV
S460Q 460 550-720 17 0.47
S$500Q 500 590-770 17 0.47
$550Q 550 640-820 16 0.65
$620Q 620 700-890 15 0.22 0.86 1.8 1.6 0.55 0.74 2.1 0.14 0.65
S$690Q 690 770-940 14 0.65
$890Q 890 940-1100 11 0.72
$960Q 960 980-1150 10 0.82
Notes:

1. Data for flat and long products < 50 mm thick, yield and tensile strength reduce with increasing thickness.
2. CEV = carbon equivalent content.
3. Toughness designation within each grade:

Minimum impact energy (J)

0°C -20°C —40°C  -60°C
Q 40 30

QL 50 40 30

QL1 60 50 40 30

Most structural steels have a similar low resistance
to corrosion, and in exposed conditions they need to
be protected by one of the protective systems described
in Chapter 10. There are no special requirements of
the steel material for ordinary coating systems, includ-
ing both aluminium and zinc metal spray. However,
if the steel is to be galvanised, then there is a need
to control the alloy content (notably the silicon).

The exception is ‘weather-resistant steels” or, more
simply, ‘weathering steel’, also marketed as Corten
steels. These fall into the class of alloy steels and
have their own part of BS EN 10025 (Part 5). They
contain a higher than normal copper content, the
most significant alloying elements other than those
shown in Table 11.5 being chromium and nickel.
Their composition is such that, when they are exposed
to the atmosphere over a period of time, a tightly
adhering oxidised steel coating or ‘patina’ is formed
on the surface that inhibits further corrosion. This
is often an attractive brown colour. Thus when used
appropriately they do not require any protective
coating. The layer protecting the surface develops
and regenerates continuously when subjected to the
influence of the weather. However, when designing
a structural element an allowance must be made for
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the oxidised surface layers by subtracting a specified
amount from all exposed surfaces.

11.4.2 COLD-ROLLED STEELS

Many lightweight sections are produced from cold-
rolled steel of low carbon content. Strength is derived
from work or strain hardening of the ferrite (see
Chapters 2 and 8) and good control over section sizes
and shapes is possible. Examples of applications
include light steel framing, lightweight lintels, angle
sections, and roadside crash barriers. Hollow sections
can be made by welding two angles together, but
welding will locally anneal the material, with con-
sequent changes to properties in the heat-affected
zone (section 9.4).

The relevant BS EN standard for sections formed
in this way (BS EN 10219) includes grades of 5235
to S355 for non-alloy steels and S275 to S460 for
fine-grained steels. As with other steels, the ductility
reduces with increasing strength.

11.4.3 STAINLESS STEEL

The term ‘stainless steel” covers a wide range of
ferrous alloys, all of which contain at least 10.5%
chromium, which produces a stable passive oxide
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Table 11.7 Ranges of properties of the main types of stainless steels (extracted from EN 10088-2 2005)

0.2% proof

Tensile strength Elongation at

Type stress (MPa) (MPa) fracture (%)
Martensitic 400-800 550-1100 20-11
Ferritic 210-300 380-640 23-17
Austenitic 190-430 500-1000 45-40

film when exposed to air. Other alloying elements,
notably nickel and molybdenum, may also be present.
There are three basic types, grouped according to
their metallurgical structure:

1. Martensitic (410 series) are low-carbon steels
containing 12-14% chromium. They are heat
treatable and can be made very hard. Since they
retain a keen cutting edge they are particularly
useful for cutlery, but are not as corrosion resistant
as the other two types.

2. Ferritic (430 series) contain between 10.5 and
27% chromium with very low carbon and
little, if any, nickel. They are not heat treatable
but are reasonably ductile, middle-strength
steels.

3. Austenitic (300 series) contain a maximum of
0.15% carbon and have a basic composition of
18% chromium and 8 or 10% nickel though
other additions may be made. Like ferritic steels,
they are not heat treatable, are reasonably ductile
and have good strength.

Typical ranges of properties of each type as included
in BS EN 10088 are shown Table 11.7. The higher
strengths of the martensitic types are a consequence
of their ability to be heat treated.

A further group, Duplex stainless steels, is so-called
because they have a two-phase microstructure con-
sisting of grains of ferritic and austenitic stainless
steel. When solidifying from the liquid phase a
completely ferritic structure is first formed, but on
cooling to room temperature, about half of the
ferritic grains transform to austenitic grains, appear-
ing as ‘islands’ surrounded by the ferritic phase. The
result is a microstructure of roughly 50% austenite
and 50% ferrite.

All these steels offer good resistance to corrosion
as long as the passive film can be maintained. All will
corrode in solutions low in oxygen and this has been
the cause of some embarrassing disasters. The auste-
nitic steels are the most resistant to pitting corrosion,
though they may suffer from stress corrosion cracking
in chloride solutions at slightly elevated temperatures.

Type 316 (18% Cr, 10% Ni%, 3% Mo) is recom-
mended for all external applications. Ferritic steels
should be limited to internal use.

A similar range of section types and sizes to struc-
tural steel is available. For all practical purposes,
martensitic and ferritic stainless steels should be
regarded as unweldable, since both undergo significant
changes in structure and properties as a result of the
thermal cycle. Ordinarily, austenitic stainless steels
can be welded, but they can suffer from a form of
intergranular attack (weld decay), and grades recom-
mended for welding, i.e. stabilised by the use of
titanium, should be specified.

11.4.4 STEEL REINFORCEMENT FOR CONCRETE

All structural concrete contains steel reinforcement
in the form of bars or welded mesh to compensate
for the low tensile strength of the concrete. Bars
with nominal diameters from 4 to 50 mm diameter
are available. The steel is produced in either the
basic oxygen process, in which up 30% scrap steel
can be added to the pig iron from the converter, or
in the electric arc furnace process, in which 100%
scrap steel can be used for the charge. Billets are
produced from continuous casting, which are then
reheated to 1100-1200°C and hot rolled to the
required bar diameter, which increases strength and
closes any defects in the billets. A pattern of ribs is
rolled onto the steel in the last part of the rolling
process to improve the bond between the steel and
the concrete in service.

The steel is low carbon, with typical levels of
0.2% carbon, 0.8% manganese and 0.15% silicon.
If the steel is obtained from electric arc furnaces
then the larger quantities of scrap steel used for the
charge can lead to significant proportions of other
alloying elements from the scrap.

Nearly all reinforcement in current use has a yield
stress of 500 MPa. The strength is achieved by one
of four processes:

e Micro-alloying, in which smaller quantities of
specific alloying metals that have a strong effect
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on the strength are added, the most common
being vanadium at 0.05-0.1%.

¢ Quenching and self tempering (QST), in which
water is sprayed onto the bar for a short time as
it comes out of the rolling mill; this transforms the
bar surface region into hard martensite, allowing
the core to cool to a softer, tougher mixture of
ferrite and pearlite. Heat diffusing from the core
during cooling also tempers the martensite and
the result is a bar with a relatively soft ductile
core and stronger harder surface layer.

e Cold rolling, in which a hot-rolled round section
bar is squeezed by a series of rollers, thus cold-
working the steel.

e Cold stretching or drawing, in which the hot-
rolled steel is drawn through a series of dies, thus
reducing the cross-sectional area and producing
wire with a plain round section.

These processes produce steel with somewhat differ-
ent ductilities. BS 4449 specifies three grades: BSO0A,
B500B and BS00C. The first B in each case is for
‘bar’, 500 is the yield strength in MPa, and the final
letter, A, B or C, is the ductility class. The minimum
elongations at maximum force for classes A, B
and C are 2.5, 5.0 and 7.5%, respectively (with the
tensile:yield strength ratios being 1.05, 1.08 and
1.15-1.35, respectively). Micro-alloying and QST
can produce higher-ductility grades B and C, cold
rolling the lower-ductility grade A and cold stretching
grade B. The grades can be identified by differing
rib patterns, defined in BS 4449. Other important
properties are:

e Bendability. The bars are made from relatively
high-strength steels and because the surface ribs acts
as stress concentrators, may fracture on bending
to the required shape for construction if the bend
radius is too tight. BS 4449 specifies that bars with
diameters < 16 mm should be capable of being bent
around a former with a minimum diameter of 4
times the bar diameter, and bars with higher diame-
ters around a former of 7 times the bar diameter.

o Fatigue properties. Fatigue cracking under cycling
load will initiate at the root of the ribs and
therefore a sharply changing cross-section at this
point should be avoided in the rolling process.

e Bond to concrete. This is a function of the surface
and rib geometry, and is independent of the steel
properties. BS 4449 gives examples and limits to
the dimensions of suitable geometries and bond
test methods.

o Weldability. Welding of bars is required when
forming mesh or prefabricated cages of reinforce-
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ment, which are increasingly important for the
reduction of labour-intensive bar-fixing operations
on site. As with other steels this depends mainly
on the CEV. Typical values are 0.3-0.35 for QST
bar, 0.4-0.5 for micro-alloy and stretched bar
and 0.2-0.3 for cold-rolled bar. The differences
in values should therefore be taken into account
when selecting a welding procedure.

e Corrosion resistance. Although concrete normally
provides an excellent protective medium for steel,
there are circumstances in which this protection
can break down and the steel can corrode. Stain-
less steel reinforcing is produced for use in such
situations. We will discuss the corrosion of steel
in concrete in some detail in Chapter 24.

11.4.5 PRE-STRESSING STEEL

Pre-stressed concrete, in which a compressive stress
is applied to the concrete before the service loads
by means of tensioned steel running through the
concrete, became feasible for large-scale construction
when high-strength steel and pre-stressing systems
were developed in the 1940s. The tension can be
applied by either single wires, strands consisting of
a straight core wire around which six helical wires
are spun in a single outer layer, or bars.

Wires are produced by cold drawing hot-rolled
rods; they are subsequently stress-relieved by heating
to about 350°C for a short time. If the stress-relieving
is carried out when the steel is longitudinally strained
then low-relaxation steel can be produced, which
reduces the loss of stress with time during service.
Indentations or crimps to improve bond to the con-
crete may be mechanically rolled into the surface
after the cold drawing. Strand is produced from
smooth surface wires. Properties of wires and strands
as included in BS 5896 are given in Table 11.8. The
very high strengths that are achieved by the drawing
process are apparent. The available diameters of the
strands depend on the diameters of the wires from
which they are formed — nominal diameters of 8,
9.6, 11, 12.5 and 15.2 mm are listed in BS 5986.

Bars for pre-stressing are available in diameters
from 20 to 75 mm. They are made from a carbon-
chrome alloy steel, and all sizes have an ultimate
tensile strength of 1030 MPa and a 0.1% proof stress
of 835 MPa, i.e. lower than for the smaller diameter
wire and strand, but still much higher than for rein-
forcing steel. All the bars are produced by hot-rolling,
with the strength being achieved by subsequent cold
working for diameters of 25 to 40 mm and quenching
and tempering for diameters from 50 to 75 mm. The
smaller diameters have an elastic (secant) modulus of
170 GPa, and the larger 205 MPa. BS 4486 specifies
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Table 11.8 Available sizes and properties of pre-stressing wire and strands (from BS 5896)

Cold drawn wire

Diameter (mm) 7 6 N 4.5 4
Tensile strength (MPa) 1570-1670 1670-1770 1670-1770 1620 1670-1770
0.1% proof stress (MPa) 1300-1390 1390-1470 1390-1470 1350 1390-1470
Relaxation after 1000 hrs at 80% ultimate load

Class 1 12%

Class 2 4.5%
Elastic modulus (GPa) 205 £ 10

7-wire standard strand

Diameter (mm) 15.2 12.5 11 9.6
Tensile strength (MPa) 1670-1860 1770-1860 1770 1770-1860
Relaxation after 1000 hrs at 80% ultimate load

Class 1 12%

Class 2 4.5%
Elastic modulus (GPa) 195 + 10

a maximum relaxation of 3.5% when a bar is loaded
to 70% of its failure load.

Maximum available lengths are typically limited
to 6 m, but threads can be rolled on to the bars,
which can then be joined with couplers. Corrosion-
resistant bars with the same mechanical properties
are available; these are made from a martensitic nickel-
chrome alloy steel, and have corrosion resistant pro-
perties similar to those of austenitic stainless steels.

No pre-stressing steel should be welded, as this
would cause a potentially catastrophic local reduction
in strength.

11.5 Recycling of steel

Re-use of steel components of structures after de-
molition is feasible since, in the majority of cases,
the properties of the steel will not have changed
since it was first produced. However section sizes

may have reduced owing to corrosion, which would
preclude their use, and also the design of the new
structures may not be able to accommodate the
component sizes available. Scrap steel, however, is
readily recycled and forms a large part of the feedstock
for converters, particularly electric arc furnaces, in
which the scrap can form up to 100% of the charge.
Some care may have to be taken with the composition
since the scrapped steel will contain alloying elements
that may have undesirable effects in the steel being
produced.
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Chapter 12

Aluminium

The use of aluminium in construction is second only
to that of steel. In comparison with structural steel,
aluminium alloys are lightweight, resistant to weath-
ering and have a lower elastic modulus, but can be
produced with similar strength grades. They are
easily formed into appropriate sections and can have
a variety of finishes. They are however generally
more expensive than steels.

12.1 Extraction

Aluminium is strongly reactive and forms a strong
bond with oxygen, and it therefore requires more
energy than other metals to produce it from its natur-
ally occurring oxide, Al,O; (alumina). The most im-
portant ore is bauxite; this contains only 35-40%
alumina, which must first be extracted by the Bayer
process. In this, the bauxite is washed with a solution
of sodium hydroxide, NaOH, at 175°C, which con-
verts the alumina to aluminium hydroxide, A[(OH);,
which dissolves in the hydroxide solution, leaving
behind the other constituents of the ore, mainly a mix-
ture of silica, iron oxides and titanium dioxide. The
solution is filtered and cooled, and the aluminium
hydroxide precipitates as a white, fluffy solid. When
heated to 1050°C this decomposes to alumina.
Direct reduction of alumina with carbon, as is
used in the analogous process to produce iron, is
not possible since aluminium is a stronger reducing
agent than carbon, and a process involving electroly-
sis must be used in the second stage of aluminium
production. In the Hall-Héroult process, the alumina
is dissolved in a carbon-lined bath of molten cryo-
lite, Na;AlF,, operating at a temperature of about
1000°C. At this temperature some of the alumina
(which has a melting point of over 2,000°C) dissolves;
a low-voltage high-amp current is passed through the
mixture via carbon anodes, causing liquid alumin-
ium to be deposited at the cathode and the anodes
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to be oxidised to carbon dioxide. The liquid alu-
minium sinks to the bottom of the bath, where it
is periodically collected and either cast into its final
form after adding any required alloying materials
or cast into ingots for subsequent remelting.

12.2 Aluminium alloys

The term ‘aluminium’ is normally used to include
aluminium alloys. These can be formulated and pro-
cessed to have a wide variety of properties which are
used for wide variety of products — drinks cans, kitchen
utensils, automobiles, aircraft frames etc. etc. as well
as structural elements for construction. Either cast
or wrought aluminium products can be produced.

Casting alloys are generally based on a eutectic
alloy system, aluminium combined with up to 13%
silicon being widely used. Solidification is over a
narrow temperature range (see Fig. 1.14), which
makes such alloys very suitable for casting into
moulds that allow rapid solidification. Other alloy-
ing elements that are added in various combinations
include iron, copper, manganese, magnesium, nickel,
chromium, zinc, lead, tin and titanium. Property
ranges listed in BS EN 1706 include 0.2% proof
stress, 70-240 MPa; tensile strength, 135-290 MPa;
and elongation at failure, 1-8%.

Wrought aluminium alloys are also produced with
a wide range of compositions. In the classification
scheme adopted by many countries and described
in BS EN 573, these are divided into eight series
depending on the principal alloying element:

1000 series: 299% pure aluminium

2000 series: aluminium—copper alloys

3000 series: aluminium-manganese alloys

4000 series: aluminium-silicon alloys

5000 series: aluminium—magnesium alloys

6000 series: aluminium-magnesium-silicon alloys
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Table 12.1 Ranges of properties of aluminium and aluminium alloys (from AluSelect
http://aluminium.matter.org.uk/aluselect/ (accessed 5/2/09))

Yield or proof

Tensile strength Ductility (% elongation

Alloy and treatment stress (MPa) (MPa) to fracture)
Pure aluminium (1000 series)
Annealed 30 70 43
Strain-hardened 125 130 6
Cast alloys
As-cast 80-140 150-240 2-1
Heat-treated 180-240 220-280 2-< 1
Wrought alloys
2000 series, heat-treated 270-425 350-485 18-11
3000 series, strain-hardened 90-270 140-275 11-4
5000 series, strain-hardened 145-370 140-420 15-5
6000 series, heat-treated 100-310 150-340 25-11
7000 series, heat-treated 315-505 525-570 14-10

Constant properties of all types: Density, 2700 kg/m?*; modulus of elasticity, 70; GPa, coefficient of thermal expansion,

23.6 x 107 per C degree.

e 7000 series: aluminium-zinc—-magnesium alloys
e 8000 series: miscellaneous alloys.

Within each series designation, the second, third
and fourth digits are used to indicate the proportions
of all the alloying elements. These fall into two
groups:

e work- or strain-hardened alloys (e.g. the 3000
and 5000 series), where strength is achieved by
cold working

¢ heat-treatable or precipitation hardening alloys,
such as the 2000 and 6000 series, where the
strength and other required properties are achieved
by heat-treatment processes, often complex.

Table 12.1 gives the range of properties that can be
obtained for cast and the different series of wrought
aluminium alloys. The ranges are relatively large in
each group, reflecting both the alloy composition
and the degree of treatment imposed. Specific alloys
from all series can be used in construction, either in
the form of extruded sections or sheets for cladding
panels etc.

The alloys that are suitable for heat-treatment are
also known as age-hardenable alloys. In Chapter 8
we discussed how the dislocation movement in
plastic flow can be impeded by suitable barriers. A
classic example is provided by the original alumin-
ium alloy, first developed in 1906, Duralumin, which
contains 4% Cu, and upon which the whole of the

aircraft industry has depended for many vyears.
When heated to around 550°C the copper dissolves
into solid solution in the aluminium and then
remains in solution when the alloy is rapidly cooled.
Thereafter, even at room temperature, a fine disper-
sion of a hard intermediate compound, CuAl,, forms
slowly. Because the particles are small, actually sub-
microscopic, and evenly dispersed throughout the
matrix, they offer maximum resistance to dislocation
movement, and the yield stress is consequently
considerably higher than that of pure aluminium.
This process, known as ageing, can be speeded up
by reheating to temperatures of about 150°C. But,
if reheated to too high a temperature (~250°C) the
minute particles of CuAl, coalesce and clump together.
They are then more widely separated, the disloca-
tions can pass easily through the matrix and the
yield strength is correspondingly reduced. This is
known as over-ageing. This phenomenon places a
restriction on the operating temperatures of the
alloy if the properties are not to deteriorate during
use. Modern alloys are more sophisticated and
capable of use at higher temperatures, but the same
principles apply.

The durability of aluminium alloys is, generally,
greater than that of steel. Aluminium has a high
affinity for oxygen, and an inert oxide film forms
on its surface when it is exposed to air. Although
this is very thin, between 0.5 and 1 um, it forms
an effective barrier to water and a variety of other
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chemical agents. The film is stable within a pH
range of about 4 to 8, with acid and alkaline dis-
solusion occurring in environments below and above
this range, respectively. This corrosion resistance in
neutral or near-neutral environments is an extremely
useful property, but it does mean that aluminium
is not suitable for use as reinforcement of concrete
which has a pH of between 12 and 13, and care
must be taken if it comes into contact with concrete,
when, for example, aluminium window frames are
used in a concrete frame structure. The corrosion
resistance does, however, depend on an alloy’s com-
position and heat treatment.

Welding of casting alloys and non-heat treatable
alloys is possible with the usual care. However, the
welding of heat-treated aluminium alloys can be
problematic, since the thermal cycle will, inevitably,
produce an over-aged structure in the parent metal.
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Although techniques for welding are now well
established, bolting, and to a lesser extent riveting,
are often preferred. If the bolts or rivets are non-
aluminium (e.g. steel) then arrangements must be
made to keep them electrically isolated from the
aluminium, or else bimetallic corrosion can lead to
rapid attack of the aluminium.

12.3 Recycling of aluminium

Aluminium can in principle be recycled indefinitely,
as remelting and refining results in no loss of its
properties. Aluminium is also a cost-effective material
to recycle, since it requires only 5% of the energy and
produces only 5% of the CO, emissions compared
with primary production. Think of the demand for
recycled drinks cans!
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Some more extensive texts that expand on the subject
matter of this part of the book are:
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engineering of materials.
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tions on surface science and welding than we have
room for in this book.

Pascoe K] (1978). An Introduction to the Properties
of Engineering Materials, Van Nostrand Reinhold,
New York.

Very much a beginner’s text.

Evans UR (1960). The Corrosion and Oxidation of
Metals, Edward Arnold, London.

Size and cost also make this a reference book, but
it is the classic textbook on the subject.

British Constructional Steelwork Association (1986)
Guides for Protection against Corrosion in Steelwork.

Llewellyn DT (1994). Steels, Metallurgy and Applications,
Butterworth — Heinemann, Oxford.

ON-LINE INFORMATION ON STEEL

The Steel Construction Institute
The SCI has produced a comprehensive set of publications
on all aspects of the use of steel in construction. A list
can be found on their website: http://www.steel-sci.org/
Information/Publications.htm

They are not free, but your library may have access to
these.

Corus

The UK steel producers, Corus, have a series publications
of the manufacture, uses and properties of steel for use
in construction that are available to download from their
web-site: http://www.corusconstruction.com/en/

Further reading for
Part 2 Metals and
Alloys

These include brochures on design guidance, corrosion
protection and weathering steel.

The CARES Guide to Reinforcing Steels

CARES is a product certification scheme for reinforcing
steel in the UK, and has produced a series of guides cover-
ing the production, properties, methods of use, welding
and specification of reinforcing steel, aimed at designers and
users. These can be found on: http://www.ukcares.co.uk/

BRITISH AND EUROPEAN STANDARDS

The list below is of those standards, specifications and
design codes published by the British Standards Institution
that are mentioned in the text. It is not intended to be
an exhaustive list of all those concerned with steel and
its use in structures. These can be found by looking at
the BSI website: www.bsi-global.com/

Structural steel

BS EN 10025 2004 Hot-rolled products of structural
steels.

BS EN 10219-1:2006 Cold-formed welded structural
hollow sections of non-alloy and fine grained steels
Part 1: Technical delivery conditions.

EN 10088-2 2005 Stainless steels — Part 2: Technical
delivery conditions for sheet/plate and strip of corrosion-
resisting steels for general purposes.

Reinforcement and pre-stressing steel

for concrete

BS EN 10080:2005 Steel for the reinforcement of concrete
— Weldable reinforcing steel — General.

BS 4449:2005 Steel for the reinforcement of concrete
— Weldable reinforcing steel — Bar, coil and decoiled
product — Specification.

BS 5896: 1980, amended 2007, High-tensile steel wire
and strand for the pre-stressing of concrete.

BS 4486: 1980 Hot-rolled and hot-rolled and processed
high-tensile alloy steel bars for the prestressing of
concrete.

Aluminium

BS EN 573 (1995, 2044 and 2007) Aluminium and
aluminium alloys: Chemical composition and form of
wrought products.
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Introduction

Concrete is a ubiquitous material and its versatility
and ready availability have ensured that it has
been and will continue to be of great and increasing
importance for all types of construction throughout
the world. In volume terms it is the most widely
used manufactured material, with nearly 2 tonnes
produced annually for each living person. It can
be found above ground, in housing, industrial and
commercial buildings, bridges etc., on the ground
in roads, airport runways etc., under the ground in
foundations, tunnels, drainage systems, sewers etc.,
and in water in river and harbour works and off-
shore structures. Many structures have concrete as
their principal structural material, either in a plain,
mass form, as for example in gravity dams, but
more often as a composite with steel, which is used
to compensate for concrete’s low tensile strength
thus giving either reinforced or pre-stressed concrete.
However, even in those structures where other mater-
ials such as steel or timber form the principal struc-
tural elements, concrete will normally still have an
important role, for example in the foundations.
Not surprisingly, concrete has been described as the
essential construction material.

Historical background

Even though our knowledge and understanding of
the material are still far from complete, and research
continues apace, concrete has been successfully used
in many cultures and in many civilisations. It is not
just a modern material; various forms have been
used for several millennia. The oldest concrete dis-
covered so far is in southern Israel, and dates from
about 7000 Bc. It was used for flooring, and consists
of quicklime — made by burning limestone — mixed
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with water and stone, which set into a hard mater-
ial. Mortars and concretes made from lime, sand
and gravels dating from about 5000 BC have been
found in Eastern Europe, and similar mixtures were
used by the ancient Egyptians and Greeks some
three to four thousand years later. Early concretes
produced by the Romans were also of this type, but
during the second century BC it was the Romans
who first made concrete with a hydraulic cement,
i.e. one that reacts chemically with the mix water,
and is therefore capable of hardening under water
and is subsequently insoluble. The cement was a
mixture of lime and volcanic ash from a source
near Pozzuoli. This ash contained silica and alumina
in a chemically active form that combined with
the lime to give calcium silicates and aluminates;
the term pozzolana is still used to describe such
materials, and as we will see in Chapter 15, various
types of these are in common use in concrete today.
Concretes produced by combining this cement with
aggregates were used in many of the great Roman
structures, for example in the foundations and
columns of aqueducts and, in combination with
pumice, a lightweight aggregate, in the arches of
the Colosseum and in the dome of the Pantheon
in Rome.

Lime concretes were used in some structures in
the Middle Ages and after, particularly in thick walls
of castles and other fortifications, but it was not
until the early stages of the Industrial Revolution
in the second half of the eighteenth century that a
revival of interest in calcium silicate-based cements
led to any significant developments. In 1756, John
Smeaton required a mortar for use in the founda-
tions and masonry of the Eddystone Lighthouse
and, after many experiments, he found that a mix-
ture of burnt Aberthaw blue lias, a clay-bearing
limestone from South Wales, and an Italian poz-
zolana produced a suitable hydraulic cement.
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In the 1790s, James Parker developed and pa-
tented Roman cement (a confusing name since it
bore little resemblance to the cement of Roman
times). This was made from nodules of a calcareous
clay from North Kent, which were broken up, burnt
in a kiln or furnace, and then ground to a powder
to produce the cement. Alternative sources of suit-
able clay were soon identified, and production of
significant quantities continued until the 1860s. The
cement was used in many of the pioneering civil
engineering structures of the period, such as Brunel’s
Thames Tunnel and the foundations of Stephenson’s
Britannia Bridge over the Menai Straits.

Roman cement, and some others of a similar type
developed at about the same time, relied on using
a raw material that was a natural mixture of clay
(silica-rich) and calcareous (calcium-rich) minerals.
Methods of producing an ‘artificial’ cement from
separate clay- and lime-bearing materials were there-
fore sought, resulting in the patenting by Joseph
Aspdin in 1824 of Portland cement. A mixture of
clay and calcined (or burnt) limestone was further
calcined until carbon dioxide was expelled, and the
product was then ground to give the fine cement
powder. This had hydraulic cementitious properties
when mixed with water; it was called Portland
cement because Aspdin considered the hardened
product to have a resemblance to Portland stone
— an attractive and popular building material. In
1828, Brunel found the hardened mortar to be three
times stronger than that made from Roman cement,
and he used it for repairs in his Thames Tunnel.
However, Portland cement was relatively expensive,
and it did not come into widespread use until larger-
scale production processes with higher burning
temperatures, which gave enhanced properties and
more careful control over the composition and uni-
formity of supply, had been developed. In particular,
the replacement of single-shaft kilns by continuous-
process rotary kilns in the 1880s was critical.
Increasingly larger-capacity kilns have met the enor-
mous worldwide demand of the twentieth century.
A measure of the importance of Portland cement is
that it was the subject of one of the first British
Standards (BS 12) in 1904, subsequently revised
several times before being subsumed in the recent
European standard (EN 197). Although the con-
stituent materials have remained essentially the
same, refinements in the production processes, in
particular higher burning temperatures and finer
grinding, and a greater knowledge of cement chem-
istry and physics have led to steadily increasing
quality and uniformity of the cement. From the
closing years of the nineteenth century, the vast

84

majority of concrete has been made with Portland
cement. However, as we will see in the next chapter,
this is not a single material, and there are a con-
siderable number of varieties and types, with an
ever increasing number of international standards.

Over the last sixty years or so, there has also
been increasing use of other materials incorporated
either in small quantities to enhance the fresh and/
or hardened properties (termed admixtures) or to
replace some the Portland cement (currently termed
additions). These have been developed and exploited
to give concrete with an increasingly wide range of
fresh and hardened properties, making it possible
to produce structures of increasing complexity, size
and durability in severe environments effectively
and efficiently.

Concrete Technology

In this part of the book we will be considering the
constituents, composition, production, structure and
properties of concrete itself, i.e. the topics that form
the subject of concrete technology. Most students
of civil engineering will also study the behaviour,
design and production of reinforced and pre-stressed
concrete, but that is not our function here.

A simple definition of concrete is that it is a
mixture of cement, water and aggregates in which
the cement and water combine to bind the aggregate
particles together to form a monolithic whole. This
may sound straightforward but concrete technology
has many complexities for a number of reasons,
including;:

e The series of chemical reactions of hydration
between Portland cement and water are complex,
and produce a hardened cement that has an
equally complex composition and microstructure.
Furthermore, Portland cement is not a single
uniform material but, as mentioned above, has a
range of compositions and hence properties when
obtained from different sources or even from the
same source over a period of time.

e The use of admixtures and additions, although
advantageous, adds to the complexity.

e The aggregates are normally obtained from local
sources and, although they are carefully selected
for size, strength etc., a range of types, including
both natural and artificial (mainly lightweight)
are used, each of which will affect the concrete’s
properties to a greater or lesser extent.

e Although the hardened properties are obviously
of paramount importance, the properties in the



newly mixed, fresh (or fluid) state must be such
that the concrete can be transported from the
mixer, handled, placed in the moulds or formwork
and compacted satisfactorily. This requirement
can be demanding, for example with in-situ con-
crete being placed in extreme weather conditions
in parts of a structure with difficult access.
Although this gives rise to one of the great advant-
ages of concrete — its ability to be placed in
complex shapes and forms — the responsibility
for ensuring that these operations are carried out
satisfactorily rests with the engineers in charge of
the construction operations. In this respect con-
crete is different to most other structural mater-
ials, which are supplied in a ready-to-use state,
with the exception of factory-produced pre-cast
elements.

e Even when hardened, the concrete’s structure
and properties are not static, but continue to
change with time. For example, about 50-60%
of the ultimate strength can be developed in
7 days, 80-85% in 28 days, and small but mea-
surable increases in strength have been found in
30-year-old concrete.

e Long term movements due to both load (i.e.
creep), and changes in moisture (i.e. swelling and
shrinkage) can be significant.

e The concrete and any steel contained within in
it can deteriorate for a variety of reasons, and
so ensuring adequate durability as well as mech-
anical properties such as strength and stiffness is
a major consideration.

At first glance this may therefore seem daunting,
but it is the intention of this part of the book to
consider all of these, and some other, aspects of
concrete technology in sufficient detail for you to
take forward into structural design and production,
and to be able to access the many and varied more
advanced publications on the subject.

A look at the contents list will show you how
this will be achieved. We start by describing the
constituent materials of concrete: Portland cement
(in some detail), additions, admixtures, alternatives
to Portland cement (briefly) and aggregates. We then
discuss the fresh and early age properties before
going on to consider the hardened properties of
deformation and strength. The principles of mix
design, the process of selecting the relative pro-
portions of the constituents to give the required
properties, are then presented. We then consider
some methods of non-destructive testing before
we discuss various aspects of durability in some
detail. We then come right up-to-date by describing
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a number of ‘special concretes’ that are produced
for specific purposes, such as lightweight and sprayed
concrete, and some recent developments in high-
performance concrete that are extending the
properties and uses of the material in exciting ways.
Finally we discuss the recycling of concrete, an
increasingly important factor in the sustainability
of construction.

This is a logical sequence of presentation, but not
all courses in concrete technology follow this order,
and the chapters and sections within them are written
so that they need not be read consecutively.

SOME DEFINITIONS

When reading this part of the book, there are some
key terms and definitions that are worth having at
your finger tips, or at least not too far from them.

From above:

e Concrete is a mixture of cement, water, fine
aggregate (sand) and coarse aggregate (gravel or
crushed rocks) in which the cement and water
have hardened by a chemical reaction — hydration
— to bind the nearly (non-reacting) aggregate.

e Other materials in addition to the above are often
incorporated, such as fine powders that can sub-
stitute some of the cement, known as additions,
and small quantities of chemicals, known as
admixtures, which can alter and improve some
properties.

e The use of additions, most of which are fine
powders like the cement and which participate
in the hydration reactions, requires the defini-
tion of the binder as the mixture of cement and

addition(s).
Also:

e Grout or cement paste is a mixture of cement
and water only; it will hydrate and gain strength,
but it is rarely used for structural purposes since
it is subject to much higher dimensional changes
than concrete under loading or in different environ-
ments, and it is more expensive.

e Mortar, a mixture of cement, water and fine
aggregate (sand), is more commonly used for small
volume applications, for example in brickwork.

e The aggregates form the bulk of the concrete
volume, typically 70-80%. Most of the remainder
of the hardened concrete is the hydrated cement
(or binder) and water, often called the hardened
cement paste (HCP). There is also a small quan-
tity of air voids (typically 1-3% of the concrete
volume) due to the presence of air that was not
expelled when the concrete was placed.
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o Aggregate is divided at a particle size of 4 mm,
all particles with a diameter smaller than this
being referred to as fine aggregate and all larger
particles being coarse aggregate. The maximum
particle size of coarse aggregate can be 10, 20 or
40 mm. In most concrete, the fine aggregate is
somewhere between 30 and 45% of the total
aggregate. On mixing, the volume of water is
normally in the range of 50-75% of the cement
paste and therefore, ignoring any air, most freshly
mixed concrete comprises, by volume:

6-16% cement or binder
12-20% water
20-30% fine aggregate
40-55% coarse aggregate

So, although cement (or binder) is the key com-
ponent of concrete, it occupies the smallest
proportion by volume.

The mix proportions are the amounts of each of
the constituents that are mixed together to form
a unit quantity of concrete. These are most com-
monly expressed as the weight of each material
in a unit volume of concrete e.g. if the propor-
tions are:

cement or binder: 350 kg/m’
water: 200 kg/m’
coarse aggregate: 1100 kg/m’
fine aggregate: 750 kg/m’

then a cubic metre of the fresh concrete will
comprise 350 kg of cement or binder, 200 kg of
water, 1100 kg of coarse aggregate and 750 kg
of fine aggregate. This often causes some confu-
sion to those new to concrete, since the units for
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each material are the same as those of density —
take care not to make this mistake.

e We will see that nearly all of the properties of

concrete are affected by the relative or absolute
amounts of the constituents. Therefore, to ensure
that satisfactory properties are achieved, the mix
proportions must be carefully chosen and con-
trolled. Measuring exact volumes of the materials
is difficult, so the weights required are normally
specified and used for concrete production; thus
the mix proportions are most conveniently ex-
pressed as the weight of each material required
for unit volume of the concrete, as above.

The relative particle density of Portland cement
is about 3.15, most binders have values in the
range 2.2 to 2.9 and most aggregates used for
concrete have values of 2.55 to 2.65 (the excep-
tions being lightweight and high-density aggregate
used for more specialised concrete). A few calcu-
lations using these figures and the volumes given
above show that the ranges of the mix propor-
tions by weight for most concrete are:

cement (or binder) 150-600 kg/m?
water 110-250 kg/m’
aggregates (coarse + fine) 1600-2000 kg/m’.

The total of these for any particular mix gives,
of course, the concrete density, which can vary
from 2200 to 2450 kg/m® with normal density
aggregates. As we shall see, the ratio of the weight
of water to that of cement or binder, normally
referred to just as the water/cement ratio or the
water/binder ratio, is an important factor influenc-
ing many of the concrete’s properties. Values are
typically in the range 0.3 to 1.0.



Cement is the essential component of concrete
which, when hydrated, binds the aggregates together
to form the hard, strong and monolithic whole that
is so useful. Well over 95% of the cement used in
concrete throughout the world is Portland cement
in its various forms. It is by no means a simple
material, and its complexities have an impact on
the properties and behaviour of concrete from mix-
ing right through to the end of its life. It is therefore
important to have some understanding of its manu-
facture, its composition, the processes involved in
its hydration and of its final hardened structure if
it is to be used effectively.

13.1 Manufacture

The crucial components of Portland cement are
calcium silicates, which in the manufacturing pro-
cess are formed by heating a mixture of calcium
oxide (CaO) and silicon dioxide (or silica, SiO,) to
high temperatures. Both of these occur in the earth’s
crust in large quantities, the former in various forms
of calcium carbonate (CaCO,), e.g. chalk and lime-
stone, and the latter in a variety of mineral forms
in sand, clay or shale. Cement production is a large-
scale operation requiring huge quantities of the raw
materials, and the production plants are therefore
normally sited close to a suitable source of one or
both of these, which occasionally even occur in a
single source such as marl. The raw materials all
contain some other components, and in particular
clays contain oxides of aluminium, iron, magnesium,
sodium and potassium. These cannot be avoided;
the first two have a significant effect on the manu-
facture and composition of the resulting cement,
and as we will see when discussing durability, some
of the others can have significant effects even though
they are present only in small quantities.

The manufacturing process is relatively simple in
principle, although the high temperatures and large
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quantities involved required sophisticated monitor-
ing and control systems to ensure that a uniform
high-quality product is obtained. The stages are:

1. Initially the limestone or chalk and clay or shale
are blended in carefully controlled proportions
(normally about 80/20) and interground in ball
or roller mills until most or of all the particles
are smaller than 90 wm. The composition of the
mixture is critical, and it may be necessary to
add small quantities of other materials such as
ground sand or iron oxide.

2. The heart of the manufacturing process consists
of heating this mixture (known as the raw meal)
to about 1400-1500°C. In modern cement plants
this takes place in two stages. First the raw meal
is fed into the top of a pre-heater tower that
includes a pre-calcining vessel (whose use im-
proves the overall energy efficiency of the whole
process). As it falls through this it is flash-heated
to about 900°C for a few seconds, during which
about 90% of the carbonate component decom-
poses into calcium oxide and carbon dioxide (the
calcining reaction). The mixture then passes into
a heated rotary kiln that takes the form of an
inclined steel cylinder lined with refractory bricks;
it can be up to tens of metres long and several
metres in diameter (depending on the capacity
of the plant) and it is rotated about its longitu-
dinal axis, which is set at a slope of about 3
degrees (Fig. 13.1).

3. The kiln is heated at its lower end to about
1500°C by the combustion of a fuel-air mixture.
The most common fuel is powdered coal, but
oil and natural gas are also used; waste organic
materials such as ground tyres are often added
to the main fuels. The pre-heated meal from the
pre-calciner is fed into the higher end of the kiln,
and it takes between 20 and 30 minutes to reach
and pass out of the lower heated end as a granu-
lar material called clinker. As the temperature
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Raw meal j

Preheating and
precalcining
CaCOz; — CaO0 + CO,
Rotary kiln
900°C |_ Fuel + air
R EE S SE——. — <=
I
1100°C 1200°C 1500|°C Clinker

Calcining Burning |

completed Combination of oxides to produce

calcium silicates, calcium aluminates
and calcium aluminoferrites

Fig. 13.1 The main processes in the heating of raw meal to produce Portland cement clinker.

of the feed increases as it moves through the kiln,
decarbonation becomes complete at about 1100°C
and then, in the so-called burning zone, the oxides
start to combine to form a mixture consisting
mainly of calcium silicates, calcium aluminates
and calcium aluminoferrites. The chemistry in-
volved is fairly complex, with compound forma-
tion at 1400-1500°C being greatly helped by the
small quantities of alumina and iron oxide that
are present (typically 5% and 3% respectively)
and that act as a molten flux.

4. The clinker emerges from the kiln at about
1200°C and is then cooled to about 60°C before
being mixed with a small quantity (3-5%) of
gypsum (calcium sulphate dihydrate, CaSO,.2H,0),
and sometimes a small quantity (up to 5%)
of a filler such as limestone powder, and then
ground, usually in a ball mill, to give the Portland
cement. The grinding process also increases the
temperature of the clinker/gypsum mixture so
cooling by water sprayed onto the outside of the
grinding mill is required. The increased tempera-
ture causes some dehydration of the gypsum.

13.2 Physical properties

Portland cements are fine grey powders. The par-
ticles have a relative density of about 3.14, and most
have a size of between 2 and 80 um. The particle
size is, of course, dependent on the clinker grinding
process, and it can be and is varied depending on
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the requirements of the cement, as will be discussed
in section 13.7. The particles are too small for their
distribution to be measured by sieve analysis (as used
for aggregates, see Chapter 17), and instead the
specific surface area (SSA), the surface area per unit
weight, is normally used as an alternative measure-
ment. This increases as the particle size reduces i.e.
a higher value means smaller average particle size.
There are a number of ways of measuring this,
but unfortunately they all give somewhat different
values. It is therefore necessary to define the method
of measurement when specifying, quoting or using
a value. The Blaine method, which is the most com-
monly used, is based on measuring the rate of flow
of air under a constant pressure through a small
compacted sample of the cement. Values of SSA
measured with this method range from about 300
to 500 m?*/kg for most cements in common use.

13.3 Chemical composition

We have seen that Portland cement consists of a
mixture of compounds formed from a number of
oxides at the high temperatures in the burning zone
of the kiln. For convenience, a shorthand notation
for the principal oxides present is often used:

CaO (lime) = C; SiO, (silica) = S;
AL O; (alumina) = A; Fe,O; (iron oxide) = F.

The four main compounds, sometimes called phases,
in the cement are:



Tricalcium silicate 3Ca0.Si0,

in short C;S
Dicalcium silicate 2Ca0.Si0,

in short C,S
Tricalcium aluminate 3Ca0.ALO;

in short C;A
Tetracalcium aluminoferrite 4CaQ.Al,O;.Fe,0,

in short C,AF

Strictly, C,AF is not a true compound, but represents
the average composition of a solid solution.

These compounds start to form at somewhat dif-
ferent temperatures as the clinker heats up when
passing down the kiln. C,S (often known as belite)
starts to form at about 700°C, C;S (known as alite)
starts to form at about 1300°C, and as the tem-
perature increases to the maximum of about 1450°C
most of the belite formed at lower temperatures is
transformed into alite. C;A and C,AF both start to
form at about 900°C.

Each grain of cement consists of an intimate mix-
ture of these compounds, but it is difficult to deter-
mine the amounts of each by direct analysis; instead
the oxide proportions are determined, and the com-
pound composition then calculated from these using
a set of equations developed by Bogue (1955). These
assume:

e all the Fe,0, is combined as C,AF
¢ the remaining Al,O,, after deducting that com-
bined in the C,AF, is combined as C;A.

The equations in shorthand form are:

(C58) =4.07(C) — 7.60(S) — 6.72(A)

~

— 1.43(F) — 2.85(S) (13.1)
(C,S) = 2.87(S) — 0.754(C,S) (13.2)
(C5A) = 2.65(A) — 1.69(F) (13.3)
(C,AF) = 3.04(F) (13.4)

Where S = SO;, (C;S), (C,S) etc. are the percentages
by weight of the various compounds, and (C), (S)
etc. are the percentages by weight of the oxides
from the oxide analysis. The value of (C) should be
the total from the oxide analysis less the free lime,
i.e. that not compounded.

The Bogue equations do not give exact values of
the compound composition, mainly because these
do not occur in a chemically pure form, but contain
some of the minor oxides in solid solution (strictly
alite and belite are slightly impure forms of C,S and
C,S, respectively). For this reason, the calculated
composition is often called the potential compound
composition. However, the values obtained are suf-
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ficiently accurate for many purposes, including con-
sideration of the variations in the composition for
different types of Portland cement, and their effect
on its behaviour.

The approximate range of oxide proportions that
can be expected in Portland cements is given in the
first column of figures in Table 13.1. As might be
expected from our description of the raw materials
and the manufacturing process, CaO and SiO, are
the principal oxides, with the ratio of Ca0O:SiO,
normally being about 3:1 by weight. The two
calcium silicates (C;S and C,S) therefore form the
majority of the cement. However the composition
of any one cement will depend on the composition,
quality and proportions of the raw materials,
and will therefore vary from one cement plant to
another and even with time from a single plant.
Table 13.1 illustrates the effects of this on the
compound composition by considering four indi-
vidual cements, A, B, C and D, whose oxide propor-
tions vary slightly (by at most 3%), but which are
all well within the overall ranges. The compound
compositions calculated with the Bogue formulae
show that:

e The principal compounds, C;S and C,S, together
amount to 71-76% of the cement.

Table 13.1 Ranges of oxide proportions
and compound composition of four typical
Portland cements (all proportions percent
by weight)

Cement

A B C D

Oxide Range Proportion

CaO 60-67 66 67 64 64
Sio, 17-25 21 21 22 23
AL O, 3-8 7 S 7 4
Fe,O; 0.5-6 3 3 4 5
Na,O + K,O 0.2-1.3 1 1 1 1
MgO 0.1-4 2 2 2 2
Free CaO 0-2

SO, 1-3

Compound composition

(0N 48 65 31 42
C,S 24 11 40 34
C;A 13 8 12 2
C,AF 9 9 12 15
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e The relative proportions of each compound vary
considerably, by at least two orders of magnitude
more than the small variations in the oxide com-
position. For example, the four ratios of C;S/C,S
are 2, 5.9, 0.8 and 1.2, and the C;A content of
cement D is 4 to 6 times less than that of the
other cements.

As we shall see, such variations have considerable
effects on the hydration process and properties of
the hardened cement, and therefore careful control
of the raw materials and manufacturing processes
is vital if cement of uniform quality is to be pro-
duced. Cement A can be considered to have a
‘typical’ or ‘average’ composition for Portland
cement (most modern cements have a C;S content
in the range 45-65% and a C,S content in the range
10-30%). Cements B, C and D are common and
useful variations of this, i.e. they have higher early
strength, low heat and sulphate-resisting properties
respectively, all of which are discussed in more
detail in section 13.7. (Note: the compound com-
positions in Table 13.1 do not add up to 100% -
the remainder comprises the minor compounds,
which include the gypsum added to the clinker
before grinding.)

13.4 Hydration

For an initial period after mixing, the fluidity or
consistence of a paste of cement and water appears
to remain relatively constant. In fact, a small but
gradual loss of fluidity occurs, which can be partially
recovered on remixing. At a time called the initial
set, normally between two and four hours after
mixing at normal temperatures, the mix starts to
stiffen at a much faster rate. However, it still has
little or no strength, and hardening, or strength
gain, does not start until after the final set, which
occurs some hours later. The rate of gain of strength
is rapid for the next few days, and continues, but
at a steadily decreasing rate, for at least a few
months.

Setting times are measured by somewhat arbitrary
but standardised methods that involve measuring
the depth of penetration of needles or plungers
into the setting paste.! They do not mark a sudden
change in the physical or chemical nature of the
cement paste, but the initial set defines the time

! As in the other parts of the book, a list of relevant
standards is included in ‘Further reading’ at the end of
the section.
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limit for handling and placing the concrete (and
thus cement standards set a minimum time for this)
and the final set indicates the start of the develop-
ment of mechanical strength (and so standards set
a maximum time for this).

The cement paste also gets noticeably warm,
particularly during the setting and early hardening
periods. In other words, the hydration reactions are
exothermic. The amount of heat released is sufficient
to raise the temperature to 100°C or more in a day
or so if the paste is kept in adiabatic (zero heat loss)
conditions. However, measurement of the rate of
heat output at constant temperature is a more
useful direct indication of the rate of reaction,
and Fig. 13.2 shows a typical plot of rate of heat
output with time after mixing. Immediately on
mixing, there is a high but very short peak (A),
lasting only a few minutes or less. This quickly
declines to a low constant value for the so-called
dormant period, when the cement is relatively
inactive; this may last for up to two or three hours.
The rate then starts to increase rapidly, at a time
corresponding roughly to the initial set, and reaches
a broad peak (B), some time after the final set. The
reactions then gradually slow down, with sometimes
a short spurt after one or two days giving a further
narrow peak (C).

The hydration reactions causing this behaviour
involve all four main compounds simultaneously.
The physical and chemical processes that result in
the formation of the solid products of the hardened
cement paste are complex, but the following simpli-
fied description, starting by considering the chem-
ical reactions of each of the compounds individually,
is nevertheless valuable.

The main contribution to the short intense first peak
(A) is rehydration of calcium sulphate hemihydrate,

Dormant period
| | | |
0.1 1.0 10 100

Rate of heat output, or rate
of reaction (arbitrary units)

Time after mixing (hours, log scale)

Fig. 13.2 Typical rate of reaction of hydrating
cement paste at constant temperature (after Forester,
1970).



which arises from the decomposition of the gypsum
in the grinding process. Gypsum is reformed:

2CS(0.5H) + 3H — 2CS.2H
[H = H,O in shorthand form] (13.5)

Additional contributions to this peak come from
the hydration of the free lime, the heat of wetting,
heat of solution and the initial reactions of the
aluminate phases. The behaviour of the aluminates
is particularly important in the early stages of
hydration. In a pure form, C;A reacts very violently
with water, resulting in an immediate stiffening of
the paste or a flash set. This must be prevented,
which is why gypsum is added to the clinker. The
initial reaction of the gypsum and C;A is

C,A + 3CS.2H + 26H — C,A.3CS.32H  (13.6)

The product, calcium sulphoaluminate, is also
known as ettringite. This is insoluble and forms a
protective layer on the C;A, thus preventing rapid
reaction. Usually about 5-6% of gypsum by weight
of the cement is added and, as this is consumed,
the ettringite reacts with the remaining C;A to give
to calcium monosulphoaluminate, which has a lower
sulphate content:

C;A.3CS.32H + 2C,A + 4H — 3(C,A.CS.12H)
(13.7)

Eventually, if all the gypsum is consumed before
all the C,A, the direct hydrate, C;A.6H, is formed.
This causes the short third peak C, which can occur
some 2 or 3 days after hydration starts. Whether
this peak occurs at all depends on the relative
amounts of gypsum and C;A in the unhydrated
cement, and it follows that it tends to be a feature
of high C;A content cements.

The C,AF phase reaction is similar to that of
the C;A, also involving gypsum, but it is some-
what slower The products have an imprecise and
variable composition, but include high- and low-
sulphate forms approximating to C;(A.F). 3CS.32H
and C;(A.F).CS.16H, respectively, i.e. similar to the
C;A products. The reactions or products contribute
little of significance to the overall behaviour of the
cement.

As we have seen, the two calcium silicates C;S
and C,S form the bulk of unhydrated cement, and
it is their hydration products that give hardened
cement most of its significant engineering properties
such as strength and stiffness; their reactions and
reaction rates therefore dominate the properties of
the hardened cement paste (HCP) (and concrete)
and are extremely important. The C;S (or, more
accurately, the alite) is the faster to react, producing
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a calcium silicate hydrate with a Ca:Si ratio of be-
tween 1.5 and 2 and calcium hydroxide (deposited
in a crystalline form often referred to by its mineral
name portlandite). A somewhat simplified but con-
venient form of the reaction is:

2CS + 6H — C,5,.3H + 3CH  (13.8)

Most of the main peak B in the heat evolution curve
(Fig. 13.2) results from this reaction, and it is the
calcium silicate hydrate (often simply referred to as
C-S-H) that is responsible for the strength of the
HCP.

The GC,S (or, strictly, the belite) reacts much more
slowly, but produces identical products, the reaction
in its simplified form being:

2C,S +4H — C,$,.3H+ CH  (13.9)

This reaction contributes little heat in the timescales
of Fig. 13.2, but it does make an important contri-
bution to the long-term strength of HCP.

The cumulative amounts of individual products
formed over timescales a few days longer than those
of Fig. 13.2 are shown in Fig. 13.3. The dominance
of the C-S-H after a day or so is readily apparent;
this is accompanied by an increase in the amount
of calcium hydroxide, which, together with some
of the minor oxides, results in the HCP being highly
alkaline, with a pH between of 12.5 and 13. As we
shall see in Chapter 24, this alkalinity has a sig-
nificant influence on some aspects of the durability
of concrete construction.

The timescales and contributions of the reactions
of the individual compounds to the development of
the cement’s strength are shown in Fig. 13.4. This
further emphasises the long-term nature of the
strength-giving reactions of the calcium silicates,

Dormant period  Setting

Hardening/—

CH, portlandite

\_/"‘
~

C-S-H

Relative amount

S il i

C;A and C,AF hydrates

1 2 6 12 1 2 7 28
hours days

Time after mixing

Fig. 13.3 Typical development of hydration products
of Portland cement (after Soroka, 1979).
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Fig. 13.4 Development of strength of compounds in
Portland cement on hydration (after Bogue, 1955).

particularly of the C,S (or, more correctly, the
belite). In fact the reactions can never be regarded
as complete, and the extent of their completeness
is called the degree of hydration.

In common with most chemical processes, increas-
ing temperature accelerates all of the above reac-
tions. With decreasing temperature, hydration will
continue even below 0°C, but stops completely at
about —10°C. We will be discussing the effect of
temperature in relation to the development of the
strength of cement and concrete in Chapter 19.

The physical processes occurring during hydration
and the resulting microstructure of the hardened
cement paste are equally, if not more, important
than the chemical reactions, and numerous studies
have been made of these by scanning, transmission
and analytical electron microscopy. Fig. 13.5 illus-
trates schematically the hydration of a single grain
of cement in a large volume of water. The important
features are:

The processes take place at the solid-liquid inter-
face, with solid products being deposited in the
region around the diminishing core of unhydrated
cement in each cement grain.

The very early products form a surface layer on
the cement grain, which acts a barrier to further
reactions during the dormant period.

The dormant period ends when this layer is
broken down by either a build-up of internal
pressure by osmosis, or by portlandite (Ca(OH),),
or both, enabling hydration to proceed more
rapidly.

The hydration products (known as the gel) con-
sist of:

e needle-like crystals of ettringite, deposited early
in the hydration

e an amorphous mass, mainly C-S-H, of small,
irregular fibrous particles, some solid, some
hollow and some flattened, typically 0.5-2 um
long and less than 0.2 um diameter, with very
high surface area estimated to be of the order
of 200,000 m?*/kg, i.e. approaching a thousand
times greater than the fresh cement grains from
which it has been formed

e large hexagonal crystals of portlandite inter-
spersed in the fibrous matrix.

The gel contains many small gel pores, typically
between 0.5 and 5 nm wide, in between the fibrous
particles, and as hydration continues, new product
is deposited within the existing matrix, decreasing
the gel porosity.

There is some difference in density and structure
between the hydrates deposited within the original
surface of the cement grain, known as inner
product, and the less dense hydrates deposited in
the original water-filled space, which contain more

Unhydrated
cement

S

Portlandite
crystals

Hydrates
(mainly C-S-H)

Fig. 13.5 Illustration of the hydration of a single grain of Portland cement.
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crystals of portlandite and aluminoferrite and
are known as outer product.

¢ The rate of hydration reduces over a long period
after peak B owing to the increased difficulty of
diffusion of water through the hydration products
to the unhydrated cement. It has been estimated
that, for this reason, complete hydration is not
possible for cement grains of more than 50 um
in diameter — even after many years there is a
residual core of unhydrated cement.

e At complete hydration:

e the gel porosity reaches a lower limit of about
28%

e the volume of the products of hydration is
little more than twice that of the unhydrated
cement, but about two-thirds of the combined
initial volume of the unhydrated cement and
the water which it consumes.

In reality of course, hydration is occurring simulta-
neously in a mass of cement grains in the mix
water, and so the hydration productions interact
and compete for the same space. An important
and vital feature of hydration is that it occurs at a
(nearly) constant overall volume, i.e. the mixture
does not swell or contract and the HCP or concrete
is the same size and shape when hardened as the
mould in which was placed after mixing. Using this
fact, and the measured properties of the fresh and
hydrated materials® it can be shown that:

e At a water:cement ratio of about 0.43, there is
just sufficient mix water to hydrate all the cement
and fill all of the resulting gel pores. Therefore
at water:cement ratios lower than this, full hydra-
tion can never occur unless there is an available
external source of water, for example if the
cement or concrete is immersed in water. This is
the condition of insufficient water, and the paste
is subject to self-desiccation. In practice, in a sealed
specimen the hydration will cease somewhat
before all of the available water is consumed, and
an initial water:cement ratio of about 0.5 is required
for full hydration. As we will see in Chapter 19,
self-desiccation can also have other effects.

e At a water:cement ratio of about 0.38, the volume
of hydration products, i.e. the gel, exactly matches

2 Relative densities: unhydrated cement, 3.15; gel solids,
2.61; saturated gel, 2.16; unsaturated gel, 1.88. Gel por-
osity 28%. 1 g of cement chemically combines with 0.23 g
of water during hydration. The analysis derives from
the work of Powers in the 1950s; a full summary can be
found in Neville (1995).
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that of the fresh cement and water. At values
lower than this, hydration will be stopped before
completion, even if an external source of water
is available. This is called the condition of insuf-
ficient volume. At water:cement ratios higher than
this there is an increasing amount of unfilled space
between the original grains in the form of capil-
lary pores, between about 5 nm and 10 um wide,
and so on average they are about a hundred times
larger than the gel pores within the gel itself.
Calculations give the relative volumes of un-
hydrated cement, gel and capillary pores at com-
plete hydration shown in Fig. 13.6. In reality, for
the reasons discussed above, hydration is never
complete and therefore the volumes in Fig. 13.6
are never achieved, but they may be approached.
However, at any stage of hydration, the volume of
capillary pores will increase with the water:cement
ratio.

The diagrams in Fig. 13.7 provide a visual illustra-
tion of this. These show idealised diagrams of the
structure of two cement pastes with high and low
water:cement ratios, say of the order of 0.8 and 0.4
respectively, on mixing and when mature, say after
several months. In the high water:cement ratio paste
the grains are initially fairly widely dispersed in the
mix water and, when mature, there is still a sig-
nificant capillary pore volume. On the other hand,
in the low water:cement ratio paste, the grains are
initially much more closely packed, and the hydrates
occupy a greater volume of the mature paste, which

] 0.38
Unhydrated
cement
0.8 - Capillaries
[0]
£
=
E 0.61 Cement
g gel
5]
S 041
Q.
o
a
0.2 4
0 T T T x
0 0.2 0.4 0.6 0.8 1

Water:cement ratio by weight

Fig. 13.6 Volumetric composition of fully hydrated
cement paste after storage in water (after Hansen,
1970).
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Fig. 13.7 Illustration of the structure of cement pastes of high and low water:cement ratios.

therefore has a greater volume of capillary pores
(but which, if the water:cement ratio is low enough,
may eventually disappear altogether).

Although it is important to distinguish between
capillary and gel pores, in practice there is a near
continuous distribution of pore sizes. Figure 13.8
shows typical measurements that illustrate this,
and also provides direct evidence of the substantial
reduction in both overall pore volume and pore
size with reducing water:cement ratio for pastes of
similar age, in this case 28 days.

13.5 Structure and strength of
hardened cement paste

We have seen that, at any stage of hydration, the
HCP consists of:

¢ a residue of unhydrated cement, at the centre of
the original grains

o the hydrates (the gel), chiefly calcium silicates
(C-S-H) but also some calcium aluminates, sul-
phoaluminates and ferrites, which have a complex
fibrous form and contain the gel pores, which are
between 0.5 and 5 nm wide

e crystals of portlandite (Ca(OH),)

e the unfilled residues of the spaces between the
cement grains — the capillary pores, between about
5 nm and 10 um wide.

We should add that the paste will also contain a
varying number of larger air voids, from about
5 um upwards, which have become entrapped in the
paste during mixing and have not subsequently been
expelled during placing and compaction.
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Fig. 13.8 Pore size distribution in 28-day-old hydrated
cement paste (adapted from Mebta, 1986).

The significant strength of HCP derives from van
der Waals type bonds between the hydrate fibres
(see Chapter 1). Although each individual bond is
relatively weak, the integrated effect over the enor-
mous surface area is considerable. The unhydrated
cement is in itself strong and its presence is not
detrimental to overall strength, and it can even be
beneficial since it is exposed if the paste or concrete
is subsequently cracked or fractured and can there-
fore form new hydrates to seal the crack and restore
some structural integrity provided, of course, some
water is present. No other common structural ma-
terials have this self-healing property.

For any particular cement, the compressive
strength of specimens stored at constant temperature
and humidity increases with age and decreasing
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Fig. 13.9 Compressive strength development of
Portland cement paste stored in water at 20°C
(after Domone and Thurairatnam, 1986).

water:cement ratio; Fig. 13.9 shows typical behaviour.
The change with age reflects the progress in hydra-
tion reactions, i.e. the degree of hydration. At 28
days (a typical testing age when comparing cements)
the reactions are about 90% complete for a typical
Portland cement. We should also note that the strength
continues to increase at water:cement ratios below
0.38, even though Fig. 13.6 shows that there is an
increasing volume of unhydrated cement in the ‘end
state’. This is direct evidence that unhydrated cement
is not detrimental to strength — it is the quality of
the hydrates that is the governing factor (there are,
however, lower practical limits to the water:cement
ratio, which we will discuss in Chapter 20).

We have seen that both the size and volume of
the capillary pores are also influenced by age and
water:cement ratio (Figs. 13.6, 13.7 and 13.8) and
it is therefore not surprising that the strength
and porosity are closely linked. In simple terms: less
porosity (due to either increasing age or lower
water:cement ratio or both), means higher strength.
The relationship between the two was shown by
Powers (1958) to be of the form

6 = k(1 - P)? (13.10)

where k is a constant, 6 = compressive strength and
P = porosity = pore volume/total paste volume.
Note that in this expression the porosity is raised
to power three, showing its great significance. Powers’
experiments were on ‘normally’ cured pastes, i.e.
kept in water at ambient temperature and pressure,
with variations in porosity obtained by varying the
water:cement ratio. This resulted in total (capillary
plus gel) porosities ranging from about 25 to 50%.
Porosities down to about 2% were obtained by Roy
and Gouda (1975) by curing pastes with water:cement
ratios down to 0.093 at higher temperatures (up to
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Fig. 13.10 The dependence of the strength of hardened
cement paste on porosity (after Roy and Gouda, 1975).

250°C) and pressures (up to 350 MPa). Figure 13.10
shows that at these very low porosities they achieved
compressive strengths of more than 600 MPa,
Powers’ results being consistent with their overall
relationship of the form

o = A log(P/P,.,) (13.11)

where A is a constant and P_;, is a critical porosity
giving zero strength, shown by Fig. 13.10 to be
about 55%.

The size of the pores has also been shown to be
an important factor. Birchall et al. (1981) reduced the
volume of the larger pores (greater than about 15 um
diameter) by incorporating a polymer in pastes of
water:cement ratios of about 0.2, and curing initi-
ally under pressure. The resulting ‘macrodefect free’
(MDF) cement had compressive strengths of 200
MPa and above, with flexural strengths of 70 MPa,
a much higher fraction of compressive strength than
in ‘normal’ pastes or concrete.

Clearly, the extremes of low porosity and high
strength cannot be achieved in concretes produced on
a large scale by conventional civil engineering prac-
tice, but results such as those shown in Fig. 13.10
are useful per se in helping to understand the behav-
iour of HCP. We will discuss concrete strength in
detail in Chapter 21, and in Chapter 24 we will
see that porosity is also a significant factor influenc-
ing the durability of concrete.

13.6 Water in hardened cement
paste and drying shrinkage

The large surface areas in the gel give the HCP a
considerable affinity for water, and make its overall
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Fig. 13.11 Schematic of types of water within calcium
silicate bydrate (after Feldman and Sereda, 1970).

dimensions water-sensitive, i.e. loss of water results
in shrinkage, which is largely recoverable on regain
of water. We will discuss the magnitude of these
effects and their consequences in Chapter 20, but
for the moment we will consider the various ways
in which the water is contained in the paste and
how its loss can lead to shrinkage. The possible
sites of the water are illustrated in the diagram of
the gel structure shown in Fig. 13.11, and given in
the following list:

1. Water vapour. The larger voids may be only
partially filled with water, and the remaining
space will contain water vapour at a pressure in
equilibrium with the relative humidity and tem-
perature of the surrounding environment.

2. Capillary water. This is located in the capillary
and larger gel pores (wider than about 5 nm).
Water in the voids larger than about 50 nm can
be considered as free water, as it is beyond the
reach of any surface forces (see Chapter 6), and
its removal does not result in any overall shrink-
age; however, the water in pores smaller than
about 50 nm is subject to capillary tension forces,
and its removal at normal temperatures and
humidities may result in some shrinkage.

3. Adsorbed water. This is the water that is close
to the solid surfaces, and under the influence of
surface attractive forces. Up to five molecular
layers of water can be held, giving a maximum
total thickness of about 1.3 nm. A large propor-
tion of this water can be lost on drying to 30%
relative humidity, and this loss is the main con-
tributing factor to drying shrinkage.

4. Interlayer water. This is the water in gel pores
narrower than about 2.6 nm; it follows from (3)
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that such water will be under the influence of
attractive forces from two surfaces, and will
therefore be more strongly held. It can be re-
moved only by strong drying, for example, at
elevated temperatures and/or relative humidities
less than 10%, but its loss results in considerable
shrinkage, the van der Waals forces being able
to pull the solid surfaces closer together.

5. Chemically combined water. This is the water
that has combined with the fresh cement in the
hydration reactions discussed in section 13.4.
This is not lost on drying, but is only evolved
when the paste is decomposed by heating to high
temperatures (in excess of 1000°C).

The above divisions should not be thought of as
having distinct boundaries, but the removal of the
water does become progressively more difficult as
one proceeds down the list. An arbitrary but often
useful division is sometimes made between evapor-
able and non-evaporable water. There are a num-
ber of way of defining this, the simplest being that
evaporable water is that lost on drying at 105°C.
This encompasses all the water in (1) to (3) above,
and some of (4). The non-evaporable water includes
the rest of (4) and all of (5); its amount expressed
as a proportion of the total water content increases
as hydration proceeds, and this can be used to assess
the progress of the hydration reactions.

13.7 Modifications of
Portland cement

When discussing the properties and compositions
of cements in sections 13.2 and 13.3 we pointed
out that these can be altered either by variations in
the composition of the raw material or by changes
in the manufacturing process. In this section we will
discuss ways in which the cement can be altered
from ‘average’ or ‘normal’ to obtain properties that
are more useful for specific purposes.

13.7.1 SETTING, STRENGTH GAIN AND
HEAT OUTPUT

The relative timescales of the dormant, setting and
strength-gain periods govern some of the critical
operations in concrete practice, for example the
transport and placing of the concrete, and the time
at which formwork can safely be removed. One
way of modifying these properties is to alter the
compound composition by varying the type and
relative proportions of the raw materials used in
the cement manufacture. For example, increased



proportions of C;S and C,A can reduce the setting
time, and if a cement with a higher C;S and lower
G,S content is produced, as in cement B in Table 13.1,
this will have a higher rate of strength gain than
cement A (but it is important to understand the
difference between rapid setting and rapid strength
gain — the two do not necessarily go together). Rapid
hardening properties can also be achieved by finer
grinding of the cement, which gives an increased
surface area exposed to the mix water, and therefore
faster hydration reactions.

Since the hydration reactions are exothermic, a
consequence of rapid hardening is a higher rate of
heat output in the early stages of hydration, which
will increase the risk of thermal cracking in large
concrete pours from substantial temperature dif-
ferentials at early ages, i.e. during the first few days
after casting. To reduce the rate of heat of hydration
output a ‘low-heat’ cement with a lower C;S and
higher C,S content may be used, i.e. as in cement
C in Table 13.1, or by coarser grinding. The dis-
advantage is a lower rate of gain of strength.

13.7.2 SULPHATE RESISTANCE

If sulphates from external sources, such as ground-
water, come into contact with the HCP, reactions
can take place with the hydration products of the
calcium aluminate phases, forming calcium sulpho-
aluminate — etttringite — or, strictly, reforming it,
since it was also formed very early in the hydration
process (as described in section 13.4). Crucially the
reaction is expansive and can therefore lead to dis-
ruption, cracking and loss of strength in the relat-
ively brittle, low-tensile-strength HCP. (Its earlier
formation would not have had this effect, as the
paste would have still been fluid, or at least plastic.)
The solution is a low-C;A-content cement such as
cement D in Table 13.1, which is therefore an ex-
ample of a sulphate-resisting cement. We will return
to this when discussing sulphate attack in more
detail in Chapter 24.

13.7.3 WHITE CEMENT

The grey colour of most Portland cements is largely
due to ferrite in the C,AF phase, which derives
from the ferrite compounds in the clay or shale used
in the cement manufacture. The use of non-ferrite-
containing material, such as china clay, results in a
near-zero C,AF-content cement, which is almost
pure white, and therefore attractive to architects for
exposed finishes. White cement is significantly more
expensive than normal Portland cements owing to
the increased cost of the raw materials, and the
greater care needed during manufacture to avoid

Portland cements

discoloration. As we shall see in the next two chap-
ters, it is also possible to modify the properties
of concrete by other means, involving the use of
admixtures and/or cement replacement materials.

13.8 Cement standards and
nomenclature

The first edition of the UK standard for Ordinary
Portland Cement was issued in 1904, since when
there have been a further 14 editions with increasingly
complex and rigorous requirements. The last of
these was in 1996, and a unified European standard,
BS-EN 197-1:2000, has now replaced this. This
covers five types of cement — CEM I, CEM II, CEM
III, CEM IV and CEM V. The last four these are
mixtures or blends of Portland cement with other
materials of similar or smaller particle size, and we
will leave discussion of these until Chapter 15. The
cement and variations described in this chapter are
type CEM 1. The standard states that at least 95%
of this should be ground clinker and gypsum - the
remaining maximum 5% can be a ‘minor additional
constituent’ (such as limestone powder).

There are sub-divisions within the main type that
reflect the performance of the cement as altered by
composition and/or fineness. The strength character-
istics are determined by measuring the compressive
strength of prisms made of a standard mortar with
a sand:cement:water ratio of 3:1:0.5 by weight,
which has been mixed, cast and stored under defined
and carefully controlled conditions. The cement is
then given a number — 32.5, 42.5 or 52.5 — depend-
ing on the strength in MPa achieved at 28 days,
and a letter, either N or R (N for normal and R
for rapid), depending on the strength at either 2 or
7 days. The requirements of the strength classes
are set out in Table 13.2. Limits to initial setting
time are also included in the standard. The previous
Ordinary Portland Cement from BS 12 roughly
corresponds to a CEM I 42.5N, and although it is
strictly not now correct to use the term ‘OPC, it
will take a long time before it dies out.

Sulphate-resisting Portland Cement has a separate
standard (BS 4027), for which there is no European
equivalent; the most significant difference to other
Portland cements is the requirement for a C;A
content of less than 3.5%. There is no separate
standard for white cement.

Many other countries have their own standards. For
example, in the USA the American Society for Test-
ing and Materials (ASTM) classifies Portland cement
in their specification C-150-94 by type number:
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Table 13.2 BS EN-197 strength classes for
Portland cement

Compressive strength from mortar
prisms (MPa)

Class 2 days 7 days 28 days
32.5 N >16

32.5 R >10 >32.5 <52.5
42.5 N >10

42.5 R >20 >42.5 <62.5
PoN 2 >52.5 <72.5

52.5R =230

e type I is ordinary Portland cement

e type II is moderate sulphate-resistant or moderate
heat cement

e type III is a rapid-hardening cement

e type IV is low heat cement

e type V is sulphate-resistant cement.

It is beyond the scope of this book, and potentially
very boring for most readers, to go into further
details about these standards. They can be found
in most libraries and on-line when necessary.
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Admixtures are chemicals that are added to concrete
during mixing and significantly change its fresh,
early age or hardened state to economic or physical
advantage. They are usually defined as being added
at rates of less than 5% by weight of the cement,
but the typical range for most types is only 0.3—
1.5%. They are normally supplied as aqueous solu-
tions of the chemical for convenience of dispensing
and dispersion through the concrete during mixing.
Their popularity and use have increased consider-
ably in recent years; estimates for the UK are that
about 12% of all concrete produced in 1975 con-
tained an admixture, and that this increased to 50%
by 1991 and is now well over 75%. In some places,
notably parts of Europe, North America, Australia
and Japan, the proportion is even higher.

14.1 Action and classification
of admixtures

An extremely large number of commercial products
are available, which work by one or more of the
following mechanisms:

e interference with the hydration reactions to ac-
celerate or retard the rate of hydration of one or
more of the cement phases

e physical absorption onto the surface of cement
particles causing increased particle dispersion

e altering the surface tension of the mix water caus-
ing air entrainment

e increasing the viscosity of the mix water resulting
in an increased plastic viscosity or cohesion of the
fresh concrete

e incorporating chemicals into the hardened cement
paste to enhance particular properties such as
increased protection to embedded steel or water
repellence.

These result in admixtures usually being classified
or grouped according to their mode of action rather
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than by their chemical constituents. For example
the European standard (BS EN 934) includes re-
quirements for:

¢ water-reducing/plasticising admixtures

¢ high-range water-reducing/superplasticising

admixtures

set and hardening accelerating admixtures

set retarding admixtures

air-entraining admixtures

water-resisting admixtures

water-retaining admixtures

set-retarding/water-reducing/plasticising

admixtures

e set-retarding/high-range water-reducing/
superplasticising admixtures

e set-accelerating/water-reducing/plasticising
admixtures.

Clearly the last three are admixtures with a combin-
ation of actions.

We shall consider the five distinct types which
together make up more than 80% of the total quan-
tities used in concrete — plasticisers, superplasticisers,
accelerators, retarders and air-entraining agents —
and briefly mention others.

14.2 Plasticisers

Plasticisers, also called workability aids, increase
the fluidity or workability of a cement paste or
concrete. They are long-chain polymers, the main
types being based on either lignosulphonates, which
are derived in the processing of wood for paper
pulp, or polyycarboxylate ether. They are relatively
inexpensive but lignosulphonates in particular can
contain significant levels of impurities depending on
the amount of processing.

Their plasticising action is due to the surface-
active nature of the component polymer molecules,
which are adsorbed on to the surface of the cement
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(a) Adsorption on to cement
particle surface

Fig. 14.1 Mode of action of plasticisers.

grains. In their normal state the surfaces of cement
particles carry a mixture of positive and negative
residual charges (a property of all surfaces), which
means that when mixed with water the particles
coalesce into flocs, thus trapping a considerable
amount of the mix water and leaving less avail-
able to provide fluidity. In solution the plasticiser
molecules have negative ionic groups that form
an overall negative charge of the order of a few
millivolts on the cement particles after they are
absorbed onto the cement particle surface. The
particles therefore now repel each other and be-
come more dispersed, thus releasing the trapped
water and increasing the fluidity, as illustrated
in Fig. 14.1. The particles also become surrounded
by a sheath of oriented water molecules, which
prevent close approach of the cement grains, a
phenomenon known as steric hindrance or steric
repulsion. The overall effect is one of greater lubrica-
tion and hence increased fluidity of the paste or
concrete.

If a constant consistence or fluidity is required
then the water content can now be reduced, thus
leading to a lower water:cement ratio and increased
strength; this is why plasticisers are often known
as water-reducers. BS EN 934 requires that the water
reduction for constant consistence should be greater
than 5%. Values are normally between 5 and 12%.
The use of plasticisers has been increasingly wide-
spread since their first appearance in the 1930s;
the quantitative benefits that can be obtained
will be discussed when considering mix design in
Chapter 22.

Significant, and sometimes undesirable, secondary
effects with some plasticisers are that they act as
retarders, delaying the set and decreasing the early
strength gain, and/or that they entrain air in the
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(b) Dispersion of particle flocs and realease of
entrapped water to give greater fluidity

form of small bubbles. Depending on the amount
of processing in manufacture they may also contain
impurities that have other undesirable side-effects
at increasing doses, and therefore the magnitude of
the primary effects that can be satisfactorily achieved
with plasticisers is relatively modest, though never-
theless useful and cost effective.

14.3 Superplasticisers

As the name implies superplasticisers are more
powerful than plasticisers and they are used to
achieve increases in fluidity and workability of a
much greater magnitude than those obtainable
with plasticisers. They are also known as high-range
water-reducers. They were first marketed in the
1960s, since when they have been continually devel-
oped and increasingly widely used. They have higher
molecular weights and are manufactured to higher
standards of purity than plasticisers, and can there-
fore be used to achieve substantially greater primary
effects without significant undesirable side-effects.
They are a crucial ingredient of many of the special
or so-called ‘high-performance’ concretes, which we
will discuss in Chapter 25.

BS EN 934 requires that the water reduction for
constant consistence should be greater than 12%.
Values vary between 12 and about 30%, depending
on the types and efficiency of the constituent chem-
icals. Currently three main chemical types are used
(Dransfield 2003):

1. Sulphonated melamine formaldehyde condensates
(SMFs), normally the sodium salt.

2. Sulphonated naphthalene formaldehyde conden-
sates (SNFs), again normally the sodium salt.



3. Polycarboxylate ethers (PCLs). These have been
the most recently developed, and are sometimes
referred to as ‘new generation’ superplasticisers.

These basic chemicals can be used alone or blended
with each other or lignosulphonates to give products
with a wide range of properties and effects. A parti-
cular feature is that polycarboxylates in particular
can be chemically modified or tailored to meet spe-
cific requirements, and much development work has
been carried out to this end by admixture suppliers
in recent years. This has undoubtedly led to improve-
ments in construction practice, but a consequence
is that the websites of the major suppliers contain
a confusing plethora of available products, often
with semi-scientific sounding names.

The mode of action of superplasticisers is similar
to that of plasticizers, i.e. they cause a combination
of mutual repulsion and steric hindrance between
the cement particles. Opinions differ about the rela-
tive magnitude and importance of these two effects
with different superplasticisers, but a consensus
(Collepardi, 1998; Edmeades and Hewlett, 1998)
is that:

e with SMFs and SNFs, electrostatic repulsion is
the dominant mechanism

e with PCLs, steric hindrance is equally if not
more important. This is due to a high density of
polymer side-chains on the polymer backbone,
which protrude from the cement particle surface
(Fig. 14.2). This leads to greater efficiency, i.e.
similar increases in fluidity require lower admixture
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Fig. 14.2 ‘Comb-type’ molecules of polycarboxylic
superplasticisers on the surface of a cement grain,
leading to steric hindrance between grains.

dosages. The term ‘comb polymer’ has been used
to describe this molecular structure.

Some typical fluidity effects of admixtures of dif-
ferent types, measured by spread tests on a mortar,
are shown in Fig. 14.3. The limited range and effective-
ness of a lignosulphonate-based plasticiser and the
greater efficiency of a PCL superplasticiser (in this
case a polyacrylate) compared to an SNF-based
material are apparent.

Some of the more important features of the behav-
iour of superplasticisers, which directly effect their
use in concrete, can be summarised as follows.

e The behaviour of any particular combination of
superplasticiser and binder will depend on several
factors other than the admixture type, including
the binder constituents, the cement composition,
the cement fineness and the water:binder ratio
(Aitcin et al., 1994).
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Fig. 14.3 Typical effects of plasticising and superplasticising admixtures on flow of mortars (after Jeknavorian

et al., 1997).
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e Substantially increased performance can be ob-
tained if the superplasticiser is added a short time
(1-2 minutes) after the first contact of the mix
water with the cement. It appears that if the super-
plasticiser is added at the same time as the mix
water, a significant amount is incorporated into
the rapid C;A/gypsum reaction, hence reducing
that available for workability increase. This effect
has been clearly demonstrated for lignosulphon-
ate, SMF and SNF based admixtures, but has
been reported as being less significant for at least
some PCLs, which are therefore more tolerant of
mixing procedures.

e The superplasticising action occurs for only a
limited time, which may be less than that required
if, for example, the concrete has to be transported
by road from mixing plant to site. Methods of
overcoming this include:

e blending a retarder with the superplasticiser

e addition of the superplasticiser on site just
before discharge from the mixer truck

e repeated additions of small extra doses of the
admixture.

The losses with some PCLs have been shown to
be lower than with other types, at least over the
critical first hour after mixing.

e For any particular binder/superplasticiser com-
bination there is a ‘saturation point’ or optimum
dosage beyond which no further increases in
fluidity occur (Fig. 14.4). At dosages higher than
this, not only is there no increase in fluidity, but
detrimental effects such as segregation, excessive
retardation or entrapment of air during mixing
— which is suddenly released — can occur.
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Fig. 14.4 The saturation point for a cement/
superplasticiser combination (after Aitcin et al., 1994).

We will discuss the quantitative benefits that can be
obtained when describing concrete mix design in
Chapter 22.

14.4 Accelerators

An accelerator is used to increase the rate of harden-
ing of the cement paste, thus enhancing the early
strength, particularly in the period of 24-48 hours
after placing, perhaps thereby allowing early re-
moval of formwork, or reducing the curing time
for concrete placed in cold weather. They may also
reduce the setting time. Calcium chloride (CaCl,)
was historically very popular as it is readily avail-
able and very effective. Figure 14.5a shows that

-
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Fig. 14.5 'Typical effects of calcium chloride admixture on (a) setting times and (b) early strength of concrete

(after Dransfield and Egan, 1988).

102



it accelerates both the initial and final set, and
Fig. 14.5b shows that a 2% addition by weight of
cement can result in very significant early strength
increases. This effect diminishes with time, and
the long-term strength is similar to that of non-
accelerated concrete.

The calcium chloride becomes involved in the
hydration reactions involving C;A, gypsum and
C,AF, but the acceleration is caused by its acting as
a catalyst in the C;S and G,S reactions (Edmeades
and Hewlett, 1998). There is also some modification
to the structure of the C-S-H produced.

Of great significance is the increased vulnerability
of embedded steel to corrosion owing to the pres-
ence of the chloride ions. This has led to the use of
calcium chloride being prohibited in reinforced and
pre-stressed concrete, and to the development of a
number of alternative chloride—free accelerators,
most commonly based on either calcium formate,
sodium aluminate or triethanolamine. However, as
with plasticisers and superplasticisers the magnitude
of the effects of these depends on the binder con-
stituents and composition and cannot be predicted
with certainty, and so should be established by
testing. We shall discuss the corrosion of steel in
concrete in some detail when considering durability
in Chapter 24.

14.5 Retarders

Retarders delay the setting time of a mix, and ex-
amples of their use include:

e counteracting the accelerating effect of hot
weather, particularly if the concrete has to be
transported over a long distance

e controlling the set in large pours, where concret-
ing may take several hours, to achieve concurrent
setting of all the concrete, hence avoiding cold
joints and discontinuities, and achieving uniform
strength development.

The retardations resulting from varying doses of
three different retarding chemicals are shown in
Fig. 14.6. Sucrose and citric acid are very effective
retarders, but it is difficult to control their effects,
and lignosulphonates, often with a significant sugar
content, are preferred. The retarding action of nor-
mal plasticisers such as some lignosulphonates and
carboxylic acids has already been mentioned; most
commercial retarders are based on these compounds,
and therefore have some plasticising action as well.

The mode of action of retarders involves modifica-
tion of the formation of the early hydration products,
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Fig. 14.6 Influence of retarders on the setting time of
cement paste (after Ramachandran et al., 1981).

including the portlandite crystals. As with other ad-
mixtures, temperature, mix proportions, fineness
and composition of the cement and time of addition
of the admixture all affect the degree of retardation,
and it is therefore difficult to generalise.

14.6 Air-entraining agents

Air-entraining agents (AEAs) are organic materials
which, when added to the mix water, entrain a
controlled quantity of air in the form of microscopic
bubbles in the cement paste component of the con-
crete. The bubble diameters are generally in the
range 0.02-1 mm, with an average distance between
them of about 0.2 mm. They are sufficiently stable
to be unchanged during the placing, compaction,
setting and hardening of the concrete. Entrained air
should not be confused with entrapped air, which
is normally present as the result of incomplete com-
paction of the concrete, and usually occurs in the
form of larger irregular cavities.

AFEAs are powerful surfactants, which change
the surface tension of the mix water and act at the
air—water interface within the cement paste. Their
molecules have a hydrocarbon chain or backbone
terminated by a hydrophilic polar group, typically
of a carboxylic or sulphonic acid. This becomes
orientated into the aqueous phase, with the hydro-
carbon backbone pointing inwards towards the air,
thus forming stable, negatively charged bubbles that
become uniformly dispersed (Fig. 14.7). Only a
limited number of materials are suitable, including
vinsol resins extracted from pinewood and synthetic
alkylsulphonates and alkylsulphates.
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Fig. 14.7 Schematic of air entrainment by surface-active
molecules. (a) Molecular structure; (b) stable air bubble
(adapted from Mindess et al., 2003).

The major reason for entraining air is to provide
freeze—thaw resistance to the concrete. Moist con-
crete contains free water in entrapped and capillary
voids, which expands on freezing, setting up disrup-
tive internal bursting stresses. Successive freeze—thaw
cycles, say, over a winter, may lead to progressive
deterioration. Entrained air voids, uniformly dis-
persed throughout the HCP, provide a reservoir for
the water to expand into when it freezes, thus reduc-
ing the disruptive stresses. Entrained-air volumes of
only about 4-7% by volume of the concrete are re-
quired to provide effective protection, but the bubble
diameter and spacing are important factors. We will
consider freeze—thaw damage in more detail when
discussing the durability of concrete in Chapter 24.

Air entrainment has two important secondary
effects:

1. There is a general increase in the consistence of
the mix, with the bubbles seeming to act like
small ball-bearings. The bubbles’ size means that
they can compensate for the lack of fine material
in a coarse sand, which would otherwise produce
a concrete with poor cohesion. (Aggregate grad-
ing will be discussed in Chapter 17.)

2. The increase in porosity results in a drop in
strength, by a factor of about 6% for each 1%
of air. This must therefore be taken into account
in mix design, but the improvement in work-
ability means that the loss can at least be partly
offset by reducing the water content and hence
the water:cement ratio.

AEAs have little influence on the hydration reac-
tions, at least at normal dosages, and therefore have
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no effect on the resulting concrete properties other
than those resulting from the physical presence of
the voids, as described above.

14.7 Other types of admixture

Other admixtures include pumping aids, water-
resisting of waterproofing admixtures, anti-bacterial
agents, bonding agents, viscosity agents or thickeners,
anti-washout admixtures for underwater concrete,
shrinkage-reducing admixtures, foaming agents, cor-
rosion inhibitors, wash-water systems and pigments
for producing coloured concrete. Some selected
texts that contain information on these, and give a
more detailed treatment of the admixtures we have
described, are included in ‘Further reading’ at the
end of this part of the book. Admixtures collectively
contribute to the great versatility of concrete and
its suitability for an ever-increasing range of
applications, some of which we shall discuss when
considering ‘Special Concretes’ in Chapter 25.
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Additions are defined as ‘finely divided materials
used in concrete in order to improve certain prop-
erties or to achieve special properties’ (BS EN 206,
2000). Somewhat confusingly, there are a number
of alternative names favoured in different countries
and at different times: cement replacement mater-
ials, fillers, mineral additives, mineral admixtures,
supplementary cementing materials, cement sub-
stitutes, cement extenders, latent hydraulic materials
or, simply, cementitious materials. They are nearly
always inorganic materials with a particle size
similar to or smaller than that of the Portland
cement, and they are normally used to replace some
of the cement in the concrete mix (or sometimes
supplement it) for property and/or cost and/or
environmental benefits. Several types of materials
are in common use, some of which are by-products
from other industrial processes, hence their potential
for economic advantages and environmental and
sustainability benefits (we will discuss the latter in
more detail in Chapter 62). However the principal
reason for their use is that they can give a variety
of useful enhancements of or modifications to the
properties of concrete.

They can be supplied either as separate materials
that are added to the concrete at mixing, or as pre-
blended mixtures with the Portland cement. The
former case allows choice of the rate of addition,
but means that an extra material must be handled
at the batching plant; a pre-blended mixture over-
comes the handling problem but means that the rate
of addition is fixed. Pre-blended mixtures have the
alternative names of extended cements, Portland
composite cements or blended Portland cements.
Generally, only one material is used in conjunction
with the Portland cement, but there are an increas-
ing number of examples of the combined use of two
or even three materials for particular applications.

The incorporation of additions leads to a rethink
about the definition of cement content and water:cement
ratio. Logically these should still mean what they
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say, with cement being the Portland cement com-
ponent. Since, as we will see, additions contribute
to the hydration reactions, the Portland cement
and additions together are generally known as the
binder, and hence we can refer to the binder content
and water:binder ratio when discussing mix pro-
portions. (To add to the confusion, the alternative
terms powder, powder content and water:powder
ratio are sometimes used when additions that make
little contribution to the hydration reactions are
incorporated.)

BS-EN 206 recognises two broad divisions of
additions:

e Type 1: nearly inert additions
e Type 2: pozzolanic or latent hydraulic additions.

This reflects the extent to which the additions are
chemically active during the hydration process and
therefore the extent to which they contribute to or
modify the structure and properties of the hardened
paste. It will be useful at this stage to explain what
is meant by pozzolanic behaviour before going
on to consider some of the most commonly used
additions.

15.1 Pozzolanic behaviour

Type 2 additions exhibit pozzolanic behaviour to a
greater or lesser extent. A pozzolanic material is
one that contains active silica (SiO,, or S in short-
hand form) and is not cementitious in itself but
will, in a finely divided form and in the presence of
moisture, chemically react with calcium hydroxide
at ordinary temperatures to form cementitious com-
pounds. The key to the pozzolanic behaviour is the
structure of the silica; this must be in a glassy or
amorphous form with a disordered structure, which
is formed by rapid cooling from a molten state. Many
of the inter-molecular bonds in the structure are then
not at their preferred low-energy orientation and so
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can readily be broken and link with the oxygen com-
ponent of the calcium hydroxide. A uniform crystal-
line structure that is formed in slower cooling, such
as is found in silica sand, is not chemically active.
Naturally-occurring pozzolanic materials were
used in early concretes, as mentioned in the
Introduction to this part of the book, but when
a pozzolanic material is used in conjunction with
a Portland cement, the calcium hydroxide (CH in
shorthand) that takes part in the pozzolanic reaction
is the portlandite produced from hydration of the
cement (see equations 13.8 and 13.9). Further quan-
tities of calcium silicate hydrate are produced:

S+CH+H — CS-H (15.1)

The reaction is clearly secondary to the hydration
of the Portland cement, which has led to the name
‘latent hydraulic material’ in the list of alternatives
above. The C-S-H produced is very similar to that
from the primary cement hydration (the molar ratios
of C/S and H/S may differ slightly with different
pozzolanic materials) and therefore make their own
contribution to the strength and other properties of
the hardened cement paste and concrete.

15.2 Common additions

The most commonly used type 1 addition is ground
limestone, normally known as limestone powder.
As we mentioned in Chapter 13, addition of up to
5% of this to Portland cement is permitted in many
countries without declaration. For example, BS EN
197-1:2000 allows this amount to be included in
a CEM I cement as a ‘minor additional constituent’.
Higher additions are also used in some types of
concrete, most notably self-compacting concrete in
which high powder contents are required for stability
and fluidity of the fresh concrete (see Chapter 25).
The main enhancement of properties is physical —
the fine powder particles can improve the consist-
ence and cohesiveness of the fresh paste or concrete.
However, although there is no pozzolanic reaction,
there is some enhancement to the rate of strength
gain due to the ‘filler effect’ of improved particle
packing and the powder particles acting as nucle-
ation sites for the cement hydration products, and
there is some reaction between the calcium carbon-
ate in the limestone with the aluminate phases in
the cement.

The main Type 2 additions in use worldwide are:

e fly ash, also known as pulverised fuel ash (pfa)
— the ash from pulverised coal used to fire power
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stations, collected from the exhaust gases before
discharge to the atmosphere; not all ashes have
a suitable composition and particle size range for
use in concrete

o ground granulated blast furnace slag (ggbs) — slag
from the ‘scum’ formed in iron smelting in a blast
furnace, which is rapidly cooled in water and
ground to a similar fineness to Portland cement

o condensed silica fume (csf), often called micro-
silica — extremely fine particles of silica condensed
from the waste gases given off in the production
of silicon metal

e calcined clay or shale — a clay or shale heated,
rapidly cooled and ground

e rice husk ash — ash from the controlled burn-
ing of rice husks after the rice grains have been
separated

® natural pozzolans — some volcanic ashes and
diatomaceous earth.

We will now discuss the first four of the materials
in the above list in more detail, using metakaolin
(also known as HRM - high reactivity metakaolin)
as an example of a calcined clay. All these four are
somewhat different in their composition and mode
of action, and therefore in their uses in concrete.
Rice husk ash has similarities with microsilica, and
natural pozzolans are not extensively used.

15.3 Chemical composition and
physical properties

Typical chemical compositions and physical pro-
perties of these four materials are given in Table 15.1,
together with typical equivalent properties of Port-
land cement for comparison. Two types of fly ash
are included, high- and low-lime, which result from
burning different types of coal. High-lime fly ash is
not available in many countries, and the low-lime
form is most commonly available. It is normally safe
to assume that when fly ash is referred to in text-
books, papers etc. it is the low-lime version unless
specifically stated otherwise.

The following features can be deduced from
the table:

e All the materials contain substantially greater
quantities of silica than does Portland cement, but
crucially, most of this is in the active amorphous
or glassy form required for the pozzolanic action.

e Microsilica is almost entirely active silica.

e The alumina in the fly ash, ggbs and metakaolin
are also in an active form, and becomes involved
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Table 15.1 Typical composition ranges and properties of additions

Fly ash
Low lime High lime Portland
Addition (class F) (class C) ggbs Microsilica Metakaolin cement
Oxides
SiO, 44-58 27-52 30-37 94-98 50-55 17-25
Ca0O 1.5-6 8-40 34-45 <1 <1 60-67
AL O, 20-38 9-25 9-17 <1 40-45 3-8
Fe,0, 4-18 4-9 0.2-2 <1 5 0.5-6
MgO 0.5-2 2-8 4-13 <1 <1 0.1-4
Particle size range (microns) 1-80 3-100 0.03-0.3 0.2-15 0.5-100
Specific surface area (m*kg) 350 400 20000 12000 350
Relative particle density 2.3 2.9 2.2 2.5 3.15
Particle shape Spherical Irregular Spherical Irregular Angular

ggbs, ground granulated blast furnace slag.
Notes:

e Most but not all specific materials will have a composition within the above ranges. However, there are exceptions.
e All materials for use in concrete have to comply with the relevant standards. A list of these is included in ‘Further reading’ at

the end of this part of the book.

in the pozzolanic reactions, forming complex
products. The metakaolin comprises nearly all
active silica and alumina.

e Two of the materials, high-lime fly ash and ggbs,
also contain significant quantities of CaO. This
also takes part in the hydration reactions, and
therefore neither material is a true pozzolan, and
both are to a certain extent self-cementing. The
reactions are very slow in the neat material, but
they are much quicker in the presence of the
cement hydration, which seems to act as a form
of catalyst for the production of C-S-H.

The above considerations lead to maximum
effective Portland cement replacement levels of
about 90% for high-lime fly ash and ggbs, 40%
for low-lime fly ash and metakaolin and 25% for
csf. At higher levels than these, there is insufficient
Portland cement to produce the required quan-
tities of calcium hydroxide for the secondary
reactions to be completed. However, high-volume
fly ash (HVFA) concrete, with up to 70% fly ash
and low water:binder ratios, has been of increas-
ing interest in recent years.

Fly ash and ggbs have particle sizes similar to
those of Portland cement, whereas the metakaolin
particles are on average nearly ten times smaller
and the microsilica particles 100 times smaller
(although the ggbs and metakaolin are both ground
specifically for use in concrete, and so their

fineness can be varied). The consequences of the
associated differences in surface area are:

e the rate of reaction of the metakaolin is higher
than that of fly ash and ggbs, and that of
microsilica highest of all (but remember that
all are still secondary to that of the Portland
cement)

® both metakaolin and microsilica result in a loss
of fluidity of the cement paste and concrete if
no other changes are made to the mix, with
again the effect of csf being greater that that
of metakaolin. To maintain fluidity, either the
water content must be increased, or a plasticiser
or superplasticiser added (see Chapter 14). The
latter is the preferred option, since other prop-
erties such as strength are not compromised.
With a sufficient dosage of superplasticiser to
disperse the fine particles, a combination of
excellent consistence with good cohesion and
low bleed can be obtained.

The spherical shape of the fly-ash particles leads
to an increase in fluidity if no other changes are
made to the mix. Some increase is also obtained
with ggbs.

All the materials have lower relative densities than
Portland cement, and therefore substitution of
the cement on a weight-for-weight basis will result
in a greater volume of paste.
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We should also note that variability of fly ash
due to changes in the coal supply and power station
demands can be a significant problem. Some pro-
cessing of the ash is therefore often carried out to
ensure a more uniform, high-quality material for
use in concrete. This includes screening to remove
large particles, and the removal of particles of un-
burnt carbon, which are very porous and can reduce
the consistence of the fresh concrete.

All the above considerations have led to an ever-
increasing use of the various additions in all types
of concrete in the last few decades. We will discuss
their use and their effect on the properties of fresh
and hardened concrete at appropriate places in sub-
sequent chapters, from which their advantages and
disadvantages will become even more apparent.

15.4 Supply and specification

As we said earlier, additions can be supplied as
separate materials or pre-blended with Portland
cement. For many years blends with ggbs have been
known as Portland Blast Furnace cements and
blends with fly ash Portland Pozzolanic cements.
There is an array of relevant standards throughout
the world, covering the materials individually but
also as blends. It is worthwhile briefly considering
the designations for the latter in the current Euro-
pean standard BS EN 197-1:2000. As we discussed
at the end of Chapter 13, this includes five main
types of cement, with CEM I being Portland cement

108

containing at least 95% ground clinker and gypsum
with up to 5% minor additional constituents. The
other four types are:

e CEM II Portland composite cement: Portland
cement with up to 35% of another single con-
stituent, which can be ggbs, microsilica, a natural
or calcined pozzolan, fly ash, burnt shale or lime-
stone powder, or with up 35% of a mixture of
these additions

e CEM III Blast furnace cement: Portland cement
with 35-95% ggbs

e CEM IV Pozzolanic cement: Portland cement
with 11-35% of any combination of microsilica,
natural or calcined pozzolan or fly ash

e CEM V Composite cement: Portland cement with
35-80% of a mixture of blast furnace slag with
natural or calcined pozzolan or fly ash.

Within each main type there are a number of sub-
types for the different types and quantities of addi-
tions, which results in 27 products within the whole
family of cements. This may seem unnecessarily
complex, but the standard covers all of the cements
produced throughout Europe, and in any country
or region only a few of the 27 will be available.
Each of the products has its own unique letter-code
designation which, together with the strength-class
designations described at the end of Chapter 13,
leads to a lengthy overall designation for any one
cement. You should consult the standard itself for
a complete list and full details if and when you need
these.



In the last three chapters we have discussed Portland
cement, including variations in its physical and chem-
ical properties, and how additions and admixtures
can be used to modify and improve the properties of
concrete containing Portland cement. In this chapter
we will relatively briefly discuss some alternatives
to Portland cement. These include calcium aluminate
cement, which has been in use for a hundred years
or so, and some cements that have had more limited
use or are currently being developed and are not yet
in widespread use. This latter group is of particular
interest because of their potential of being produced
at lower temperatures than Portland cement, thereby
requiring less energy for production; as we shall see
in Chapter 62 this is a major concern for Portland
cement in relation to sustainability issues, particularly
carbon emissions.

16.1 Calcium aluminate cement

Calcium aluminate cement (CAC) is, as can be deduced
from the name, based on calcium aluminate rather
than the calcium silicate of Portland cement. It is
also known as high-alumina cement (HAC); the two
names are synonymous. It was first developed in
France in the early years of the 20th century to
overcome the problem of sulphate attack that was
being experienced by Portland cement concrete. Its
French name is Ciment Fondu, and supplies in Europe
are covered by BS EN 14647.

16.1.1 MANUFACTURE AND COMPOSITION

The manufacture of CAC has some parallels with
that of Portland cement. The raw materials are usually
limestone and bauxite, which contains alumina (alumi-
nium oxide), iron and titanium oxides and some
silica. After crushing and blending these are fed into
a furnace and heated to about 1600°C, where they
fuse into a molten material. This is drawn off, cooled
and ground to the required particle size, which is
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normally of the same order as that of Portland
cement, i.e. a specific service area of 290 to 350
m?/kg. The relative particle density is 3.20, margin-
ally higher than that of Portland cement (3.15), and
the powder is very dark grey owing mainly to the
significant amounts of iron oxide usually present
in the bauxite, but if a white bauxite with little or
no iron oxide is used then the cement is light grey
to white.

The oxide proportions are typically 35-40% each
of alumina (AL,O; or A in shorthand form) and lime
(CaO or C), about 15% iron oxides (Fe,O; or F),
about 5% of silica (SiO, or S) and some other
minor compound present in the raw materials. The
principal cementitious compound is CA, with some

Cp,A5, C,S and C,AS and C,A,FS.
16.1.2 HYDRATION AND CONVERSION

The setting time of CAC is about 30 minutes longer
than that of a typical Portland cement. At tempera-
tures up to about 35°C the first hydration reaction
is simply:

CA + 10H — CA.10H (16.1)

This reaction is relatively rapid and gives rise to an
initial rate of strength gain much greater than that
of Portland cements (Fig. 16.1), but as with Portland
cement the hydration reaction is exothermic and
consequently there is a more rapid rate of heat
evolution.

Between 35 and 65°C the dominant hydration
reaction is:

2CA + 11H - GA.8H + A3H  (16.2)
and above 65°C it is:
3CA + 12H —» C;A.6H + 2A.3H  (16.3)

The products of this last reaction are in fact stable
at all temperatures, whereas those of the first two
reactions are metastable, and with time will transform
or convert to the stable phases:
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Fig. 16.1 Typical strength gains of concrete containing
Portland and calcium aluminate cements (adapted from
Neville and Wainwright, 1975).
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Fig. 16.2 Effect of storage temperature on rate of
conversion of CAC concrete (after Neville, 1995).

2CA.10H — C,A.8H + A.3H + 9H (16.4)
3C,A8H —» 2C;A6H+ A3H +9H  (16.5)

The rate of conversion is temperature dependent,
and takes years to complete at 20°C but only days
at 60°C (Fig. 16.2). A major consequence of con-
version arises from the solid density of the final
stable product (C;A.6H) being greater than that of
the metastable products of reactions (16.1) and
(16.2). Hardened cement that has been formed at
low temperatures will therefore become more porous
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Fig. 16.4 The effect of water:cement ratio on the
strength of CAC concrete stored for 100 days at two
temperatures (after Neville, 1995).

as its hydrates convert, with a consequent loss of
strength. This loss can occur at any time in the
life of the concrete in the event of an increase in
temperature, as shown in Fig. 16.3.

An essential feature of the conversion is that it
does not result in disintegration of the concrete and
the products have a significant and stable strength,
albeit lower than that of the initial hydrates. The
strength — both before and after conversion -
depends on the initial water:cement ratio, as shown
in Fig. 16.4.



16.1.3 USES

As mentioned above the initial uses of CAC concrete
were to provide sulphate resistance. However the
rapid rate of strength gain made it particularly
suitable for the production of pre-cast pre-stressed
concrete beams that could be demoulded a few
hours after casting and placed in service within a
few days. These beams were a feature of the new
and high-rise building construction in the period
following the Second World War. Conversion was
known about at this time, but it was not thought
to be significant if section sizes were limited to avoid
high temperatures from the exothermic hydration
reactions, the water:cement ratio was limited to a
maximum of 0.5 and warm moist service environ-
ments were avoided.

However, a number of failures of ceilings and
roofs constructed with CAC beams occurred in the
UK in the 1970s. Fortunately none of these involved
loss of life but subsequent investigations found
significant conversion of the CAC. However the
primary causes of failures were identified as design
and tolerance problems, particularly relating to the
bearing area and structural link provided between
the beams and their support walls. Subsequent
inspection of more than a thousand buildings
containing CAC concrete found only one case of a
problem attributed to strength loss during con-
version. Despite this CAC was omitted from the list
of cements permitted in design standards for re-
inforced and pre-stressed concrete, and so it was
effectively banned from use for this purpose in the
UK and in many other countries. Further problems
involving similar CAC beams occurred in some
Spanish apartment blocks in the 1990s, including
one collapse; the concrete was found to have dis-
integrated owing to its high porosity and the use of
poor quality aggregates, indicating the importance
of understanding the complexity of the materials
issues involved.

Two recent papers (Neville, 2009) have discussed
the background to the original failures, the inves-
tigation that followed and its consequences; they
make interesting reading. A Concrete Society report
(Concrete Society, 1997) concluded that in some
circumstances CAC concrete could be safely used
if its long-term strength is taken into account for
design purposes, but there has been no inclusion
of this provision in UK or European codes of
practice.

There are, however, several current important
uses of CAC cement and concrete that take advan-
tage of its superior properties compared to other
cements:

Other types of cement

e TIts excellent resistance to acids, particularly those
derived from bacteria, means that it is ideal for
use for tunnel linings and pipes in sewage
networks.

e Its rapid strength gain lends itself to uses in
applications where rapid service use is required,
such as temporary tunnel linings; blends of CAC
and ggbs have been used for this purpose.

e Its strength and hard-wearing characteristics make
it useful in non-structural finishing operations
such as floor levelling, and in mortars for fixing
and rapid repairs. In these materials mixed binders
of CAC, Portland cement and calcium sulphate
are often used.

e CAC concrete has excellent resistance to high
temperatures and thermal shock and so it is used
in foundry floors and in refractory bricks for
furnace linings.

16.2 Alkali-activated cements

These are cements in which materials that are
not cementitious in themselves, or are only weakly
so, such as the Type 2 additions described in
Chapter 15, are activated by alkalis to form cemen-
titious compounds. These are generally calcium
silicate hydrates as in hardened Portland cement.
A number of strong alkalis or salts derived from
them can be used, including caustic soda (sodium
hydroxide, NaOH), soda ash (sodium carbonate,
Na,CO;), sodium silicates (a range of compounds
with the general formula Na,O, nSiO,) and sodium
sulphate (Na,SO,). The cementing components
include:

e slags such as ground granulated blast furnace slag,
granulated phosphorus slag, steel slag (from the
basic oxygen or electric arc process, see Chapter
11), all of which should be rapidly cooled to give
an unstable or active microstructure

e pozzolans such as volcanic ash, fly ash, metakaolin
and condensed silica fume; these are often mixed
with lime as well as the activator.

There is thus a considerable number of possible
combinations of activator and cementing compound,
with slag activated by sodium hydroxide, sodium
carbonate or sodium silicates having been widely
studied and used for concrete, primarily in Eastern
Europe and China. Although the resulting concretes
obey the same or similar rules to Portland cement
concrete, such as the influence of water:cement ratio
on strength, and can achieve similar mechanical
properties, they are not without their problems, such
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as high drying shrinkage, variability of the raw
materials and inadequate understanding of long-term
properties. Also, some of the activators, particularly
sodium hydroxide, are corrosive and require very
careful handling. We do not have room to describe
these in any detail here, but if you are feeling confident,
a comprehensive treatment has been produced by
Shi et al. (2006).

16.3 Geopolymer cements

This is the name for a group of cements that are
produced from alumina- and silica-containing raw
materials. These are transformed into silico-aluminates
by heating to relatively low temperatures (about
750°C). The silico-aluminates have a ring polymer
structure, hence the name ‘geo-polymer’; the more
specific name polysialates has also been suggested
(Davidovits, 2002). These compounds have some
cementitious properties but if they are blended with
an alkali-silicate activator and ground blast furnace
slag the resulting cement has accelerated setting
time and a high rate of strength gain (up to 20 MPa
after four hours at 20°C) as well as high longer-
term strength (more than 70-100 MPa at 28 days).
There are therefore some similarities with the alkali-
activated cements discussed above. These properties
are very useful for repair concrete, for example for
roads and runways. Blends with Portland cement
are also used.

16.4 Magnesium oxide-based
cements

These can be derived from:

o Magnesium carbonate. On heating to about 650°C
magnesium carbonate dissociates to reactive
magnesium oxide (magnesia). This is mixed with
Portland cement and other industrial by-products
such as slag or fly ash to form the binder (Tec-
cement, 2009). During hydration the magnesia
forms magnesium hydroxide (brucite), which has
some cementitious properties in itself, but which
may also enhance the hydration of the Portland
cement.

o Magnesium silicate. This decomposes at about
650°C vyielding a cementitious product. The
process is being developed and the resulting
cement investigated (Novacem, 2009), but so
far little information and few results have been

published.
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16.5 Waste-derived cements

The search for uses of industrial waste as an alter-
native to sending it to landfill has resulted in the
development of some potential processes for con-
version to cementitious materials. In Japan an ‘Eco-
cement’ has been produced in which up to 50% of
the raw materials for Portland cement production
is substituted by municipal solid waste in the form
of incinerator ash and sewage sludge (Shimoda and
Yokoyama, 1999). The required clinkering tem-
perature (1350°C) is a little lower than that for
Portland cement (1450°C); the resulting cement
contains similar compounds to Portland cement albeit
with a generally higher C;A content. Its properties
are, not surprisingly, claimed to be similar to those
of Portland cement. However care has to be taken
during the production process to remove and recover
chlorides and toxic heavy metals. A rapid-hardening
version in which the chlorides are not recovered is
also available.

In the UK a process has been developed that
involves blending a variety of industrial waste
products and treating these in a low-temperature,
low-emission process (Celtic Cement Technology,
2009). The result is a cement-substitute material
which, it is claimed, will outperform blast furnace
slag when used as an addition to Portland cement.
Altering the combination of waste and the particle
size distribution gives products with specific com-
positions for particular applications, for example
for concrete with high early or high long-term strength
or fast or slow setting.
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Chapter 17

Aggregates for
concrete

In the preceding three chapters we have seen that
hardened cement paste (HCP) formed from the hydra-
tion of mixtures of Portland cement, admixtures and
additions has strength and other properties that
could make it suitable for use as a construction
material in its own right. However, it suffers from
two main drawbacks — high dimensional changes,
in particular low modulus, high creep and shrinkage,
and cost. Both of these disadvantages are overcome,
or at least modified, by adding aggregates to the
cement paste, thus producing concrete. The objective
is to use as much aggregate as possible, binding the
particles together with the HCP. This means that:

o the largest possible aggregate size consistent with
the mixing, handling and placing requirements of
fresh concrete should be used

¢ a continuous range of particle sizes from fine sand
up to coarse stones is desirable; this minimises
the void content of the aggregate mixture and
therefore the amount of HCP required, and helps
the fresh concrete to flow more easily. Normally
aggregates occupy about 65-80% of the total
concrete volume.

With one or two notable exceptions, aggregates
can be thought of as being inert fillers; for example,
they do not hydrate, and they do not swell or shrink.
They are distributed throughout the HCP, and it is
sometimes useful to regard concrete as a two-phase
material of either coarse aggregate dispersed in a
mortar matrix, or coarse and fine aggregate dispersed
in an HCP matrix. Models based on this two-phase
material are of value in describing deformation
behaviour, as discussed in Chapter 20 but, when
cracking and strength are being considered, a three-
phase model of aggregate, HCP and the transition
or interfacial zone between the two (about 30-50 um
wide) is required, since the transition zone can have
a significantly different microstructure from the rest
of the HCP, and is often the weakest phase and the
source of cracks as applied stress increases. We will

114

discuss this in more detail when considering the
strength of concrete in Chapter 21.

There are three general types or groups of aggregate
depending on their source:

e primary, which are specifically produced for use
in concrete

o secondary, which are by-products of other industrial
processes not previously used in construction

e recycled, from previously used construction ma-
terials e.g. from demolition.

Primary aggregates form by far the greatest propor-
tion of those used and so we will concentrate on
discussing the sources, properties and classification
of these. We will also make some brief comments
about secondary aggregates but leave discussing
recycled aggregates until considering recycled concrete

in Chapter 26.

17.1 Types of primary aggregate

These can either be obtained from natural sources,
such as gravel deposits and crushed rocks, or be
specifically manufactured for use in concrete. It is
convenient to group them in terms of their relative
density.

17.1.1 NORMAL-DENSITY AGGREGATES

Many different natural materials are used for making
concrete, including gravels, igneous rocks such as
basalt and granite and the stronger sedimentary
rocks such as limestone and sandstone. They should
be selected to have sufficient integrity to maintain
their shape during concrete mixing and to be suf-
ficiently strong to withstand the stresses imposed
on the concrete. Stress concentration effects within
the concrete result in local stresses at aggregate edges
about three times greater than the average stress
on the concrete, and so the aggregates should have
an inherent compressive strength about three times



greater than the required concrete strength if they
are not to crack before the HCP. This becomes a
particular consideration with high-strength concrete
(Chapter 25). Provided that the mechanical proper-
ties are acceptable the mineral constituents are not
generally of great importance, notable exceptions
being those that can participate in alkali-silica reac-
tions and in the thaumasite form of sulphate attack,
both of which will be discussed in Chapter 24.

All of the above rock types have relative densities
within a limited range of approximately 2.55-2.75,
and therefore all produce concretes with similar
densities, normally in the range 2250-2450 kg/m’,
depending on the mix proportions.

Gravels from suitable deposits in river valleys or
shallow coastal waters have particles that for the most
part are of a suitable size for direct use in concrete,
and therefore only require washing and grading, i.e.
subdividing into various sizes, before use. Bulk rock
from quarries, e.g. granites and limestones, require
crushing to produce suitably sized material. The
particles are therefore sharp and angular and distinctly
different from the naturally more rounded particles
in a gravel; we will see in later chapters that particle
shape has a significant effect on fresh and hardened
concrete properties.

17.1.2 LIGHTWEIGHT AGGREGATE

Lightweight aggregates are used to produce lower-
density concretes, which are advantageous in reducing
the self-weight of structures and also have better
thermal insulation than normal-weight concrete. The
reduced relative density is obtained from air voids
within the aggregate particles. We will leave discussion
of lightweight aggregates and lightweight aggregate
concrete to Chapter 25 — “‘Special concretes’.

17.1.3 HEAVYWEIGHT AGGREGATES

Where concrete of high density is required, for ex-
ample in radiation shielding, heavyweight aggregates
can be used. These may be made with high-density
ores such as barytres and haematite, or manufactured,
such as steel shot. Again, we will discuss these
further in Chapter 25 when we consider high-
density concrete.

17.2 Aggregate classification
- shape and size

Within each of the types described above, aggregates
are classified principally by shape and particle size.
Normal-density aggregates in particular may contain
a range of particle shapes, from well rounded to
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Fig. 17.1 Aggregate particle shapes.

angular, but it is usually considered sufficient to
classify the aggregate as uncrushed, i.e. coming from
a natural gravel deposit, with most particles rounded
or irregular, or crushed, i.e. coming from a bulk source,
with all particles sharp and angular (Fig. 17.1).
The principal size division is that between fine
and coarse aggregate at a particle size of 4 mm
(although some countries divide at 5, 6 or 8 mm).
Coarse aggregate can have a maximum size of 10,
16, 20, 32 or 40 mm (although, again, some countries
use different values). In Europe, the size is described
by designation d/D, where d is the smallest nominal
particle size and D the nominal largest. We say
‘nominal’ because in practice a few particles may
be a smaller than d and a few a little larger than

D. Thus:

® 0/4 is a fine aggregate with a maximum particle
of 4 mm (with the ‘0’ indicating a near zero lower
size limit)

® 4/20 is a coarse aggregate with a minimum
particle size of 4 mm and a maximum particle
size of 20 mm

e 10/20 is a coarse aggregate with a minimum
particle size of 10 mm and a maximum particle
size of 20 mm.

The distribution of particle sizes within each of these
major divisions is also important both for classifica-
tion and for determining the optimum combination
for a particular mix (a part of the mix design pro-
cess to be discussed in Chapter 22). To determine
this, a sieve analysis is carried out using a series of
standard sieves with, in European practice, apertures
ranging from 0.063 to 63 mm, each sieve having
approximately twice the aperture size of the previous
one, i.e. in the geometric progression 0.063, 0.125,
0.25, 0.5, 1, 2, 4, 8, 16, 32 and 63 mm. Some
countries also use supplementary sizes in the coarse
aggregate range, e.g. 10, 20 and 37.5 (40) mm in
the UK.

The analysis starts with drying and weighing a
representative sample of the aggregate, and then
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Table 17.1 Opverall grading requirements for coarse and fine

aggregate (from BS EN 12620)

Percent passing by weight

Aggregate 2D 1.4D D d dn2
Coarse

D/d <2 or D <11.2 mm 100 98-100 85-99 0-20 0-5

D/d > 2 and D > 11.2 mm 100 98-100 90-99 0-15 0-5
Fine

D<4mmandd=0 100 95-100 85-99 - -

Coarse
aggregate

100 » g -
Fine aggregate (0/4)
Overall range
. 804 Coarse (CP)
S Medium (MP)
g Fine (FP)
2 60+
g 4110
o 4/20
S 40+ 4/40
c
(0]
o
[
a
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Sieve size (mm)

Fig. 17.2 Gradings of aggregates at mid-range of BS EN 12620 limits.

passing this through a stack or nest of the sieves,
starting with that with the largest aperture. The
weights of aggregate retained on each sieve are then
measured. These are converted first to percentage
retained and then to cumulative, i.e. total, percent
passing, which are then plotted against the sieve size
to give a grading curve or particle-size distribution.

Standards for aggregate for use in concrete contain
limits inside which the grading curves for coarse and
fine aggregate must fall. In the European standard
(BS EN 12620:2002'), these are given in terms of
the required percentage passing sieves with various
ratios of D and d; Table 17.1 gives examples of
the values for coarse and fine aggregate from this
standard.

1 A list of all standards referred to in the text is included
in ‘Further reading’ at the end of this part of the book.
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For fine aggregate the definition of some inter-
mediate values gives a useful addition to these overall
limits when considering their use in concrete. The
European standard suggests using the percentage
passing the 0.5-mm sieve (called the P value), and
give ranges of:

e for coarse graded fine aggregate, CP = 5-45%
e for medium graded fine aggregate, MP = 30-70%
e for fine graded fine aggregate, FP = 55-100%.

The overlap of the limits means that it is possible
for an aggregate to fall into two classes — which
can cause confusion. The grading curves for the
mid-points of the ranges for the most commonly
used aggregates grades are plotted in Fig. 17.2.

A single number, the fineness modulus, is sometimes
calculated from the results of the sieve analysis. The
cumulative percent passing figures are converted to



Aggregates for concrete

100 ? 4 4
Max aggregate size:
= 10 mm
S 80+ 20mm__ s,
g 40 mm
g
> 001
£
@
8 40
<
Q
<
o 204
0 T -
0.1 1 10 100

Sieve size (mm)

Fig. 17.3 Examples of preferred overall aggregate gradings for use in concrete.

Table 17.2 Fineness modulus values for
aggregates with the grading shown in Fig. 17.2

Aggregate size Fineness modulus

Coarse aggregate

4/10 5.95

4/20 6.5

4/40 7.25
Fine aggregate

0/4 FP 1.7

0/4 MP 2.65

0/4 CP 3.4

cumulative percent retained, and the fineness modulus
is defined as the sum of all of these starting with
that for the 125 um sieve and increasing in size by
factors of two, divided by 100. A higher fineness
modulus indicates a coarser material; the values
for the grading curves in Fig. 17.2 are given in
Table 17.2. It is important to remember that the
calculation is carried out only with those sieves
in the geometric progression, not intermediate sizes,
and that for coarse aggregate with all particles larger
than, say, 4 mm the cumulative percent retained
on all sieves smaller than 4 mm should be entered
as 100.

During the process of mix design, the individual
subdivisions or fractions of aggregates are combined
in proportions to give a suitable overall grading for
good concrete consistence and stability. This should
be continuous and uniform. Examples for maximum
coarse aggregates sizes of 10, 20 and 40 mm that are
produced by the mix design process to be discussed

in Chapter 22 are shown in Fig. 17.3. These result
from using aggregates with ideal gradings; in practice
it is normally not possible to achieve these exactly,
but they are good targets.

Sieve analysis and grading curves take no account
of particle shape, but this does influence the voids
content of the aggregate sample — more-rounded
particles will pack more efficiently and will therefore
have a lower voids content. According to Dewar
(1999) it is sufficient to use only three numbers to
characterise an aggregate for mix design purposes
— specific gravity (or particle relative density); mean
particle size; and voids content in the loosely com-
pacted state.

We should also mention here the bulk density.
This is the weight of aggregate occupying a unit
overall volume of both the particles and the air
voids between them. It is measured by weighing a
container of known volume filled with aggregate.
The value will clearly depend on the grading, which
will govern how well the particles fit together, and
also on how well the aggregate is compacted. Unlike
the relative particle density, which is more useful,
it is not therefore a constant for any particular

aggregate type.

17.3 Other properties of
aggregates

It is important that aggregates are clean and free from
impurities such as clay particles or contaminants
that would affect the fresh or hardened properties
of the concrete. Other properties that influence
their suitability for use in concrete include porosity
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Fig. 17.4 Possible moisture conditions of aggregate.

and absorption, elasticity, strength and surface
characteristics.

17.3.1 POROSITY AND ABSORPTION

All aggregates contain pores, which can absorb and
hold water. Depending on the storage conditions
before concrete mixing, the aggregate can therefore
be in one of the four moisture conditions shown in
Fig. 17.4. In the freshly mixed concrete, aggregate
that is in either of conditions (1) or (2) will absorb
some of the mix water, and aggregate in condition
(4) will contribute water to it. Condition (3), saturated
surface dry, is perhaps most desirable, but is dif-
ficult to achieve except in the laboratory. It also
leads to the definition of the absorption of an
aggregate:

Absorption (% by weight) = 100(zw, — w,)/w,
(17.1)

where w, is weight of a sample of aggregate in the
completely (oven) dry state and w, is the weight
in the saturated surface dry state. Clearly, the ab-
sorption is related to the porosity of the aggregate
particles. Most normal weight aggregates have
low but nevertheless significant absorptions in the
range 1-3%.

Of prime importance to the subsequent concrete
properties is the amount of water available for cement
hydration, i.e. the amount that is non-absorbed or
‘free’; therefore, to ensure that the required free
water:cement ratio is obtained, it is necessary to
allow for the aggregate moisture condition when
calculating the amount of water to be added during
concrete mixing. If the aggregate is drier than satur-
ated surface dry, extra water must be added; if it is
wetter, then less mix water is required.

17.3.2 ELASTIC PROPERTIES AND STRENGTH

Since the aggregate occupies most of the concrete
volume, its elastic properties have a major influence
on the elastic properties of the concrete, as we shall
discuss in Chapter 20. Normal-weight aggregates
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are generally considerably stronger than the HCP
and therefore do not have a major influence on the
strength of most concretes. However, in high-strength
concrete (with compressive strengths in excess of,
say, 80 MPa — see Chapter 25) careful aggregate
selection is important. There are a number of tests
used to characterise the strength and other related
properties of aggregates — such as abrasion resist-
ance — that may be important for particular uses of
the concrete. A look at any typical aggregate standard
will lead you to these.

17.3.3 SURFACE CHARACTERISTICS

The surface texture of the aggregate depends on the
mineral constituents and the degree to which the
particles have been polished or abraded. It seems
to have a greater influence on the flexural strength
than on the compressive strength of the concrete,
probably because a rougher texture results in better
adhesion to the HCP. This adhesion is also greatly
affected by the cleanliness of the surface — which
must therefore not be contaminated by mud, clay
or other similar materials. The interface or transition
zone between the aggregate surface and the HCP
has a major influence on the properties of concrete,
particularly its strength, and is discussed in some
detail in Chapter 21.

17.4 Secondary aggregates

In principle, any by-product from other processes
or waste material that is inert and has properties
that conform to the requirements for primary
aggregates — strength, particle size etc. — are suitable
for use in concrete. Examples that have been used
include power station ash, ferro-silicate slag from
zinc production, shredded rubber from vehicle tyres
and crushed glass. With materials such as ferro-
silicate slag, a problem may be the variability of
supply (particularly particle-size distribution) since
this was not an issue for the producers. Clearly with



crushed glass and shredded tyres some processing
of the waste is first required. Crushed glass is
not suitable for high-strength concrete, and there
may be some issues with long-term durability
owing to alkali-silica reaction between glass and
the cement (see Chapter 24). Shredded rubber
will result in a concrete with a low elastic modulus
but this may not be a problem if, for example,
shock absorbent properties are required. Some case
studies involving several of these aggregate types
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can be found on the Aggregain web-site (WRAP-
AggRegain, 2009).
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Chapter 18

Properties of fresh
concrete

Civil engineers are responsible for the production,
transport, placing, compacting and curing of fresh
concrete. Without adequate attention to all of these
the potential hardened properties of the concrete,
such as strength and durability, will not be achieved
in the finished structural element. It is important to
recognise that it is not sufficient simply to ensure
that the concrete is mixed and placed correctly; the
behaviour and treatment of the concrete during
the period before setting, typically some six to ten
hours after casting, and during the first few days of
hardening have a significant effect on its long-term
performance.

It is beyond the scope of this book to discuss the
operations and equipment used to batch, mix, handle,
compact and finish concrete, but there are many
options available, particularly for site operations
for in-situ concrete. These include transport of the
concrete from the point of delivery by pump, skip,
conveyor belt or wheelbarrow and compaction by
internal poker vibrators or external vibratrors clamped
on to the formwork. (Some publications describing
these are included in ‘Further reading’ at the end
of this part of the book.)

The aim of all of these practices is to produce a
homogeneous structure with minimum air voids as
efficiently as possible; it is also necessary to ensure
that the concrete is then stable and achieves its full,
mature properties. We therefore need to consider
the properties when freshly mixed, between placing
and setting, and during the early stages of hydration.
We will discuss the former in this chapter, and the
latter two in the next chapter.

18.1 General behaviour

Experience in mixing, handling and placing fresh
concrete quickly gives concrete workers (and students)
a subjective understanding of its behaviour and
an ability to recognise ‘good’ and ‘bad’ concrete. A
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major problem is that a wide variety of subjective
terms are used to describe the concrete, e.g. harsh,
cohesive, lean, stiff, rich, which can mean different
things to different people and do not quantify the
behaviour in any way. However, the main properties
of interest can be grouped as follows:

1. Fluidity. The concrete must be capable of being
handled and of flowing into the formwork and
around any reinforcement, with the assistance of
whatever equipment is available. For example,
concrete for a lightly reinforced shallow floor
slab need not be as fluid as that for a tall narrow
column with congested reinforcement.

2. Compactability. All, or nearly all, of the air
entrapped during mixing and handling should
be capable of being removed by the compacting
system being used, such as poker vibrators.

3. Stability or cobesiveness. The concrete should
remain as a homogeneous uniform mass through-
out. For example, the mortar should not be so
fluid that it flows out of or segregates from the
coarse aggregate.

The first two of these properties, fluidity and
compactability, have traditionally been combined
into the general property called workability, but this
has now been replaced by the term consistence in
some current standards, including those in Europe.
We will use the latter term in this book, although
the two can be considered synonymous.

Although consistence (or workability) might seem
a fairly obvious property, engineers and concrete tech-
nologists have struggled since concrete construction
became popular early in the last century to produce
an adequate definition. Two examples illustrate the

difficulty:

e ‘that property of freshly mixed concrete or mortar
which determines the ease and homogeneity with
which it can be mixed, placed, consolidated and
finished” (ACI, 1990)



e ‘that property determining the effort required to
manipulate a freshly mixed quantity of concrete
with minimum loss of homogeneity’ (ASTM,

1993).

These both relate to the requirements in very general
terms only, but the biggest problem is that neither
makes any reference to a quantitative measurable
property, which engineers need and have for most
other properties, e.g. elastic modulus, fracture tough-
ness, etc., etc. As we will see, the measurement of
consistence is by no means straightforward.

In general, higher-consistence concretes (however
defined or measured) are easier to place and handle,
but if higher consistence is obtained, for example,
by an increased water content, then a lower strength
and/or durability will result if no other changes
to the mix are made. The more widespread use of
plasticisers and superplasticisers (Chapter 14) has
therefore been a key factor in the trend towards the
use of higher-consistence concrete in recent years in
many countries. It is clear that a proper understand-
ing of the fresh properties and the factors that affect
them is important. Achieving a balance between con-
sistence and strength is part of the mix design process,
which we will be discussing in Chapter 22.

As mentioned in the Introduction to this part of
the book, for most concrete about 65-80% of the
volume consists of fine and coarse aggregate. The
remainder is cement paste, which in turn consists
of 30-50% by volume of cement, the rest being
water. Cement paste, mortar and concrete are all
therefore concentrated suspensions of particles of
varying sizes, but all considerably denser than the
mix water. Surface attractive forces are significant
in relation to gravitational forces for the cement
particles, but less so for the aggregate particles,
where the main resistance to flow comes from in-
terference and friction between them. The behaviour
is therefore far from simple.

18.2 Measurement of consistence
18.2.1 FUNDAMENTAL PROPERTIES

Rigorous measurement of the flow behaviour of any
fluid is normally carried out in a rheometer or
viscometer of some sort. We do not have space to
describe these, but they apply a shear stress to the
fluid and measure its consequent rate of shear, for
example in a concentric cylinder viscometer an inner
cylinder or bob is rotated in an outer cylinder or
cup of the fluid. Any respectable undergraduate fluid
mechanics textbook will describe such instruments,
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Bingham behaviour: t = 1, + p.dy/dt

= yield stress
u = plastic viscosity

tan~'u

Shear stress (1)

Rate of shear strain (dy/dt)

Fig. 18.1 Flow curve of fresh concrete and the
definitions of yield stress and plastic viscosity.

and a test will result in a flow curve of shear stress
vs. shear rate (we discussed the nature of this rela-
tionship in Chapter 5). Several such tests have been
developed for concrete, involving either a mixing or
a shearing action, and for which the apparatus is of
sufficient size to cope with coarse aggregate particles
of up to 20 mm (RILEM, 2000). There is general
agreement that the behaviour of fresh paste, mortar
and concrete all approximate reasonably closely to
the Bingham model illustrated in Fig. 18.1. Flow
only starts when the applied shear stress reaches
a yield stress (1)) sufficient to overcome the inter-
particle interference effects, and at higher stresses
the shear rate varies approximately linearly with
shear stress, the slope defining the plastic viscosity
(1). Thus two constants, T, and , are required to
define the behaviour, unlike the simpler and very
common case of a Newtonian fluid that does not
have a yield stress, and which therefore requires
only a single constant, viscosity (Chapter 5). Because
at least two data points are required to define the
flow curve, the first satisfactory test that was devised
to measure this on concrete was called the two-
point workability test (Tattersall and Banfill, 1983;
Tattersall, 1991; Domone at al., 1999).

18.2.2 SINGLE-POINT TESTS

A large number of simple but arbitrary tests for
consistence or workability have been devised over
many years, some only being used by their inven-
tors. These all measure only one value, and can
therefore be called single-point tests. Four are in-
cluded in European standards, and have also been
adopted elsewhere, and are therefore worth con-
sidering in some detail.

The simplest, and crudest, is the slump test (BS
EN12350-2, Fig. 18.2). The concrete is placed in
the frustum of a steel cone and hand compacted in
three successive layers. The cone is lifted off, and

121



Concrete

300

1. The cone is filled with
concrete in three equal
layers, and each layer is
compacted with twenty-five
tamps of the tamping rod.

weight.

2. The cone is slowly
raised and the
concrete is allowed to
slump under its own

3. The slump is measured
to the nearest 5 (or
sometimes 10) mm using
the upturned cone and
slump rod as a guide.

True Shear

Collapse

Types of slump

Fig. 18.2 The slump test.

slump is defined as the downward movement of the
concrete. A true slump, in which the concrete retains
the overall shape of the cone and does not collapse,
is preferred, which gives a limit to the slump measure-
ment of about 180 mm. A shear slump invalidates
the test, and may indicate a mix prone to segregation
owing to lack of cement or paste. A collapsed slump
is not ideal, but the trend mentioned above of the
increasing use of high-consistence mixes, which pro-
duce collapsed slumps with little or no segregation,
means that slump values up to, and even above,
250 mm are considered valid in many standards.
For such very high consistence mixes an alternative
is to measure the final diameter or ‘flow’ of the
concrete, which is more sensitive to changes in
the mix than the change in height. Indeed, for self-
compacting mixes (see Chapter 25) the slump-flow
test is carried out without any initial compaction
when filling the cone.

As a general guide, mixes with slumps ranging
from about 10 mm upwards can be handled with
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conventional site equipment, with higher slumps
(100 mm and above) being more generally preferred
and essential to ensure full compaction of the
concrete in areas with limited access or congested
reinforcement. However, some zero-slump mixes
have sufficient consistence for some applications.
The degree of compactability test (BS EN 12350-4,
Fig. 18.3), which has replaced the compacting factor
test in many standards, is able to distinguish between
low-slump mixes. A rectangular steel container is
filled with concrete by allowing it to drop from a
trowel under its own weight from the top of the
container. It is therefore only partially compacted.
The concrete is then compacted, e.g. by vibration,
and its final height measured. The difference between
the initial and final heights is a measure of the amount
of compaction the concrete undergoes when loaded
into the container, and will be lower with high-
consistence concrete. The degree of compactability
is defined as the ratio of the initial height to the
final height. Values over 1.4 indicate a very low
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1. The container is filled with concrete by allowing it to drop from a trowel under its own
weight from the top of the container. The surface is struck-off level.

2. The concrete is compacted (e.g. by vibration).

3. The distance (s) of its surface below the top of the container is measured.

Degree of Compactability = h/(h — s)

Fig. 18.3 The degree of compactability test.

consistence, and as the consistence increases the
value gets closer and closer to 1.

In the Vebe test (BS EN 12350-3, Fig. 18.4),
the response of the concrete to vibration is deter-
mined. The Vebe time is defined as the time taken
to completely remould a sample of concrete from
a slump test carried out in a cylindrical container.
Standard vibration is applied, and remoulding
times from 1 to about 25 seconds are obtained,
with higher values indicating lower consistence.
It is often difficult to define the end-point of
complete remoulding with a sufficient degree of
accuracy.

The flow table test (BS EN 12350-5, Fig. 18.5)
was devised to differentiate between high con-
sistence mixes. It is essentially a slump test with a
lower volume of concrete in which, after lifting the
cone, some extra work is done on the concrete by
lifting and dropping one edge of the board (or table)
on which the test is carried out. A flow or spread
of 400 mm indicates medium consistence, and 500
mm or more high consistence.

Apart from only giving a single test value, these
four tests (or five if we consider the slump-flow test
to be distinct from the slump test) all measure the
response of the concrete to specific, but arbitrary
and different, test conditions. The slump, slump-

flow and flow table tests provide a measure of the
fluidity or mobility of the concrete; the slump test
after a standard amount of compaction work has
been done on the concrete, the slump-flow test after
the minimal amount of work of pouring into the
cone, and the flow table test with a combination
of compaction work and energy input. The degree of
compactability test assesses the response of the con-
crete to applied work, but the amount of work done
in falling from the top of the container is much less
than the energy input from practical compaction
equipment such as a poker vibrator. The Vebe test
comes closest to assessing the response to realistic
energy levels, but it is the most difficult test to carry
out and it is not able to distinguish between the
types of high-consistence mixes that are becoming
increasingly popular.

There is some degree of correlation between the
results of these tests, as illustrated in Fig. 18.6, but as
each of the tests measures the response to different
conditions the correlation is quite broad. It is even
possible for the results to be conflicting - e.g. for
say the slump test to show that Mix A has a higher
consistence than Mix B, and for the degree of
compactability test to give the opposite ranking.
The result therefore depends on the choice of test,
which is far from satisfactory.
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A slump test is performed in a container.

2. Aclear Perspex disc, free to move vertically,
is lowered onto the concrete surface.

3. Vibration at a standard rate is applied.

Vebe degrees is the time

(in seconds) to complete
covering of the underside of
the disc with concrete.

Fig. 18.4 The Vebe test.
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1. A conical mould (smaller than that of the standard slump test)
is used to produce a sample of concrete in the centre of a
700 mm square board, hinged along one edge.

2. The free edge of the board is lifted against the stop
and dropped 15 times.

Flow = diameter of the concrete

(mean of two measurements at right angles)

Fig. 18.5 The flow table test.

The slump and slump-flow tests clearly involve
very low shear rates, and therefore, not surprisingly,
reasonable correlations are obtained with yield stress
(e.g. Fig. 18.7). No correlation is obtained with
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plastic viscosity. The test therefore indicates the ease
with which the concrete starts to flow, but not its
behaviour thereafter.

Despite their limitations, single-point tests, par-
ticularly the slump test and, to a somewhat lesser
extent, the flow table and slump-flow tests, are
popular and in regular use, both for specification
and for compliance testing of the concrete after
production. Perhaps the main reason for this is
their simplicity and ease of use both in the labora-
tory and on site, but specifiers and users must be
aware of the potential pitfalls of over-reliance on
the results.

18.3 Factors affecting consistence

Lower values of yield stress (t,) and plastic viscos-
ity (1) indicate a more fluid mix; in particular,
reducing T, lowers the resistance to flow at low
shear stresses, e.g. under self-weight when being
poured, and reducing W results in less cohesive or
‘sticky’ mixes and increased response during com-
paction by vibration, when the localised shear rates
can be high. Some of the more important effects
of variation of mix proportions and constituents
on T, and W, shown schematically in Fig. 18.8, are
as follows:
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Fig. 18.7 The relationship between yield stress
and slump of fresh concrete (from Domone et al.,
1999).

¢ Increasing the water content while keeping the
proportions of the other constituents constant
decreases 1, and u in approximately similar
proportions.

¢ Adding a plasticiser or superplasticiser decreases
T, but leaves u relatively constant. In essence, the
admixtures allow the particles to flow more
easily but in the same volume of water. The effect
is more marked with superplasticisers, which can
even increase |, and can therefore be used to give
greatly increased flow properties under self-weight,
while maintaining the cohesion of the mix. This
is the basis for a whole range of high-consistence
or flowing concretes, which will be discussed
further in Chapter 25.

e Increasing the paste content will normally increase
u and decrease 7, i.e. the mix may start to flow
more easily but will be more cohesive or ‘stickier’,
and vice versa.

Less paste Less water

3 — O
(%]
o
@ Air-entraining
2 | agent
2
More paste
More Fly ash ggbs
water Plasticiser

Superplasticiser

v

Plastic viscosity

Fig. 18.8 Summary of the effect of varying the
proportions of concrete constituents on the Bingham
constants.

¢ Replacing some of the cement with fly ash or ggbs
will generally decrease t,, but may either increase
or decrease |, depending on the nature of the
addition and its interaction with the cement.

e The small bubbles of air produced by air-entraining
agents provide lubrication to reduce the plastic
viscosity, but at relatively constant yield stress.

An important consequence of these considerations
is that yield stress and plastic viscosity are indepen-
dent properties, and different combinations can be
obtained by varying the mix constituents and their
relative proportions.

There is a great deal of information available on
the effect of mix constituents and proportions on
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consistence measurements using single-point tests,
particularly slump. Many mix design methods (see
Chapter 22) take as their first assumption that, for
a given aggregate type and size, slump is a direct
function of the water content. This is very useful and
reasonably accurate — other factors such as cement
content and aggregate grading are of secondary
importance for slump, but are of greater importance
for cohesiveness and stability. The effectiveness
of admixtures, particularly plasticisers and super-
plasticisers, is also often given in terms of slump.

18.4 Loss of consistence

Although concrete remains sufficiently workable for
handling and placing for some time after it has been
mixed, its consistence continually decreases. This is
due to:

¢ mix water being absorbed by the aggregate if this
is not in a saturated state before mixing

e evaporation of the mix water

e carly hydration reactions (but this should not be
confused with cement setting)

e interactions between admixtures (particularly
plasticisers and superplasticisers) and the cemen-
titious constituents of the mix.

Absorption of water by the aggregate can be
avoided by ensuring that saturated aggregate is used,
for example by spraying aggregate stockpiles with
water and keeping them covered in hot/dry weather,
although this may be difficult in some regions.
Evaporation of mix water can be reduced by keeping
the concrete covered during transport and handling
as far as possible.

Most available data relate to loss of slump, which
increases with higher temperatures, higher initial
slump, higher cement content and higher alkali and
lower sulphate content of the cement. At an ambi-
ent temperature of 20°C, slump may reduce to about
half its initial value in two hours, but the loss is
more acute, and can have a significant effect on
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concrete operations, at ambient temperatures in
excess of 30°C. The rate of loss of consistence can be
reduced by continued agitation of the concrete, e.g.
in a ready-mix truck, or modified by admixtures,
particularly retarders (Chapter 14). In hot weather,
the initial concrete temperature can be reduced
by cooling the constituents before mixing (adding
ice to the mix water is a common practice) and the
concrete can be transported in cooled or insulated
trucks.

In principle, re-tempering, i.e. adding water to
compensate for slump loss, should not have a sig-
nificant effect on strength if only that water that
has been lost by evaporation is replaced. Also, studies
have shown that water can be added during retem-
pering to increase the initial water:cement ratio by
up to 5% without any loss in 28-day strength (Cheong
and Lee 1993). However, except in very controlled
circumstances, retempering can lead to an unacceptably
increased water:cement ratio and hence lower strength,
and is therefore best avoided.
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Successful placing of concrete is not enough. It is
necessary to ensure that it comes through the first
few days of its life without mishap, so that it goes on
to have the required mature properties. Immediately
after placing, before the cement’s initial set (see
Chapter 13, section 13.4) the concrete is still in a
plastic and at least semi-fluid state, and the com-
ponent materials are relatively free to move. Between
the initial and final set, it changes into a material
which is stiff and unable to flow, but which has no
strength. Clearly it must not be disturbed during
this period. After the final set hardening starts and the
concrete develops strength, initially quite rapidly.
In this chapter we will discuss the behaviour of
concrete during each of these stages and how they
affect construction practice. The hydration processes
and the timescales involved have been described in
some detail in Chapter 13, and their modification
by admixtures and cement replacement materials in
Chapters 14 and 15. In particular, we discussed the
exothermic nature of the hydration reactions, and we
will see that this has some important consequences.

19.1 Behaviour after placing

The constituent materials of the concrete are of
differing relative particle density (cement 3.15, normal
aggregates approx. 2.6 etc.) and therefore while the
concrete is in its semi-fluid, plastic state the aggregate
and cement particles tend to settle and the mix water
has a tendency to migrate upwards. This may continue
for several hours, until the time of final set and the
onset of strength gain. Inter-particle interference reduces
the movement, but the effects can be significant.
There are four interrelated phenomena — bleeding,
segregation, plastic settlement and plastic shrinkage.

19.1.1 SEGREGATION AND BLEEDING

Segregation involves the larger aggregate particles
falling towards the lower parts of the pour, and

Chapter 19
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Fig. 19.1 Segregation and bleeding in freshly placed
concrete.

bleeding is the process of the upward migration or
upward displacement of water. They often occur
simultaneously (Fig. 19.1).

The most obvious manifestation of bleeding is
the appearance of a layer of water on the top sur-
face of concrete shortly after it has been placed; in
extreme cases this can amount to 2% or more of
the total depth of the concrete. In time this water
either evaporates or is re-absorbed into the concrete
with continuing hydration, thus resulting in a net
reduction of the concrete’s original volume. This in
itself may not be of concern, but there are two other
effects of bleeding that can give greater problems,
illustrated in Fig. 19.1. Firstly, the cement paste at
or just below the top surface of the concrete becomes
water rich and therefore hydrates to a weak structure,
a phenomenon known as surface laitance. This is
a problem in, for example, floor slabs, which are
required to have a hard-wearing surface. Secondly,
the upward migrating water can be trapped under
aggregate particles, causing a local enhanced
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Fig. 19.2 Formation of plastic settlement cracks
(adapted from Day and Clarke, 2003).

weakening of the transition or interface zone between
the paste and the aggregate, which may already be
a relatively weak part of the concrete, and hence
an overall loss of concrete strength. However, in
most concrete some bleed may be unavoidable, and
may not be harmful. We will discuss the transition
zone and its effects in some detail in Chapter 21.

The combined effects of bleed and particle settle-
ment are that after hardening the concrete in the
lower part of a pour of any significant depth is
stronger than that in the upper part, possibly by 10%
or more, even with a cohesive and well produced
concrete.

19.1.2 PLASTIC SETTLEMENT

Opverall settlement of the concrete will result in greater
movement in the fresh concrete near the top surface
of a deep pour. If there is any local restraint to this
movement from, say, horizontal reinforcing bars,
then plastic settlement cracking can occur, in which
vertical cracks form along the line of the bars, pen-
etrating from the surface to the bars (Fig. 19.2).

19.1.3 PLASTIC SHRINKAGE

Bleed water arriving at an unprotected concrete
surface will be subject to evaporation; if the rate
of evaporation is greater than the rate of arrival of
water at the surface, then there will be a net reduc-
tion in water content of the surface concrete, and
plastic shrinkage, i.e. drying shrinkage while the
concrete is still plastic, will occur. The restraint of
the mass of concrete will cause tensile strains to be
set up in the near-surface region, and as the concrete

128

Evaporation
A A

A A A A A A
1 1 1 1 1 1
| 1 1 1 1 1
1 1 1 1 1 1

--->
e

tension
cracks  strains

AN
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has near-zero tensile strength, plastic shrinkage
cracking may result (Fig. 19.3). The cracking pattern
is a fairly regular ‘crazing’ and is therefore distinctly
different from the oriented cracks resulting from
plastic settlement.

Any tendency to plastic shrinkage cracking will
be encouraged by greater evaporation rates of the
surface water, which occurs, for example, with
higher concrete temperature or ambient temperature,
or if the concrete is exposed to wind.

19.1.4 METHODS OF REDUCING SEGREGATION
AND BLEED AND THEIR EFFECTS

A major cause of excessive bleed is the use of a
poorly graded aggregate, a lack of fine material
below a particle size of 300 um being most critical.
This can be remedied by increasing the sand content,
but if this is not feasible for some reason, or if a
particularly coarse sand has to be used, then air
entrainment (see Chapter 14) can be an effective
substitute for the fine particles.

Higher bleeds may also occur with higher con-
sistence mixes, and if very high consistence is required
it is preferable to use superplasticisers rather than
high water contents, as discussed in Chapter 14.
Microsilica, with its very high surface area, is also
an effective bleed-control agent.

Bleed, however, cannot be entirely eliminated, and
so measures must be taken in practice to reduce its
effects if these are critical. Plastic settlement and
plastic shrinkage cracks that occur soon after placing
the concrete can be overcome by re-vibrating the
surface region, particularly in large flat slabs.

19.2 Curing

All concretes, no matter how great or small their
tendency to bleed, must be protected from moisture



loss from as soon after placing as possible, and for
the first few days of hardening. This will not only
reduce or eliminate plastic shrinkage cracking, but
also ensure that there is an adequate supply of
water for continued hydration and strength gain.
This protection is called curing, and is an essential
part of any successful concreting operation, although
often overlooked. Curing methods include:

e spraying or ponding the surface of the concrete
with water

e protecting exposed surfaces from wind and sun
by windbreaks and sunshades

e covering surfaces with wet hessian and/or polythene
sheets

e applying a curing membrane, usually a spray-
applied resin seal, to the exposed surface; this
prevents moisture loss, and weathers away in a
few weeks.

Extended periods of curing are required for mixes
that gain strength slowly, such as those containing
additions, particularly fly ash and ggbs, and in con-
ditions of low ambient temperature.

19.3 Strength gain and
temperature effects

19.3.1 EFFECT OF TEMPERATURE
We mentioned in Chapter 13 that the hydration
reactions between cement and water are temperature-
dependent and their rate increases with curing or
storage temperature. The magnitude of the effect on
the development of strength for concrete continuously
stored at various temperatures at ages of up 28 days
is apparent from Fig. 19.4. There is, however, evidence
that at later ages higher strengths are obtained from
concrete cured at lower temperatures, perhaps by
as much as 20% for concrete stored at 5°C compared
to that at 20°C (Klieger, 1958). Explanations for
this behaviour have been conflicting, but it would
seem that, as similar behaviour is obtained with
cement paste, the C-S-H gel more rapidly produced
at higher temperatures is less uniform and hence
weaker than that produced at lower temperatures.
There also appears to be an optimum temperature
for maximum long-term strength of between 10 and
15°C, although this varies with the type of concrete.
The hydration reactions do still proceed at tem-
peratures below the freezing point of water, 0°C.
In fact they only cease completely at about —10°C.
However, the concrete must only be exposed to such
temperatures after a significant amount of the mix
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Fig. 19.4 Effect of storage temperature on strength
development of concrete (adapted from Mehta and
Monteiro, 2006).

water has been incorporated in the hydration reac-
tions, since the expansion of free water on freezing
will disrupt the immature, weak concrete. A degree
of hydration equivalent to a strength of 3.5 MPa
is considered sufficient to give protection against
this effect.

19.3.2 MATURITY

Temperature effects such as those shown in Fig. 19.4
have led to the concept of the maturity of concrete,
defined as the product of time and curing tempera-
ture, and its relationship to strength. For the reasons
given above, —10°C is taken as the datum point for
temperature, and hence:

maturity = ST + 10) (19.1)

where # and T are the time (normally in hours or
days) and curing temperature (in °C), respectively.
Figure 19.5 shows the relationship between strength
and maturity for concrete with three water:cement
ratios. These results were obtained with each mix
being cured at 4, 13 and 21°C for periods of up
to 1 year; the results for each mix fall on or very
near to the single lines shown, thus demonstrating
the usefulness of the maturity approach. If the
temperature history of a concrete is known, then
its strength can be estimated from the strength—
age relationship at a standard curing temperature
(e.g. 20°C).

Figure 19.5 shows that over much of the maturity
range:

strength = a + b log,o(maturity)  (19.2)
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Fig. 19.5 Strength-maturity relationship for concrete
with three water:cement ratios (adapted from Neuville,
1995).

which is a convenient relationship for estimating
strength. The constants @ and b will be different for
different mixes and will generally need to be estab-
lished experimentally.

A slightly different approach is to express the
maturity as being equivalent to a certain number
of days at the standard curing temperature of
control cubes (normally 20°C). On this basis,
for example, a maturity of 1440°C hrs has an
equivalent age of 3 days at 20°C. Equation 19.1
then becomes

(19.3)

where k is the maturity function. Various forms for
this function have been proposed, as summarised
by Harrison (2003).

19.3.3 HEAT OF HYDRATION EFFECTS

As well as being temperature dependent, the hydra-
tion of cement is exothermic, and in Chapter 13 we
discussed in some detail the rate of heat output at
constant temperature (i.e. isothermal) conditions
in relation to the various hydration reactions. The
opposite extreme to the isothermal condition is
adiabatic (i.e. perfect insulation or no heat loss),
and in this condition the exothermic reactions result
in heating of a cement paste, mortar or concrete.
This leads to progressively faster hydration, rate of
heat output and temperature rise, the result being
substantial temperature rises in relatively short times
(Fig. 19.6). The temperature rise in concrete is less
than that in cement paste as the aggregate acts as
a heat sink and there is less cement to react. An

equivalent age at 20°C = X kr
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Fig. 19.7 Temperature rise at mid-depth of a concrete
pour during hydration (after Browne and Blundell,
1973).

average rise of 13°C per 100 kg of cement per m’
of concrete has been suggested for typical structural
concretes.

When placed in a structure, concrete will lose
heat to its surrounding environment either directly
or through formwork, and it will therefore not be
under truly adiabatic or isothermal conditions, but
in some intermediate state. This results in some rise
in temperature within the pour followed by cooling
to ambient. Typical temperature-time profiles for
the centre of pours of varying depths are shown in
Fig. 19.7; it can be seen that the central regions of
a pour with an overall thickness in excess of about
1.5-2 m will behave adiabatically for the first few
days after casting.



Such behaviour has two important effects. First,
the peak temperature occurs after the concrete has
hardened and gained some strength and so the cool
down will result in thermal contraction of the con-
crete, which if restrained will result in tensile stresses
that may be sufficiently large to crack the concrete.
Restraint can result from the structure surrounding
the concrete, e.g. the soil underneath a foundation, or
from the outer regions of the concrete pour itself,
which will have been subject to greater heat losses,
and therefore will not have reached the same peak
temperatures, or from reinforcement within the con-
crete. The amount of restraint will obviously vary
in different structural situations.

As an example, a typical coefficient of thermal
expansion for concrete is 10 X 107 per C degree,
and therefore a thermal shrinkage strain of 300
x 107° would result from a cool down of 30°C.
Taking a typical elastic modulus for the concrete of
30 GPa, and assuming complete restraint with no
relaxation of the stresses due to creep, the resulting
tensile stress would be 9 MPa, well in excess of the
tensile strength of the concrete, which would there-
fore have cracked.

Rigorous analysis of the thermal strains and the
consequent stresses is complex but in structural
concrete, control of the likelihood and consequences
of any cracking can be obtained by design of the
reinforcement system and in pours of any sub-
stantial size to limit the temperature differentials.
Insulation by way of increased formwork thickness
or thermal blankets will have some beneficial effect
but, more commonly, or in addition, low heat mixes
are used. If strength or durability criteria mean that
a sufficiently low cement content cannot be used,
then either a low-heat Portland cement (discussed
in Chapter 13) can be used or, more conveniently,
the use of additions; fly ash or ground granulated
blast furnace slag (ggbs) are effective solutions, as
shown in Fig. 19.8 (these materials were described
in Chapter 15). As alternative or additional measures,
the temperature of the fresh concrete can be reduced
by pre-cooling the mix water or the aggregates, or
by injecting liquid nitrogen.

Second, much of the concrete will have hydrated
for at least a few days after casting at temperatures
higher than ambient, and the long-term strength may
therefore be reduced, owing to the effects described
above. Typical effects of this on the development
of strength are shown in Fig. 19.9. By comparing
Fig. 19.9a and Fig. 19.9b it can be seen that fly ash
and ggbs mixes do not suffer the same strength
losses as 100% Portland cement mixes. Measurement
of the concrete’s properties after being subjected
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Fig. 19.9 The effect of additions on strength
development of concrete (a) with standard curing at
20°C; and (b) when subjected to the temperature cycles
of Fig. 19.8 (after Bamforth, 1980).

to such ‘temperature-matched curing’ is therefore
extremely important if a full picture of the in-situ
behaviour is to be achieved.
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Deformation of concrete results both from environ-
mental effects, such as moisture gain or loss and heat,
and from applied stress, both short- and long-term.
A general view of the nature of the behaviour is given
in Fig. 20.1, which shows the strain arising from a
uniaxial compressive stress applied to concrete in
a drying environment. The load or stress is applied
at a time #;, and held constant until removal at
time %,.

e Before applying the stress, there is a net con-
traction in volume of the concrete, or shrinkage,
associated with the drying. The dotted extension
in this curve beyond time #, would be the subsequent
behaviour without stress, and the effects of the stress
are therefore the differences between this curve
and the solid curves.

¢ Immediately on loading there is an instantaneous
strain response, which for low levels of stress is

Load application

Chapter 20

Deformation of
concrete

approximately proportional to the stress, and
hence an elastic modulus can be defined.

e With time, the strain continues to increase at a
decreasing rate. This increase, after allowing for
shrinkage, represents the creep strain. Although
reducing in rate with time, the creep does not
tend to a limiting value.

® On unloading, at time ¢,, there is an immediate
(elastic) strain recovery, which is often less than
the initial strain on loading. This is followed by
a time-dependent creep recovery, which is less
than the preceding creep, i.e. there is permanent
deformation but, unlike creep, this reaches com-
pletion in due course.

In this chapter we discuss the mechanisms and
factors influencing the magnitude of all the com-
ponents of this behaviour, i.e. shrinkage, elastic
response and creep, and also consider thermally
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Fig. 20.1 The response of concrete to a compressive stress applied in a drying environment.
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Fig. 20.2 Schematic of strain response of cement paste or concrete to alternate cycles of drying and wetting.

induced strains. We will for the most part be con-
cerned with the behaviour of HCP and concrete
when mature, but some mention of age effects will
be made.

20.1 Drying shrinkage

20.1.1 DRYING SHRINKAGE OF HARDENED
CEMENT PASTE

In section 13.6 we described the broad divisions of
water in HCP and how their removal leads to a
net volumetric contraction, or drying shrinkage, of
the paste. Even though shrinkage is a volumetric
effect, it is normally measured in the laboratory or
on structural elements by determination of length
change, and it is therefore expressed as a linear
strain.

A considerable complication in interpreting and
comparing drying shrinkage measurements is that
specimen size will affect the result. Water can only
be lost from the surface and therefore the inner core
of a specimen will act as a restraint against overall
movement; the amount of restraint and hence the
measured shrinkage will therefore vary with specimen
size. In addition, the rate of moisture loss, and hence
the rate of shrinkage, will depend on the rate of
transfer of water from the core to the surface. The
behaviour of HCP discussed in this section is therefore
based on experimental data from specimens with a
relatively small cross-section.

A schematic illustration of typical shrinkage
behaviour is shown in Fig. 20.2. Maximum shrinkage
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occurs on the first drying and a considerable part of
this is irreversible, i.e. is not recovered on subsequent
rewetting. Further drying and wetting cycles result
in more or less completely reversible shrinkage; hence
there is an important distinction between reversible
and irreversible shrinkage.

Also shown in Fig. 20.2 is a continuous, but
relatively small, swelling of the HCP on continuous
immersion in water. The water content first increases
to make up for the self-desiccation during hydration
(see Chapter 13, section 13.4), and to keep the paste
saturated. Secondly, additional water is drawn into
the C-S-H structure to cause the net increase in
volume. This is a characteristic of many gels, but
in HCP the expansion is resisted by the skeletal struc-
ture, so the swelling is small compared to the drying
shrinkage strains.

In principle, the stronger the HCP structure, the
less it will respond to the forces of swelling or
shrinkage. This is confirmed by the results shown
in Fig. 20.3, in which the increasing total porosity of
the paste is, in effect, causing a decrease in strength.
It is interesting that the reversible shrinkage appears
to be independent of porosity, and the overall trend
of increased shrinkage on first drying is entirely due
to the irreversible shrinkage.

The variations in porosity shown in Fig. 20.3 were
obtained by testing pastes of different water:cement
ratios, and in general an increased water:cement
ratio will result in increasing shrinkage. As we have
seen in Chapter 13, reduction in porosity also results
from greater degrees of hydration of pastes with
the same water:cement ratio, but the effect of the
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degree of hydration on shrinkage is not so simple.
The obvious effect should be that of reduced shrinkage
with age of the paste if properly cured; however,
the unhydrated cement grains provide some restraint
to the shrinkage, and as their volume decreases with
hydration, an increase in shrinkage would result.
Another argument is that a more mature paste
contains more water of the type whose loss causes
greater shrinkage, e.g. less capillary water, and so
loss of the same amount of water from such a paste
would cause more shrinkage. It is thus difficult to
predict the net effect of age on the shrinkage of any
particular paste.

Since shrinkage results from water loss, the rela-
tionship between the two is of interest. Typical data
are given in Fig. 20.4, which shows that there is a
distinct change of slope with increased moisture
losses, in this case above about 17% loss. This
implies that there is more than one mechanism of
shrinkage; as other tests have shown two or even
three changes of slope, it is likely that in fact several
mechanisms are involved.

20.1.2 MECHANISMS OF SHRINKAGE

AND SWELLING
Four principal mechanisms have been proposed for
shrinkage and swelling in cement pastes, which are
now summarised.

Capillary tension
Free water surfaces in the capillary and larger gel
pores (section 13.4) will be in surface tension, and

Og
-0.2 1
~0.4
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Fig. 20.4 The effect of water loss on the drying
shrinkage of hardened cement paste (after Verbeck and
Helmuth, 1968).

when water starts to evaporate owing to a lower-
ing of the ambient vapour pressure the free surface
becomes more concave and the surface tension
increases (Fig. 20.5). The relationship between the
radius of curvature, 7, of the meniscus and the cor-
responding vapour pressure, p, is given by Kelvin’s
equation:

In(p/p,) = 2T/ROpr (20.1)

where p, is the vapour pressure over a plane surface,
T is the surface tension of the liquid, R is the gas
constant, 0 is the absolute temperature and p the
density of the liquid.
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pyatr=d2

Fig. 20.5 Relationship between the radius of curvature
and vapour pressure of water in a capillary (after
Soroka, 1979).

The tension within the water near the meniscus
can be shown to be 2T/r, and this tensile stress must
be balanced by compressive stresses in the surrounding
solid. Hence evaporation, which causes an increase
in the tensile stress, will subject the HCP solid to
increased compressive stress, which will result in a
decrease in volume, i.e. shrinkage. The diameter of
the meniscus cannot be smaller than the diameter
of the capillary, and the pore therefore empties at
the corresponding vapour pressure, p;. Hence on
exposing a cement paste to a steadily decreasing
vapour pressure, the pores gradually empty accord-
ing to their size, the widest first. Pastes with higher
water:cement ratios and higher porosities will there-
fore shrink more, thus explaining the general form
of Fig. 20.3. As a pore empties, the imposed stresses
on the surrounding solid reduce to zero and so full
recovery of shrinkage would be expected on com-
plete drying. Since this does not occur, it is generally
accepted that other mechanisms become operative
at low humidity, and that this mechanism only ap-
plies at a relative humidity above about 50%.

Surface tension or surface energy

The surface of both solid and liquid materials will
be in a state of tension owing to the net attractive
forces of the molecules within the material. Work
therefore has to be done against this force to increase
the surface area, and the surface energy is defined
as the work required to increase the surface by unit
area. Surface tension forces induce compressive
stresses in the material of value 2T/r (see above)
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Fig. 20.6 Water forces in a gel pore in hardened
cement paste (after Bazant, 1972).

and in HCP solids, whose average particle size is
very small, these stresses are significant. Adsorption
of water molecules onto the surface of the particles
reduces the surface energy, hence reducing the
balancing internal compressive stresses, leading to
an overall volume increase, i.e. swelling. This process
is also reversible.

Disjoining pressure

Figure 20.6 shows a typlcal gel pore, narrowing from
a wider section containing free water in contact
with vapour to a much narrower space between the
solid, in which all the water is under the influence
of surface forces. The two layers are prevented from
moving apart by an inter-particle van der Waals
type bond force (see Chapter 1). The adsorbed water
forms a layer about five molecules or 1.3 nm thick
on the solid surface at saturation, which is under
pressure from the surface attractive forces. In regions
narrower than twice this thickness, i.e. about 2.6 nm,
the interlayer water will be in an area of hindered
adsorption. This results in the development of a
swelling or disjoining pressure, which is balanced
by tension in the inter-particle bonds. On drying,
the thickness of the adsorbed water layer reduces,
as does the area of hindered adsorption, hence re-
ducing the disjoining pressure. This results in an
overall shrinkage.

Movement of interlayer water

The mechanisms described above concern the free
and adsorbed water. The third type of evaporable
water, the interlayer water, may also have a role.
Its intimate contact with the solid surfaces and the
tortuosity of its path to the open air suggest that a
steep hygrometric energy gradient is needed to move
it, but also that such movement is likely to result
in significantly higher shrinkage than the movement
of an equal amount of free or adsorbed water. It is
likely that this mechanism is associated with the
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Table 20.1 Summary of suggested shrinkage mechanisms (after Soroka, 1979)

Mechanism Author(s)

Range of relative humidity (%)

Capillary tension Powers (1965)

Ishai (1965)

Feldman and Sereda (1970)

Surface energy Ishai (1965)

Feldman and Sereda (1970)

Wittman (1968)

Powers (1965)
Wittman (1968)

Disjoining pressure

Interlayer water

Feldman and Sereda (1970)

60-100
40-100
30-100

0-40
30-100
0-40

0-100
40-100

0-40

steeper slope of the graph in Fig. 20.4 at the higher
values of water loss.

The above discussion applies to the reversible
shrinkage only, but the reversibility depends on the
assumption that there is no change in structure
during the humidity cycle. This is highly unlikely,
at least during the first cycle, because:

e the first cycle opens up interconnections between
previously unconnected capillaries, thereby reducing
the area for action of subsequent capillary tension
effects

® some new inter-particle bonds will form between
surfaces that move closer together as a result of
movement of adsorbed or interlayer water, resulting
in a more consolidated structure and a decreased
total system energy.

Opinion is divided on the relative importance of
the above mechanisms and their relative contribution
to the total shrinkage. These differences of opinion
are clear from Table 20.1, which shows the mech-
anisms proposed by five authors and the suggested
humidity levels over which they act.

20.1.3 DRYING SHRINKAGE OF CONCRETE

Effect of mix constituents and proportions

The drying shrinkage of concrete is less than that
of neat cement paste because of the restraining
influence of the aggregate which, apart from a few
exceptions, is dimensionally stable under changing
moisture states.

The effect of aggregate content is shown in
Fig. 20.7. It is apparent that normal concretes have
a shrinkage of some 5 to 20% of that of neat paste.
Aggregate stiffness will also have an effect. Normal-
density aggregates are stiffer and therefore give more
restraint than lightweight aggregates, and therefore
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Fig. 20.7 Effect of aggregate content of concrete on
the shrinkage of concrete compared to that of cement
paste (after Pickett, 1956).

lightweight aggregate concretes will tend to have a
higher shrinkage than normal-density concretes of
similar volumetric mix proportions.

The combined effect of aggregate content and
stiffness is contained in the empirical equation:

(20.2)

where € and g, are the shrinkage strains of the
concrete and paste, respectively, g is the aggregate
volume content, and 7 is a constant that depends
on the aggregate stiffness, and has been found to
vary between 1.2 and 1.7.

The overall pattern of the effect of mix proportions
on the shrinkage of concrete is shown in Fig. 20.8; the
separate effects of increased shrinkage with increasing
water content and increasing water:cement ratio can
be identified.

The properties and composition of the cement and
the incorporation of fly ash, ggbs and microsilica

8c/gp = (1 - g)n

137



Concrete

Water:cement ratio

0.4
1100 ~
<
£ 230
8 1000 -
L
£ 0.25
)
o 900 -
< 210
=
* 190
800
170 Water content
(kg/m?)
700 T T T T |
300 400 500 600 700 800

Cement content (kg/m°)

Fig. 20.8 Typical effects of cement content, water content and water:cement ratio on shrinkage of concrete — moist
curing for 28 days followed by drying for 450 days (after Shoya, 1979).

all have little effect on the drying shrinkage of concrete,
although interpretation of the data is sometimes
difficult. Admixtures do not in themselves have a
significant effect, but if their use results in changes
in the mix proportions then, as shown in Fig. 20.8,
the shrinkage will be affected.

Effect of specimen geometry
The size and shape of a concrete specimen will influ-
ence the rate of moisture loss and the degree of overall
restraint provided by the central core, which will have
a higher moisture content than the surface region.
The rate and amount of shrinkage and the tendency
for the surface zones to crack are therefore affected.

In particular, longer moisture diffusion paths lead
to lower shrinkage rates. For example, a member with
a large surface area to volume ratio, e.g. a T-beam,
will dry and therefore shrink more rapidly than,
say, a beam with a square cross-section of the same
area. In all cases, however, the shrinkage process is
protracted. In a study lasting 20 years, Troxell et al.
(1958) found that in tests on 300 x 150 mm diameter
cylinders made from a wide range of concrete mixes
and stored at relative humidities of 50 and 70%,
an average of only 25% of the 20-year shrinkage
occurred in the first two weeks, 60% in three months,
and 80% in one year.

Non-uniform drying and shrinkage in a structural
member will result in differential strains and hence
shrinkage-induced stresses — tensile near the surface
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and compressive in the centre. The tensile stresses
may be sufficient to cause cracking, which is the most
serious consequence for structural behaviour and
integrity. However, as discussed above, the effects
in practice occur over protracted timescales, and the
stresses are relieved by creep before cracking occurs.
The structural behaviour is therefore complex and
difficult to analyse with any degree of rigour.

20.1.4 PREDICTION OF SHRINKAGE

It is clear from the above discussion that although
much is known about shrinkage and the factors that
influence its magnitude, it is difficult to estimate its
value in a structural situation with any degree of
certainty. It has been shown that it is possible to
obtain reasonable estimates of long-term shrinkage
from short-term tests (Neville et al., 1983), but
designers often require estimates long before results
from even short-term tests can be obtained. There
are a number of methods of varying degrees of
complexity for this, often included in design codes,
e.g. Eurocode 2 (BS EN 1992) or ACI (2000), all of
which are based on the analysis and interpretation
of extensive experimental data.

20.2 Autogenous shrinkage

Continued hydration with an adequate supply of
water leads to slight swelling of cement paste, as



shown in Fig. 20.2. Conversely, with no moisture
movement to or from the cement paste, self-desiccation
leads to removal of water from the capillary pores (as
described in section 13.4) and autogenous shrinkage.
Most of this shrinkage occurs when the hydration
reactions are proceeding most rapidly, i.e. in the first
few days after casting. Its magnitude is normally at
least an order of magnitude less than that of drying
shrinkage, but it is higher and more significant in
higher-strength concrete with very low water:cement
ratios. It may be the only form of shrinkage occurring
in the centre of a large mass of concrete, and can
lead to internal cracking if the outer regions have an
adequate supply of external water, e.g. from curing.

20.3 Carbonation shrinkage

Carbonation shrinkage differs from drying shrinkage
in that its cause is chemical and it does not result
from loss of water from the HCP or concrete. Carbon
dioxide, when combined with water as carbonic acid,
reacts with many of the components of the HCP,
and even the very dilute carbonic acid resulting
from the low concentrations of carbon dioxide in
the atmosphere can have significant effects. The
most important reaction is that with the portlandite
(calcium hydroxide):

CO, + Ca(OH), — CaCO, + H,0 (20.3)

Thus water is released and there is an increase in
weight of the paste. There is an accompanying
shrinkage, and the paste also increases in strength
and decreases in permeability. The most likely mech-
anism to explain this behaviour is that the calcium
hydroxide is dissolved from more highly stressed
regions, resulting in shrinkage, and the calcium
carbonate crystallises out in the pores, thus reducing
the permeability and increasing the strength.

The rate and amount of carbonation depend in
part on the relative humidity of the surrounding air
and within the concrete. If the pores are saturated,
then the carbonic acid will not penetrate the concrete,
and no carbonation will occur; if the concrete is
dry, then no carbonic acid is available. Maximum
carbonation shrinkage occurs at a humidity of about
50% and it can be of the same order of magnitude
as drying shrinkage (Fig. 20.9). The porosity of the
concrete is also an important controlling factor.
With average-strength concrete, provided it is well
compacted and cured, the carbonation front will
only penetrate a few centimetres in many years, and
with high-strength concrete even less. However, much
greater penetration can occur with poor quality
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concrete or in regions of poor compaction, and this
can lead to substantial problems if the concrete is
reinforced, as we shall see in Chapter 24.

20.4 Thermal expansion

In common with most other materials, cement paste
and concrete expand on heating. Knowledge of the
coefficient of thermal expansion is needed in two
main situations: firstly to calculate stresses due to
thermal gradients arising from heat of hydration
effects or continuously varying diurnal temperatures,
and secondly to calculate overall dimensional changes
in structures such as bridge decks due to variations
in ambient temperature.

The measurement of thermal expansions on labora-
tory specimens is relatively straightforward, provided
sufficient time is allowed for thermal equilibrium
to be reached (at most a few hours). However,
the in-situ behaviour is complicated by differential
movement from non-uniform temperature changes in
large members resulting in time-dependent thermal
stresses; as with shrinkage, it is therefore difficult
to extrapolate movement in structural elements from
that on laboratory specimens.

20.4.1 THERMAL EXPANSION OF HARDENED
CEMENT PASTE

The coefficient of thermal expansion of HCP varies
between about 10 and 20 x 107 per °C, depending
mainly on the moisture content. Figure 20.10 shows
typical behaviour, with the coefficient reaching a
maximum at about 70% relative humidity. The
value at 100% relative humidity, i.e. about 10 x 107
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Fig. 20.10 The effect of dryness on the thermal
expansion coefficient of hardened cement paste and
concrete (after Meyers, 1950).

per °C, probably represents the ‘true’ inherent value
for the paste itself. The behaviour does, however,
show some time dependence, with the initial expan-
sion on an increase in temperature showing some
reduction over a few hours if the temperature is
held constant.

Explanations for this behaviour have all involved
the role of water, and relate to the disturbance of
the equilibrium between the water vapour, the free
water, the freely adsorbed water, the water in areas
of hindered adsorption and the forces between the
layers of gel solids (section 13.6). Any disturbances
will have a greater effect at intermediate humidities,
when there is a substantial amount of water present
with space in which to move. On an increase in
temperature, the surface tension of the capillary
water will decrease and hence its internal tension and
the corresponding compression in the solid phases
will decrease, causing extra swelling, as observed.
However, changes in internal energy with increased
or decreased temperature will stimulate internal flow
of water, causing the time-dependent volume change
in the opposite sense to the initial thermal movement
mentioned above.

20.4.2 THERMAL EXPANSION OF CONCRETE

The thermal expansion coefficients of the most
common types of rock used for concrete aggregates
vary between about 6 and 10 x 107 per °C, i.e.
lower than either the ‘true’ or ‘apparent’ values for
cement paste. The thermal expansion coefficient of
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concrete is therefore lower than that of cement paste,
as shown in Fig. 20.10. Furthermore, since the
aggregate occupies 70-80% of the total concrete
volume, there is a considerable reduction of the
effects of humidity that are observed in the paste
alone, to the extent that a constant coefficient of
thermal expansion over all humidities is a reasonable
approximation. The value depends on the concrete
mix proportions, chiefly the cement paste content,
and the aggregate type; for normal mixes the latter
tends to dominate. The curves for quartz and lime-
stone aggregate concrete shown in Fig. 20.10 represent
the two extremes of values for most normal aggregate
concrete. Such values apply over a temperature range
of about 0 to 60°C. At higher temperatures, the
differential stresses set up by the different thermal
expansion coefficients of the paste and aggregate
can lead to internal microcracking and hence non-
linear behaviour. We shall discuss this further when
considering fire damage in Chapter 24.

20.5 Stress—strain behaviour

20.5.1 ELASTICITY OF THE HARDENED
CEMENT PASTE

HCP has a near linear compressive stress—strain
relationship for most of its range and therefore a
modulus of elasticity can readily be determined from
stress—strain data. Water-saturated pastes generally
have a slightly higher modulus than dried pastes,
indicating that some of the load is carried by the
water in the pores. Nevertheless, the skeletal lattice
of the paste carries most of the load, and the elastic
response is governed by the lattice properties. As
might therefore be expected, the elastic modulus (E,)
is highly dependent on the capillary porosity (p.);
the relationship has been found to be of the form:

E, = E(1 - p.)’ (20.4)

where E, is the modulus when p_= 0, i.e. it repres-
ents the modulus of elasticity of the gel itself. This
is a similar expression to equation (13.10) for the
strength of the paste, and therefore it is to be
expected that the same factors will influence both
strength and modulus. This is indeed the case;
for example, Fig. 20.11 shows that a decreasing
water:cement ratio and increasing age both increase
the elastic modulus, an effect directly comparable
to that on strength shown in Fig. 13.9.

20.5.2 MODELS FOR CONCRETE BEHAVIOUR

Concrete is, of course, a composite multiphase
material, and its elastic behaviour will depend on
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the elastic properties of the individual phases -
unhydrated cement, cement gel, water, coarse and
fine aggregate and their relative proportions and
geometrical arrangements. The real material is
too complex for rigorous analysis, but if it is con-
sidered as a two-phase composite consisting of HCP
and aggregate, then analysis becomes possible and
instructive.

Models for the behaviour of concrete require the
following;:

1. The property values for the phases; in this simple
analysis, three are sufficient:

e the elastic modulus of the aggregate, E
* the elastic modulus of the HCP, E,
¢ the volume concentration of the aggregate, g.

a

2. A suitable geometrical arrangement of the phases;
three possibilities are shown in Fig. 20.12. All

i

I

f

Model A Model B

[ HeP

matrix

Deformation of concrete

the models consist of unit cubes. Models A and
B have the phases arranged as adjacent layers,
the difference being that in A the two phases are
in parallel, and therefore undergo the same strain,
whereas in B the phases are in series and are
therefore subjected to the same stress. Model C
has the aggregate set within the paste such that
its height and base area are both equal to Vg,
thus complying with the volume requirements.
This intuitively is more satisfactory in that it
bears a greater resemblance to concrete.

Analysis of the models is not intended to give
any detail of the actual distribution of stresses and
strains within concrete, but to predict average or
overall behaviour. Three further assumptions are
necessary:

1. The applied stress remains uniaxial and compressive
throughout the model.

2. The effects of lateral continuity between the layers
can be ignored.

3. Any local bond failure or crushing does not con-
tribute to the deformation.

Model A - phases in parallel

Strain compatibility. The strain in the concrete, €.
is equal to the strain in the aggregate, €,, and the
paste, €, i.e.

g =g=¢

) (20.5)

Equilibrium. The total force is the sum of the forces
on each of the phases. Expressed in terms of stresses
and areas this gives:

(20.6)

Constitutive relations. Both of the phases and the
concrete are elastic, hence:

o.l=0,g+0,(1-g)

6.=¢.E. o,=¢.E, and o,=¢.E, (20.7)

%

I

End area, Vg

JE

f

Model C

v////74 Aggregate

Fig. 20.12 Simple two-phase models for concrete (after Hansen, 1960; Counto, 1964).
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Fig. 20.13 The effect of volume concentration of aggregate on the elastic modulus of concrete calculated from the

simple two-phase models of Fig. 20.12.

where E,, E,and E, are the elastic moduli of the
concrete, aggregate and paste, respectively.

Substituting into equation (20.6) from equation
(20.7) gives:

e.E. =¢.E,.g +¢.E.(1-g)
and hence, from equation (20.5)

E.=E.g+E.(1-g). (20.8)
Model B - phases in series
Equilibrium. The forces and hence the stresses (since
the forces act on equal areas) in both phases and
the composite are equal, i.e.

0. =0, =0, (20.9)

Strains. The total displacement is the sum of the
displacements in each of the phases; expressed in
terms of strain this gives:

e.=e.g+e.(l—g) (20.10)

Substituting from equations (20.7) and (20.9) into
(20.10) and rearranging gives:

1E. = g/E, + (1 - g)/E (20.11)

p
Model C - combined

This is a combination of two layers of HCP alone
in series with a third layer of HCP and aggregate
in parallel, as in model A. Repetition of the above
two analyses with substitution of the appropriate
geometry and combination gives:

1E, = (1 —g)/E, + Ng/(E,.g + E,[1 — g])
(20.12)
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Fig. 20.14 Prediction of the elastic modulus of
concrete (E,) from the moduli of the cement paste (E,)
and the aggregate (E,) for 50% volume concentration
of the aggregate.

Figure 20.13 shows the predicted results of equa-
tions 20.8, 20.11 and 20.12 from the three models for
varying aggregate concentrations, with E, < E, as
is normally the case. Models A and B give upper and
lower bounds, respectively, to the concrete modulus,
with model C, not surprisingly, giving intermediate
values. The effect of aggregate stiffness is shown in
non-dimensional form in Fig. 20.14, on which some
typical experimental results are also plotted. It is
clear that for concrete in which E/E, is near 1,
e.g. with low-modulus lightweight aggregates, all
three models give a reasonable fit, but for normal
aggregates that are stiffer than the paste — i.e.
E,/E, > 1 — model C is preferable.
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Fig. 20.15 Stress—strain behaviour of cement paste, aggregate and concrete.

20.5.3 MEASURED STRESS-STRAIN BEHAVIOUR
OF CONCRETE
The stress—strain behaviour of both HCP and aggre-
gate is substantially linear over most of the range
up to a maximum. However, that of the composite
concrete, although showing intermediate stiffness
as predicted from the above analysis, is markedly
non-linear over much of its length, as shown in
Fig. 20.15a. Furthermore, successive unloading/
loading cycles to stress levels below ultimate show
substantial, but diminishing, hysteresis loops, and
residual strains at zero load, as in Fig. 20.15b.
The explanation for this behaviour lies in the contri-
bution of microcracking to the overall concrete strain,
i.e. assumption (3) in the above analysis is invalid. As
we will see in Chapter 21, the transition zone between
the aggregate and the HCP or mortar is a region
of relative weakness, and in fact some microcracks
will be present in this zone even before loading. The
number and width of these will depend on such
factors as the bleeding characteristics of the concrete
immediately after placing and the amount of drying
or thermal shrinkage. As the stress level increases,
these cracks will increase in length, width and number,
thereby making a progressively increasing contribution
to the overall strain, resulting in non-linear behaviour.
Cracking eventually leads to complete breakdown
and failure, therefore we will postpone more detailed
discussion of cracking until the next chapter.
Subsequent cycles of loading will not tend to
produce or propagate as many cracks as the initial
loading, provided the stress levels of the first or
previous cycles are not exceeded. This explains the
diminishing size of the hysteresis loops shown in
Fig. 20.15b.

20.5.4 ELASTIC MODULUS OF CONCRETE

The non-linear stress—strain curve of concrete means
that a number of different elastic modulus values
can be defined. These include the slope of the tangent
to the curve at any point (giving the tangent modulus,
A or B in Fig. 20.15b) or the slope of the line between
the origin and a point on the curve (giving the secant
modulus, C in Fig. 20.15b).

A typical test involves loading to a working stress,
say 40% of ultimate, and measuring the correspond-
ing strain. Cylindrical or prism specimens are usually
used, loaded longitudinally, and with a length at least
twice the lateral dimension. Strain measurements are
usually taken over the central section of the specimen
to avoid end effects. To minimise hysteresis effects,
the specimens are normally subjected to a few cycles
of loading before the strain readings are taken over
a load cycle lasting about five minutes. It is usual
to calculate the secant modulus from these readings.
This test is often called the static test — and the
resulting modulus the static modulus - to distinguish
it from the dynamic modulus test, which we will
describe in Chapter 23.

The elastic modulus increases with age and de-
creasing water:cement ratio of the concrete, for the
reasons outlined above and, as with paste, these two
factors combine to give an increase of modulus with
compressive strength, but with progressively smaller
increases at higher strength. However, there is no
simple relationship between strength and modulus
since, as we have seen, the aggregate modulus and
its volumetric concentration, which can vary at con-
stant concrete strength, also have an effect. The
modulus should therefore be determined experiment-
ally if its value is required with any certainty. This
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is not always possible, and estimates are often

needed, e.g. early in the structural design process;

for example the Eurocode 2 (BS EN 1992) gives a

table of values for concrete with quartzite aggregates

and compressive strengths in the range 20 to 110

MPa, which have the relationships:
E. = 10f,,>"

ube

and E. =117,

(20.13)
(20.14)

where E_ is the secant modulus of elasticity between
zero and 40% of the ultimate stress;
feuve 18 the mean cube compressive strength;
and £, is the mean cylinder compressive strength.

[We will discuss the difference between cylinder and
cube compressive strength in the next chapter.] For
concrete with limestone and sandstone aggregates
the values derived from these expressions should be
reduced by 10 and 30%, respectively, and for basalt
aggregates they should be increased by 20%.

20.5.5 POISSON'S RATIO

The Poisson’s ratio of water-saturated cement paste
varies between 0.25 and 0.3; on drying it reduces to
about 0.2. It seems to be largely independent of the
water:cement ratio, age and strength. For concrete,
the addition of aggregate again modifies the behaviour,
lower values being obtained with increasing aggregate
content. For most concrete, values lie within the range
0.17-0.2.

20.6 Creep

The general nature of the creep behaviour of concrete
was illustrated in Fig. 20.1. The magnitude of the creep
strains can be higher than the elastic strains on load-
ing, and they therefore often have a highly significant
influence on structural behaviour. Also, creep does
not appear to tend to a limit, as shown in Fig. 20.16 for
tests of more than 20 years duration. This figure also
shows that creep is substantially increased when the
concrete is simultaneously drying, i.e. creep and shrink-
age are interdependent. This leads to the definitions
of creep strains shown in Fig. 20.17. Free shrinkage
(e4) is defined as the shrinkage of the unloaded
concrete in the drying condition, and basic creep
(e,.) as the creep of a similar specimen under load
but not drying, i.e. sealed so that there is no mois-
ture movement to or from the surrounding environ-
ment. The total strain (g,,) is that measured on the
concrete while simultaneously shrinking and creep-
ing and, as shown in Fig. 20.17, it is found that:
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Fig. 20.16 Creep of concrete moist-cured for 28 days,
then loaded and stored at different relative humidities
(after Troxell et al., 1958).

(20.15)

The difference, i.e. €, — (&, + &), is called the
drying creep (g4). It follows that the total creep
strain (g) is given by:

€0t > € + Epe

(20.16)

It also follows that the total creep of a specimen or
structural member will be dependent on its size, since
this will affect the rate and uniformity of drying.

20.6.1 FACTORS INFLUENCING CREEP

Apart from the increase in creep with simultaneous
shrinkage just described, the following factors have
a significant effect on creep.

€ = €y + Epe

¢ A reduced moisture content before loading, which
reduces creep. In fact, completely dried concrete
has very small, perhaps zero, creep.

e The level of applied stress; for any given concrete
and loading conditions, the creep is found to
increase approximately linearly with the applied
stress up to stress:strength ratios of about 0.4-0.6
(different studies have indicated different limits).
It is therefore often useful to define the specific
creep as the creep strain per unit stress in this
region. At higher stress levels increased creep is
observed, which can ultimately result in failure,
as will be discussed in the next chapter.

e Increasing concrete strength, which decreases the
creep.
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Fig. 20.17 Definitions of strains due to shrinkage, creep and combined shrinkage and creep of hardened cement

paste and concrete.

¢ Increasing temperature, which increases the creep
significantly for temperatures up to about 70°C.
Above this, moisture migration effects lead to
lower creep.

e The aggregate volume concentration, illustrated
in Fig. 20.18, which shows that the aggregate is
inert as regards creep, and hence the creep of
concrete is less than that of cement paste. This is
therefore directly comparable to the shrinkage
behaviour shown in Fig. 20.7.

Neville (1964) suggested a relationship between the
creep of concrete (C,) and that of neat cement paste
(C,) of the form:

C/C,=(1-g—u) (20.17)

where g and u are the volume fractions of aggregate
and unhydrated cement, respectively, and 7 is a con-
stant that depends on the modulus of elasticity and
Poisson’s ratio of the aggregate and the concrete.
This therefore shows that:

o the properties of the aggregate are important, and
they can have a substantial effect of the magnitude
of the creep

o the effect of the water:cement ratio and age of
the concrete need not be considered separately,
since they both affect the elastic modulus
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Fig. 20.18 The effect of aggregate content on creep of
concrete (after Concrete Society, 1973).

e the effect of other materials that also affect the
rate of gain of strength, such as admixtures and
cement replacement materials, can be treated
similarly.
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20.6.2 MECHANISMS OF CREEP

Since the creep process occurs within the cement
paste, and the moisture content and movement have
a significant effect on its magnitude, it is not sur-
prising that the mechanisms proposed for creep have
similarities with those proposed for shrinkage, which
we discussed in section 20.1.2. As with shrinkage,
it is likely that a combination of the mechanisms
now outlined is responsible.

Moisture diffusion

The applied stress causes changes in the internal
stresses and strain energy within the HCP, resulting in
an upset to the thermodynamic equilibrium; moisture
then moves down the induced free-energy gradient,
implying a movement from smaller to larger pores,
which can occur at several levels:

e in capillary water as a rapid and reversible pressure
drop

¢ in adsorbed water moving more gradually from
zones of hindered adsorption — this movement
should be reversible

e in interlayer water diffusing very slowly out of the
gel pores. Some extra bonding may then develop
between the solid layers, so this process may not
be completely reversible.

In sealed concrete there are always enough voids to
allow the movement of moisture, hence basic creep
can occur with this mechanism. With simultaneous
drying, all of the processes are much enhanced,
hence explaining drying creep.

Structural adjustment

Stress concentrations arise throughout the HCP
structure because of its heterogeneous nature,
and consolidation to a more stable state without
loss of strength occurs at these points by either
viscous flow, with adjacent particles sliding past
each other, or local bond breakage, closely followed
by reconnection nearby after some movement. Con-
current moisture movement is assumed to disturb
the molecular pattern, hence encouraging a greater
structural adjustment. The mechanisms are essenti-
ally irreversible.

Microcracking

We have seen that HCP and concrete contain defects
and cracks before loading, and propagation of these
and the formation of new cracks will contribute
to the creep strain, particularly at higher levels of
stress. This is the most likely explanation of the
non-linearity of creep strain with stress at high stress
levels. In a drying concrete, the stress gradient arising
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from the moisture gradient is likely to enhance the
cracking.

Delayed elastic strain

The ‘active’ creeping component of HCP or concrete,
i.e. mainly water in its various forms in the capillary
or gel pores, will be acting in parallel with inert
material that will undergo an elastic response only.
In HCP this will be solid gel particles, unhydrated
cement particles and portlandite crystals, augmented
in concrete by aggregate particles. The stress in the
creeping material will decline as the load is trans-
ferred to the inert material, which then deforms
elastically as its stress gradually increases. The pro-
cess acts in reverse on removal of the load, so that
the material finally returns to its unstressed state; thus
the delayed elastic strain would be fully recoverable
in this model.

20.6.3 PREDICTION OF CREEP

As with shrinkage, it is often necessary to estimate
the likely magnitude of the creep of a structural
element at the design stage but, again, because of
the number of factors involved, prediction of creep
with a degree of certainty is problematic. Brooks
and Neville (1978) have suggested that a satisfactory
method is to carry out short-term (28-day) tests, and
then estimate creep at a later age by extrapolation
using the expressions:

£y X 0.52021 (20.18)
Crg X (—=6.19 + 2.15 log, 1)*®

basic creep ¢,

total creep ¢,

(20.19)
where ¢ = age at which creep is required (days,
> 28)
¢, = measured specific creep at 28 days

¢, = specific creep at ¢ days in microstrain
per MPa.

If short-term tests are not feasible, there are, as for
shrinkage, a number of empirical methods of varying
degrees of complexity for estimating creep, often
included in design codes, e.g. Eurocode 2 (BS EN
1992) and ACI (2000).
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Chapter 21

Strength and failure
of concrete

Strength is probably the most important single
property of concrete, since the first consideration
in structural design is that the structural elements
must be capable of carrying the imposed loads. The
maximum value of stress in a loading test is usually
taken as the strength, even though under compres-
sive loading the test piece is still whole (but with
substantial internal cracking) at this stress, and
complete breakdown subsequently occurs at higher
strains and lower stresses. Strength is also important
because it is related to several other important prop-
erties that are more difficult to measure directly,
and a simple strength test can give an indication of
these properties. For example, we have already seen
the relation of strength to elastic modulus; we shall
discuss durability in Chapter 24, but in many cases
a low-permeability, low-porosity concrete is the most
durable and, as discussed when we considered the
strength of cement paste in Chapter 13, this also
means that it has high strength.

We are primarily concerned with compressive
strength since the tensile strength is very low, and
in concrete structural elements reinforcement is used
to carry the tensile stresses. However, in many struc-
tural situations concrete may be subject to one of
a variety of types of loading, resulting in different
stress conditions and different potential modes of
failure, and so knowledge of the relevant strength
is therefore important. For example, in columns or
reinforced concrete beams, compressive strength is
required; for cracking of a concrete slab the tensile
strength is important. Other situations may require
torsional strength, fatigue or impact strength or
strength under multiaxial loading. As we shall see,
most strength testing involves the use of a few,
relatively simple tests, generally not related to a
particular structural situation. Procedures en-
abling data from the tests described in this chapter
to be used in design have been obtained from
empirical test programmes at an engineering scale
on large specimens. You should refer to texts on
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structural design for a description of these design
procedures.

In this chapter we shall describe the most com-
mon test methods used to assess the strength of
concrete and then discuss the factors influencing
the results obtained from them. We follow this with
a more detailed consideration of the cracking and
fracture processes taking place within concrete.
Finally, we shall briefly discuss strength under multi-
axial loading conditions.

21.1 Strength tests
21.1.1 COMPRESSIVE STRENGTH

The simplest compressive strength test uses a con-
crete cube, and this is the standard test in the UK
and many other countries. The cube must be suffici-
ently large to ensure that an individual aggregate
particle does not unduly influence the result; 100 mm
is recommended for maximum aggregate sizes of
20 mm or less, 150 mm for maximum sizes up to
40 mm. The cubes are usually cast in lubricated
steel moulds, accurately machined to ensure that
opposite faces are smooth and parallel. The concrete
is fully compacted by external vibration or hand
tamping, and the top surface trowelled smooth.
After demoulding when set, the cube is normally
cured under water at constant temperature until
testing.

The cube-testing machine has two heavy platens
through which the load is applied to the concrete.
The bottom one is fixed and the upper one has a
ball-seating that allows rotation to match the top
face of the cube at the start of loading. This then
locks in this position during the test. The load is
applied to a pair of faces that were cast against the
mould, i.e. with the trowelled face to one side. This
ensures that there are no local stress concentrations,
which would result in a falsely low average failure
stress. A very fast rate of loading gives strengths
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that are too high, and a rate to reach ultimate in a
few minutes is recommended. It is vital that the
cube is properly made and stored; only then will
the test give a true indication of the properties of
the concrete, unaffected by such factors as poor
compaction, drying shrinkage cracking, etc.

The cracking pattern within the cube (Fig. 21.1a)
produces a double pyramid shape after failure. From
this it is immediately apparent that the stress within
the cube is far from uniaxial. The compressive
load induces lateral tensile strains in both the steel
platens and the concrete owing to the Poisson effect.
The mismatch between the elastic modulus of the
steel and the concrete and the friction between
the two results in lateral restraint forces in the con-
crete near the platen, partially restraining it against
outward expansion. This concrete is therefore in a
triaxial stress state, with consequent higher failure
stress than the true, unrestrained strength. This is
the major objection to the cube test. The test is,
however, relatively simple and capable of comparing
different concretes. (We shall consider triaxial stress
states in more detail later in the chapter.)

An alternative test, which at least partly over-
comes the restraint problem, uses cylinders; this is
popular in North America, most of Europe and in
many other parts of the world. Cylinders with a
height:diameter ratio of 2, most commonly 300 mm
high and 150 mm in diameter, are tested vertically;
the effects of end restraint are much reduced over
the central section of the cylinder, which fails with
near uniaxial cracking (Fig. 21.1b), indicating that
the failure stress is much closer to the unconfined
compressive strength. As a rule of thumb, it is often
assumed that the cylinder strength is about 20%

Strength and failure of concrete
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Fig. 21.2 Variation of cylinder/cube strength ratio with
strength (from Eurocode 2 strength classes (BS EN
1992)).

lower than the cube strength, but the ratio has
been found to depend on several factors, and in
particular, increases with increasing strength. The
relationship derived from values given in the Euro-
code 2 (BS EN 1992) is:

fo1 = 0.85fpe — 1.6 (21.1)

where £, = characteristic cylinder strength, and
feube = characteristic cube strength (values in MPa).
Figure 21.2 shows how the ratio of the two strengths
varies with strength.

A general relationship between the height:diameter
ratio (h/d) and the strength of cylinders for low- and
medium-strength concrete is shown in Fig. 21.3.
This is useful in, for example, interpreting the results
from testing cores cut from a structure, where h/d
often cannot be controlled. It is preferable to avoid
an b/d ratio of less than 1, where sharp increases
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Fig. 21.3 The relationship between height:width (or
diameter) ratio and strength of concrete in
compression.
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in strength are obtained, while high values, although
giving closer estimates of the uniaxial strength,
result in excessively long specimens which can fail
due to slenderness ratio effects.

Testing cylinders have one major disadvantage;
the top surface is finished by a trowel and is not
plane and smooth enough for testing, and it there-
fore requires further preparation. It can be ground,
but this is very time consuming, and the normal
procedure is to cap it with a thin (2-3 mm) layer
of high-strength gypsum plaster, molten sulphur
or high-early-strength cement paste, applied a day or
two in advance of the test. Alternatively, the end of
the cylinder can be set in a steel cap with a bearing
pad of an elastomeric material or fine dry sand
between the cap and the concrete surface. Apart
from the inconvenience of having to carry this out,
the failure load is sensitive to the capping method,
particularly in high-strength concrete.

21.1.2 TENSILE STRENGTH

Direct testing of concrete in uniaxial tension, as
shown in Fig. 21.4a, is more difficult than for, say,
steel or timber. Relatively large cross-sections are
required to be representative of the concrete and,
because concrete is brittle, it is difficult to grip and
align. Eccentric loading and failure at or in the grips
are then difficult to avoid. A number of gripping
systems have been developed, but these are some-
what complex, and their use is confined to research
laboratories. For more routine purposes, one of the
following two indirect tests is preferred.

Splitting test

A concrete cylinder, of the type used for compres-
sion testing, is placed on its side in a compression-
testing machine and loaded across its vertical
diameter (Fig. 21.4b). The size of cylinder used is
normally either 300 or 200 mm long (/) by 150 or
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Fig. 21.4 Tensile testing methods for concrete.
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100 mm diameter (d). The theoretical distribution
of horizontal stress on the plane of the vertical
diameter, also shown in Fig. 21.4b, is a near uniform
tension (f,), with local high compression stresses at
the extremities. Hardboard or plywood strips are
inserted between the cylinder and both top and
bottom platens to reduce the effect of these and
ensure even loading over the full length. Failure
occurs by a split or crack along the vertical plane,
the specimen falling into two neat halves. The
cylinder splitting strength is defined as the magni-
tude of the near-uniform tensile stress on this plane,
which is given by:

f. = 2P/nld

where P is the failure load.

The state of stress in the cylinder is biaxial rather
than uniaxial (on the failure plane the vertical com-
pressive stress is about three times higher than the
horizontal tensile stress) and this, together with
the local zones of compressive stress at the extremes,
results in the value of f; being higher than the uni-
axial tensile strength. However, the test is very easy
to perform with standard equipment used for com-
pressive strength testing, and gives consistent results;
it is therefore very useful.

(21.2)

Flexural test

A rectangular prism, of cross-section b x d (usually
100 or 150 mm square) is simply supported over
a span L (usually 400 or 600 mm). The load is
applied at the third points (Fig. 21.4c), and since
the tensile strength of concrete is much less than the
compressive strength, failure occurs when a flexural
tensile crack at the bottom of the beam, normally
within the constant bending moment zone between
the loading points, propagates upwards through
the beam. If the total load at failure is P, then
analysis based on simple beam-bending theory and
linear elastic stress—strain behaviour up to failure
gives the stress distribution shown in Fig. 21.4c,
with a maximum tensile stress in the concrete,

fb’ as:
f, = PL/bd> (21.3)

fi, i1s known (somewhat confusingly) as the modulus
of rupture.

However, as we have seen in the preceding
chapter, concrete is a non-linear material and the
assumption of linear stress distribution is not valid.
The stress calculated from equation (21.3) is there-
fore higher than that actually developed in the con-
crete. The strain gradient in the specimen may also
inhibit crack growth. For both these reasons the
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modulus of rupture is also greater than the direct
tensile strength.

21.1.3 RELATIONSHIP BETWEEN STRENGTH
MEASUREMENTS

We have already discussed the relationship between
cube and cylinder compressive strength measure-
ments. The tensile strength, however measured, is
roughly one order of magnitude lower that the com-
pressive strength. The relationship between the two
is non-linear, with a good fit being an expression
of the form:

fo = alf) (21.4)

where f, = tensile strength, . = compressive strength,
and a and b are constants. Eurocode 2 (BS EN 1992)
gives a = 0.30 and b = 0.67 when [, is the charac-
teristic cylinder strength and £, is the mean tensile
strength. This relationship, converted to cube com-
pressive and tensile strengths, is plotted in Fig. 21.5
together with equivalent data from cylinder splitting
and modulus of rupture tests obtained over a num-
ber of years by UCL undergraduate students.

It is clear from this figure that, as we have already
said, both the modulus of rupture and the cylinder
splitting tests give higher values than the direct
tensile test. The modulus of rupture is the higher
value, varying between about 8 and 17% of the
cube strength (the higher value applies to lower
strengths). The cylinder splitting strength is between
about 7 and 11% of the cube strength, and the
direct tensile strength between about 5 and 8% of
the cube strength. Figure 21.5 also shows that, as
with all such relationships, there is a considerable
scatter of individual data points about the best-fit
line (although in this case some of this may be due
to the inexperience of the testers).

21.2 Factors influencing the
strength of Portland cement
concrete

In this section we will consider the strength of
concrete with Portland cement as the sole binder.
The effect of additions will be discussed in the next
section.

21.2.1 TRANSITION/INTERFACE ZONE

Before looking at the relationships between the
strength of concrete and the many factors that influ-
ence it, we need to introduce an extremely important
aspect of concrete’s structure. In Chapter 13 we
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Fig. 21.5 The relationship between direct and indirect tensile strength measurements and compressive strength of
concrete (from Eurocode 2 BS EN 1992, EC2, 2004; UCL data).

described the microstructure of the hardened cement
paste that is formed during hydration. Concrete is,
of course, a mixture of paste and aggregate, and it
is the interface between these that is of great sig-
nificance. The paste close to the aggregate surface
is substantially different to that of the bulk paste,
and crucially this #ransition or interface zone is
significantly more porous and therefore weaker than
the rest of the paste. As the load on the concrete
increases, cracking will start in this zone, and
subsequently propagate into the HCP until crack
paths are formed through the concrete, as shown
in Fig. 21.6, which when sufficiently extensive and
continuous will result in complete breakdown, i.e.
failure. The overall effect is that the strength of a

sample of concrete is nearly always less than that
of the bulk cement paste within it.

The formation, structure and consequences of the
transition zone have been the focus of much research
since the mid-1980s. Suggested mechanisms for its
formation include an increased water:cement ratio
at the paste aggregate/interface due to:

e the ‘wall effect’, whereby the cement grains
cannot pack as efficiently next to the aggregate
surface as they can in the bulk paste

® mix water separation at the interface due to the
relative movement of the aggregate particles and
cement paste during mixing, leading to a higher
local water:cement ratio.

Aggregate —

Hardened —
cement
paste

— Transition
zone

Crack path and
— direction of
propagation

Fig. 21.6 Cracking pattern in normal-strength concrete.
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Fig. 21.7 Features of the transition zone at the
paste—aggregate interface (adapted from De Rooij
et al., 1998).

Although there are some differences of opinion,
there is a general consensus that the zone is between
30 and 50 microns wide and that its structure — in
a much simplified form - is as shown in Fig. 21.7.
This shows two main features:

e a very thin surface layer of calcium silicate hydrate
fibres on the aggregate, also containing some
small calcium hydroxide (portlandite) crystals

e a greater concentration of larger calcium hydrox-
ide crystals and fine needles of calcium sulpho-
aluminate (ettringite) than in the bulk paste and
hence a greater porosity.

Although the zone’s porosity will reduce with
time with the continuing deposition of hydration
products (chiefly C-S-H), we should think of con-
crete as a three-phase material — HCP, aggregate
and the transition zone. It will be useful to bear
this model in mind during the discussion of the
more important factors that affect concrete strength
that now follows. We will discuss some further
aspects of the cracking and failure process later in
the chapter.

21.2.2 WATER:CEMENT RATIO

In Chapter 13 we saw that the strength of cement
paste is governed by its porosity, which in turn
depends on the water:cement ratio and degree of
hydration. The overall dependence of the strength
of concrete on the amount of cement, water and
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air voids within it was recognised in 1896 by Feret,
who suggested a rule of the form:

f.= K(cl{c + w + a})? (21.5)

where f. = strength, ¢, w and a are the absolute
volumetric proportions of cement, water and air,
respectively, and K is a constant. Working inde-
pendently, Abrams, in 1918, demonstrated an
inverse relationship with concrete strength of the
form:

fo = kil (k™) (21.6)

This has become known as Abrams’ Law, although
strictly, as it is based on empirical observations, it
is a rule. The constants K, k, and k, are empirical
and depend on age, curing regime, type of cement,
amount of air entrainment, test method and, to a
limited extent, aggregate type and size.

Feret’s rule and Abrams’ law both give an inverse
relationship between strength and water:cement
ratio for a fully compacted concrete of the form
shown in Fig. 21.8. It is important to recognise
the limitations of such a relationship. First, at
low water:cement ratios, the concrete’s consistence
decreases and it becomes increasingly more difficult
to compact. Feret’s rule recognises that increasing
air content will reduce the strength, and in general
the strength will decrease by 6% for each 1% of
included air by volume. This leads to the steep
reduction in strength shown by the dashed lines in
Fig. 21.8. The point of divergence from the fully
compacted line can be moved further up and to the
left by the use of more efficient compaction and/or
by improvements in consistence without increasing

Improved compaction
methods or increased
consistence

Fully compacted
concrete

Strength
=~ ~
~
\

vy
/
/
v ¥ _ )
* Reduction due to
incomplete
compaction

Water:.cement ratio

Fig. 21.8 The general relationship between strength
and water:cement ratio of concrete (adapted from
Neville, 1995).
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Fig. 21.9 Compressive strength vs. water:cement ratio for concrete made with a CEM I 42.5N Portland cement

(after Balmer, 2000).

the water:cement ratio, for example by using
plasticisers or superplasticisers, which were dis-
cussed in Chapter 14. Without such admixtures it
is difficult to achieve adequate consistence for most
normal compaction methods at water:cement ratios
much below 0.4; with admixtures this limit can be
reduced to 0.25 or even less.

Abrams himself showed that, at the other end
of the scale, his rule was valid for water:cement
ratios of up to 2 or more. However, at these high
values the paste itself is extremely fluid, and it is
very difficult to achieve a homogeneous, cohesive
concrete without significant segregation. In practice
water:cement ratios in excess of 1 are rarely used.
Figure 21.9 shows a recent set of results obtained
with CEM T 42.5N Portland cement, where good
compaction was achieved in laboratory conditions
at water:cement ratios down to 0.33. This gives a
good idea of typical concrete performance, but we
must add our normal proviso that the use of other
constituent materials (cement source, aggregate type
etc.) will give different strength levels.

We will be discussing examples of achieving
strengths significantly higher than those in Fig. 21.9
in Chapter 25, when we consider high-performance
concrete.

21.2.3 AGE

The degree of hydration increases with age, leading
to the effect of age on strength apparent from
Fig. 21.9. As discussed in Chapter 13, the rate of
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hydration depends on the cement composition and
fineness and so both of these will affect the rate of
gain of strength. This is taken into account in the
classification of cement described in Chapter 13.
The strength at 28 days is often used to charac-
terise the concrete for design, specification and com-
pliance purposes, probably because it was originally
thought to be a reasonable indication of the long-
term strength without having to wait too long for
test results. However strengths at other ages will often
be important, for example during construction and
when assessing long-term performance. Eurocode 2
(BS EN 1992) gives the following relationships for
estimating the strength at any age from the 28-day
strength for concrete kept at 20°C and high humidity:

f(2) = B(2)./(28) (21.7)

where f.(¢) is the strength at age ¢ days, f.(28) is the
28-day strength and:

B(t) = exp(s[1 — (28/1)]) (21.8)

where s is a coefficient depending on the cement
strength class:

s = 0.2 for CEM 42.5R, 52.5N and 52.5R
s =0.25 for CEM 32.5R and 42.5N
s =0.38 for CEM 32.5N

These equations have been used to produce the
relationships shown in Fig. 21.10. Depending on
the strength class the 3-day strength is between 40
and 65% of the 28-day strength and the 7-day



120 -

100 4 CEM 42.5R, 52.5N and 52.5R

CEM 32.5R, 42.5N
CEM 32.5N

80

60

40

Compressive strength
(% 28-day strength)

20

1 10 100
Age (days)

Fig. 21.10 Effect of cement class on rate of gain of
strength of concrete (from Eurocode 2 (BS EN 1992)
relationships).

strength between 60 and 80% of the 28-day strength.
This figure also shows that:

e the strength gain continues well beyond 28 days.
As discussed in Chapter 13, the hydration reac-
tions are never complete and, in the presence of
moisture, concrete will in fact continue to gain
strength for many years, although, of course,
the rate of increase after such times will be very
small

¢ the long-term strength beyond 28 days is higher
with cements that give lower short-term strength.
This is because the microstructure is more efficiently
formed at slower rates of hydration; in other
words, if you can afford to wait long enough,
then the final result will be better.

21.2.4 TEMPERATURE

As we discussed in Chapter 19, a higher temperature
maintained throughout the life of a concrete will
result in higher short-term strengths but lower long-
term strengths, a similar effect to that just described
for cement class. As also discussed, an early age
heating—cooling cycle from heat of hydration effects
can lead to lower long-term strength, but the effect
can be reduced or even eliminated by the incorpor-
ation of fly ash or ground granulated blast furnace
slag. We shall discuss the effect of transient high
temperatures when considering the durability of
concrete in fire in Chapter 24.

21.2.5 HUMIDITY

The necessity of a humid environment for adequate
curing has already been discussed; for this reason
concrete stored in water will achieve a higher
strength than if cured in air for some or all of its
life, as shown in Fig. 21.11. Also, specimens cured
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Fig. 21.11 The influence of curing conditions on the
development of concrete strength (from Portland
Cement Association, 1968).

in water will show a significant increase in strength
(5% or more) if allowed to dry out for a few hours
before testing.

21.2.6 AGGREGATE PROPERTIES, SIZE AND
VOLUME CONCENTRATION

As discussed above, for normal aggregate it is the
strength of the paste—aggregate bond or transition
zone that has a dominant effect on concrete strength;
the aggregate strength itself is generally significant
only in very-high-strength concrete or with the
relatively weaker lightweight aggregates. Tests
have shown that with some carbonate and siliceous
aggregates there is evidence that the structure and
chemistry of the transition zone are influenced by
the aggregate mineralogy and surface texture; for
example limestone aggregates give excellent bond
(Struble et al., 1980). Crushed rocks tend to have
rougher surfaces which, together with the increased
mechanical interlocking of the angular aggregate
particles, means that concretes made with crushed
rocks are typically some 15-20% stronger than
those made with uncrushed gravels, provided all
other mix proportions are the same. Figure 21.12
shows the range of strengths that are obtained from
some cements and aggregates used in the UK, from
which the effect of aggregate type is apparent.
The use of a larger maximum aggregate size
reduces the concrete’s strength, again provided all
other mix proportions are the same. The reduction
is relatively small — about 5% - with an increase
in aggregate size from 5 to 20 mm at normal
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concrete strengths, but greater reductions (up to
20%) are obtained at higher strength and with
larger aggregate particle sizes. Larger aggregates
have a lower overall surface area with a weaker
transition zone, and this has a more critical effect
on the concrete’s strength at lower water:cement
ratios. In fresh concrete, the decreased surface area
with increased aggregate size leads to increased con-
sistence for the same mix proportions, and therefore
for mix design at constant consistence the water
content can be reduced and a compensating increase
in strength obtained.

Increasing the volumetric proportion of aggregate
in the mix will, at a constant water:cement ratio,
produce a relatively small increase in concrete
strength (typically a 50% increase in aggregate con-
tent may result in a 10% increase in strength). This
has been attributed, at least in part, to the increase
in aggregate concentration producing a greater
number of secondary cracks prior to failure, which
require greater energy, i.e. higher stress, to reach
fracture. This effect is only valid if the paste content
remains high enough to at least fill the voids in the
coarse/fine aggregate system, thereby allowing com-
plete consolidation of the concrete. This therefore
imposes a maximum limit to the aggregate content
for practical concretes.

21.3 Strength of concrete
containing additions

We discussed the nature, composition and behaviour
of additions in Chapter 15, and in particular we

156

described the pozzolanic or secondary reactions of
four Type 2 additions — fly ash, ggbs, microsilica
and metakaolin — that lead to the formation of
further calcium silicate hydrates. When each addi-
tion is used within its overall dosage limitation
(section 15.3), the general effect is an increase in
long-term strength compared to the equivalent Port-
land cement mix (i.e. with the two mixes being
compared differing only in the binder composition).
This is owing to a combination of:

e better packing of the particles in the fresh state,
leading to an overall reduced porosity of the hard-
ened cement paste after hydration

e preferential enhancement of the transition zone
which, as we have seen, is of higher porosity
and is rich in portlandite and is therefore a prime
target for the secondary reactions.

Not surprisingly, the strength of mixes containing
additions does take some time to reach and overtake
that of the equivalent Portland cement mix. As an
example, Fig. 21.13 shows the strength gain of
mixes with binders of up to 60% fly ash compared
to that of a mix with 100% Portland cement. With
20% fly ash the strength exceeds that of the 100%
PC mix after about 3 months; with 40% fly ash the
‘cross-over’ is some months later; and with 60% fly
ash it appears never to reach the strength of the PC
mix. In this last case there is insufficient calcium
hydroxide produced by the cement, even after com-
plete hydration, to react with all the silica in the
fly ash.

Figure 21.14 is a schematic that illustrates the gen-
eral strength-gain behaviour of mixes with all the
four Type 2 additions previously considered when
each is used within its normal dosage limitation.
The ‘cross-over’ point for microsilica mixes is very
early, sometimes within a day; metakaolin mixes
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Fig. 21.13 Strength gain of concrete containing fly ash
(from data in Neville, 1995).
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Fig. 21.14 Schematic of typical strength gain
characteristics of concrete containing Type 2 additions.

take a few days, ggbs mixes days or weeks, and pfa
mixes weeks or months. The reasons for the dif-
ferent rates of strength gain with the four different
materials lie in their characteristics (as given in
Chapter 15), which can be summarised as:

e the extremely fine particles, which act as nucle-
ation sites for hydrate deposition, and very high
active silica content of the microsilica result in
the strength quickly overtaking that of the equi-
valent Portland cement mix

e metakaolin is somewhat coarser so it is a little
slower to react, but it contains a high active silica
content and is therefore not far behind the micro-
silica mixes

e gobs and fly ash have similar particle sizes to
Portland cement, but ggbs also contains its own
calcium oxide, which contributes to the secondary
reactions and so it is more than just a pozzolanic
material.

If the slower rate of gain of strength is a problem
during construction, mixes can of course be modified
accordingly, e.g. by using plasticisers to maintain
workability at a reduced water:cement ratio.

It is however difficult to do more than generalise
on the timescales and magnitude of the strength
characteristics, for two reasons:

e The vast amount of published information on
the properties of concrete containing additions
shows that with each one there is a wide range
of performance (not just of strength, but also
of all other properties), owing mainly to the dif-
ferences in physical and chemical composition of
both the addition and the Portland cement in the
various test programmes.
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e Fach set of tests will have been designed for a dif-
ferent purpose and therefore will have a different
set of variables, such as changing the water content
to obtain equal workability or equal 28-day strength,
and therefore it is often difficult to compare like
with like (indeed, this a problem facing students
in nearly all areas of concrete technology).

The contribution of the addition to strength is
often expressed in terms of an activity coefficient
or cementing efficiency factor (k), which is a mea-
sure of the relative contribution of the addition to
strength compared to an equivalent weight of Port-
land cement. This means that if the amount of the
addition is x kg/m?, then this is equivalent to kx
kg/m® of cement, and the concrete strength is that
which would be achieved with a cement content of
¢ + kx, where ¢ is the amount of cement.

If k is greater than 1, then the addition is more
active than the cement, and if less than 1, it is less
active. Its value will clearly increase with the age of
the concrete, and will also vary with the amount of
addition and other mix proportions. For 28-day-old
concrete and proportions of the addition within
the overall limits of Fig. 21.14, values of 3 for
microsilica, 1 for ggbs and 0.4 for fly ash have been
proposed (Sedran et al., 1996), although again, a
considerable range of values has been suggested by
different authors. The cementing efficiency factor
approach is useful in mix design, as will be discussed
in Chapter 22.

21.4 Cracking and fracture
in concrete

21.4.1 DEVELOPMENT OF MICROCRACKING

As we discussed in Chapter 20, the non-linear
stress—strain behaviour of concrete in compression
is largely due to the increasing contribution of micro-
cracking to the strain with increasing load. Four

stages of cracking behaviour have been identified
(Glucklich, 1965):

e Stage 1, up to about 30% maximum stress. The
pre-existing transition-zone cracks remain stable,
and the stress—strain curve remains approximately
linear.

e Stage 2, about 30-50% maximum stress. The
cracks begin to increase in length, width and
number, causing non-linearity, but are still stable
and confined to the transition zone.

e Stage 3, about 50-75% maximum stress. The cracks
start to spread into the matrix and become un-
stable, resulting in further deviation from linearity.
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Fig. 21.15 Stress—strain bebaviour of concrete under
compressive loading (after Newman, 1966).

e Stage 4, above about 75% ultimate stress. Spon-
taneous and unstable crack growth becomes increa-
singly frequent, leading to very high strains. Also
at this stage the excessive cracking results in the
lateral strains increasing at a faster rate than the

axial strains, resulting in an overall increase in
volume (Fig. 21.15).

Complete breakdown, however, does not occur
until strains significantly higher than those at maxi-
mum load are reached. Fig. 21.16 shows stress—
strain curves from strain-controlled tests on paste,
mortar and concrete. The curve for HCP has a small
descending branch after maximum stress; with the
mortar it is more distinct, but with the concrete
it is very lengthy. During the descending region,
excess cracking and slip at the paste-aggregate
interface occur before the cracking through the
HCP is sufficiently well developed to cause complete
failure.

21.4.2 CREEP RUPTURE

We discussed in Chapter 20 the contribution of
microcracking to creep. This increases with stress
level to the extent that if a stress sufficiently close
to the short-term ultimate is maintained then failure
will eventually occur, a process known as creep
rupture (see Chapter 2, section 2.7). There is often
an acceleration in creep rate shortly before rupture.
The behaviour can be shown by stress—strain rela-
tionships plotted at successive times after loading,
giving an ultimate strain envelope, as shown for
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Fig. 21.16 Typical stress—strain characteristics of
aggregate, hardened cement paste, mortar and concrete
under compressive loading (after Swamy and
Kameswara Rao, 1973).

compressive and tensile loading in Fig. 21.17a and
Fig. 21.17b, respectively. The limiting stress below
which creep rupture will not occur is about 70%
of the short-term maximum for both compression
and tension.

21.4.3 THE FRACTURE MECHANICS
APPROACH

Griffith’s theory for the fracture of materials and
its consequent development into fracture mechanics
were described in general terms in Chapter 4. Not
surprisingly, there have been a number of studies
attempting to apply linear fracture mechanics to
concrete, with variable results; some of the difficul-
ties encountered have been:

1. Failure in compression, and to a lesser extent in
tension, is controlled by the interaction of many
cracks, rather than by the propagation of a
single crack.

2. Cracks in cement paste or concrete do not pro-
pagate in straight lines, but follow tortuous
paths around cement grains, aggregate particles
etc., which both distort and blunt the cracks
(Fig. 21.6).

3. The measured values of fracture toughness are
heavily dependent on the size of the test specimen,
and so could not strictly be considered as a funda-
mental material property.

4. Concrete is a composite made up of cement paste,
the transition zone and the aggregate, and each
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has its own fracture toughness (K,), each of
which is difficult to measure.

Despite these difficulties, K, values for cement paste
have been estimated as lying in the range 0.1 to
0.5 MN/m*?, and for concrete between about 0.45
and 1.40 MN/m** (Mindess and Young, 1981). K
for the transition zone seems to be smaller, about
0.1 MN/m*?, confirming the critical nature of this
zone. Comparison of these values with those for other
materials given in Table 61.1 shows the brittle
nature of concrete.

21.5 Strength under multiaxial
loading

So far in this chapter our discussions on compressive
strength have been concerned with the effects of
uniaxial loading, i.e. where o, (or o) is finite, and
the orthogonal stresses o, (or 6,) and o; (or G,)
are both zero. In many, perhaps most, structural
situations concrete will be subject to a multiaxial
stress state (i.e. 6, and/or G5 as well as G, are finite).
This can result in considerable modifications to the
failure stresses, primarily by influencing the cracking
pattern.

A typical failure envelope under biaxial stress (i.e.
65 =0) is shown in Fig. 21.18, in which the applied
stresses, 0, and G,, are plotted non-dimensionally
as proportions of the uniaxial compressive strength,
o.. Firstly, it can be seen that concretes of different

strengths behave very similarly when plotted on this
basis. Not surprisingly, the lowest strengths in each
case are obtained in the tension—tension quadrant.
The effect of combined tension and compression is
to reduce considerably the compressive stress needed
for failure even if the tensile stress is significantly
less than the uniaxial tensile strength. The cracking
pattern over most of this region (Type 1 in Fig. 21.18)
is a single tensile crack, indicating that the failure
criterion is one of maximum tensile strain, with
the tensile stress enhancing the lateral tensile strain
from the compressive stress. In the region of near
uniaxial compressive stress, i.e. close to the compres-
sive stress axes, the crackmg pattern (Type 2) is
essentially the same as that in the central region of
the cylinder shown in Fig. 21.1b, i.e. the cracks form
all around the specimen approximately parallel to the
compressive load. In the compression—compression
quadrant, the cracking pattern (Type 3) becomes
more regular, with the cracks forming in the plane
of the applied loads, splitting the specimen into slabs.
Under equal biaxial compressive stresses, the failure
stress is somewhat larger than the uniaxial strength.
Both Type 2 and Type 3 crack patterns also indicate
a limiting tensile strain failure criterion, in the direc-
tion perpendicular to the compressive stress(es).
With triaxial stresses, if all three stresses are
compressive then the lateral stresses (6, and o;) act
in opposition to the lateral tensile strain produced
by ©,. This in effect confines the specimen, and
results in increased values of o, being required for
failure, as illustrated in Fig. 21.19 for the case of
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Line of equal
biaxial stress

Type 3
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Fig. 21.18 Failure envelopes and typical fracture patterns for concrete under biaxial stress 6, and G, relative to

uniaxial stress o, (after Kupfer et al., 1969; Vile, 1965).

100 4
80 /

G, or 65 (MPa)

Fig. 21.19 The effect of lateral confining stress (G,, G;)
on the axial compressive strength (G,) of concretes of
two different strengths (from FIP/CEB, 1990).

uniform confining stress (i.e. 6, = G3); the axial
strength (Gyui) can be related to the lateral stress by
the expression:

Gy = 0. + Ko, (or 63) (21.9)

where K has been found to vary between about 2
and 4.5.

In describing strength tests in Section 21.1.1, we
said that when a compressive stress is applied to a
specimen by the steel platen of a test machine, the
lateral (Poisson effect) strains induce restraint forces
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in the concrete near the platen owing to the mismatch
in elastic modulus between the concrete and the
steel. This is therefore a particular case of triaxial
stress, and the cause of the higher strength of cubes
compared to longer specimens such as cylinders.
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Chapter 22

Concrete mix design

Mix design is the process of selecting the proportions
of cement, water, fine and coarse aggregates and, if
they are to be used, additions and admixtures to pro-
duce an economical concrete mix with the required
fresh and hardened properties. It is often, perhaps
justifiably, referred to as ‘mix proportioning’ rather
than ‘mix design’. The cement and other binder con-
stituents are usually the most expensive component(s),
and ‘economical’ usually means keeping its/their
content as low as possible, without, of course,
compromising the resulting properties. There may be
other advantages, such as reduced heat of hydration
(Chapter 19), drying shrinkage or creep (Chapter 20).

22.1 The mix design process

Figure 22.1 shows the stages in the complete mix
design process; we will discuss each of these in
turn.

22.1.1 SPECIFIED CONCRETE PROPERTIES

The required hardened properties of the concrete
result from the structural design process, and are
therefore provided to the mix designer. Strength
is normally specified in terms of a characteristic
strength (see section 2.9) at a given age. In Europe
there are a discrete number of strength classes that

Specified concrete properties
e.g. strength, workability, durability

Constituent material properties
e.g. aggregate size and grading,

M

cement type, admixtures

| Initial estimate of mix proportions |

v

Laboratory trial mix

v

R

Compare measured and
specified properties

Adjust mix
proportions

e

¥ A

[ Satisfactory ] [ Not satisfactory ]7

v

Full-scale trial mix

Adjust mix
proportions

A

PR

[ Satisfactory ] [ Not satisfactory ]4

Fig. 22.1 The mix design process.
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can be specified (BS EN 206); for normal-weight
concrete these are:

C8/10, C12/15, C16/20, C20/25, C25/30,
C30/37, C35/45, C40/50, C45/55, C50/60,
C55/67, C60/75, C70/85, C80/95, C90/105
and C100/115

In each case the first number of the pair is the
required minimum characteristic cylinder strength
and the second number the required minimum
characteristic cube strength. This reflects the dif-
ferent methods of measuring the compressive
strength in different countries within Europe with,
as described in the preceding chapter, the latter
giving a higher value than the former for the same
concrete.

Durability requirements, to be discussed in Chapter
24, may impose an additional limit on some mix
proportions e.g. a minimum cement content or
maximum water:cement ratio, or demand the use
of an air-entraining agent or a particular aggregate
type.

The choice of consistence will depend on the
methods selected for transporting, handling and
placing the concrete (e.g. pump, skip etc.), the size
of the section to be filled and the congestion of the
reinforcement. Table 22.1 shows the consistence
classes in the European standard for each of the
single-point test methods described in Chapter 18.
The consistence must clearly be sufficient at the
point of placing, which in the case of ready-mixed
concrete transported by road to site, may be some
time after mixing.

22.1.2 CONSTITUENT MATERIAL PROPERTIES

As a minimum, the fine and coarse aggregate
size, type and grading and the cement type must be
known. The relative density of the aggregates, the
cement composition, and details of any additions
and admixtures that are to be used or considered
may also be needed.

Concrete mix design

22.1.3 INITIAL ESTIMATE OF MIX PROPORTIONS

An initial best estimate of the mix proportions
that will give concrete with the required properties
is then made. In this, as much use as possible is
made of previous results from concrete made with
the same or similar constituent materials. In some
cases, for example in producing a new mix from
an established concrete production facility, the
behaviour of the materials will be well known. In
other circumstances there will be no such knowl-
edge, and typical behaviour such as that given in
the preceding few chapters will have to be used.

There are a considerable number of step-by-step
methods of varying complexity that can be used to
produce this ‘best estimate’. Many countries have
their own preferred method or methods and, as an
example, we will describe a current UK method
below. Whichever method is used, it is important
to recognise that the result is only a best estimate,
perhaps even only a good guess; because the con-
stituent materials will not be exactly as assumed
and their interaction cannot be predicted with
any great certainty, the concrete is unlikely to meet
the requirements precisely, and some testing will
be required.

22.1.4 LABORATORY TRIAL MIXES

The first stage of the testing to verify the mix prop-
erties is normally a trial mix on a small scale in a
laboratory. The test results will often show that the
required properties have not been obtained with
sufficient accuracy and so some adjustment to the
mix portions will be necessary e.g. a decrease in
the water:cement ratio if the strength is too low. A
second trial mix with the revised mix proportions
is then carried out, and the process is repeated
until a mix satisfactory in all respects is obtained.

22.1.5 FULL-SCALE TRIAL MIXES

Laboratory trials do not provide the complete an-
swer. The full-scale production procedures will not

Table 22.1 Consistence classes for fresh concrete from BS EN 206

Class  Slump (mm) Class  Vebe time (secs) Class  Degree of compactability — Class  Flow diameter (mm)
S1 10-40 Vo >31 Co 1.46 F1 340
S2 50-90 Vi 30-21 C1 1.45-1.26 F2 350-410
S3 100-150 V2 20-11 C2 1.25-1.11 F3 420-480
S4 160-210 V3 10-6 C3 1.10-1.04 F4 490-550
S5 >220 V4 5-3 C4 <1.04 F5 560-620
F6 >630
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be exactly the same as those in the laboratory, and
this may cause differences in the properties of the
concrete. Complete confidence in the mix can there-
fore only be obtained with further trials at full scale,
again with adjustments to the mix proportions and
re-testing if necessary.

22.2 The UK method of 'Design
of normal concrete mixes'
(BRE 1997)

This method of mix design provides a good ex-
ample of the process of making an initial estimate
of the mix proportions. It has the advantage of
being relatively straightforward and producing
reasonable results with the materials most commonly
available in the UK. It should be emphasised that
it is not necessarily the ‘best’ method available
worldwide, and that it may not give such good
results with other materials.

The main part of the method is concerned with
the design of mixes incorporating Portland cement,
water and normal-density coarse and fine aggregates
only, and with characteristic cube strengths of up
to about 70 MPa (since it is a UK method, all the
strengths referred to are cube strengths). It encom-
passes both crushed and uncrushed coarse aggregate.
The steps involved can be summarised as follows.

22.2.1 TARGET MEAN STRENGTH

As described in Chapter 2, the specified charac-
teristic strength is a lower limit of strength to be
used in structural design. As with all materials,

concrete has an inherent variability in strength, and
an average cube compressive strength (or target
mean strength) somewhat above the characteristic
strength is therefore required. The difference be-
tween the characteristic and target mean strength
is called the margin; a 5% failure rate is normally
chosen for concrete, and the margin should therefore
be 1.64 times the standard deviation of the strength
test results (Table 2.1).

This means that a knowledge of the standard
deviation is required. For an existing concrete
production facility this will be known from previous
tests. Where limited or no data are available, this
should be taken as 8 MPa for characteristic strengths
above 20 MPa, and pro rata for strengths below
this. When production is under way, this can be
reduced if justified by sufficient test results (20 or
more), but not to below 4 MPa for characteristic
strengths above 20 MPa, and pro rata for strengths
below this. The advantage of reducing the variabil-
ity by good practice is clear.

22.2.2 FREE WATER:CEMENT RATIO

For a particular cement and aggregate type, the
concrete strength at a given age is assumed to
be governed by the free water:cement ratio only.
The first step is to obtain a value of strength at
a water:cement ratio of 0.5 from Fig. 22.2 for the
relevant age/aggregate type/cement type combination
(note: this figure has been produced from tabulated
data in the method document). This value is then
plotted on the vertical line in Fig. 22.3 to give a
starting point for a line that is constructed parallel
to the curves shown. The point of intersection of
this line with the horizontal line of the required
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52.5R cement
Uncrushed aggregate
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Fig. 22.2 Compressive strength vs. age for concrete with a water:cement ratio of 0.5 (after BRE, 1997).
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Fig. 22.4 Slump vs. free water content of concrete (after BRE, 1997).

target mean strength then gives the required free
water:cement ratio. The ranges of the axes in Fig. 22.3
indicate the limits of validity of the method.

22.2.3 FREE WATER CONTENT

It is now assumed that, for a given coarse aggregate
type and maximum size, the concrete consistence is
governed by the free water content only. The con-
sistence can be specified in terms of either slump or
Vebe time (see Chapter 18), although slump is by

far the most commonly used. Figure 22.4 is a graph
of data for slump, again produced from tabulated
data in the method document, from which the free
water content for the appropriate aggregate can be
obtained.

22.2.4 CEMENT CONTENT

This is a simple calculation from the values of the
free water:cement ratio and free water content just
calculated.
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Fig. 22.5 Wet density of fully compacted concrete vs. free water content (copyright BRE, reproduced with

permission).

22.2.5 TOTAL AGGREGATE CONTENT

An estimate of the density of the concrete is now
required. This is obtained from Fig. 22.5, using
known or assumed values of the relative density of
the aggregates. A weighted mean value is used if
the specific gravities of the coarse and fine aggregate
are different. Subtraction of the free water content
and cement content from this density gives the total
aggregate content per m’,

22.2.6 FINE AND COARSE AGGREGATE
CONTENT

The estimated value of the proportion of fine aggre-
gate in the total aggregate depends on the maximum
size of the aggregate, the concrete consistence, the
grading of fine aggregate (specifically the amount
passing a 600-micron sieve) and the free water:cement
ratio. Fig. 22.6 shows the relevant graph for obtain-
ing this proportion for a maximum aggregate size
of 20 mm and slump in the range 60-180 mm.
Sufficient fine aggregate must be incorporated to
produce a cohesive mix that is not prone to segre-
gation, and Fig. 22.6 shows that increasing quan-
tities are required with increasing water:cement ratio
and if the aggregate itself is coarser. The mix design
document also gives equivalent graphs for lower
slump ranges and 10 and 40 mm coarse aggregate;
less fine aggregate is required for lower slumps,
between 5 and 15% more fine aggregate is required
with 10 mm aggregate, and between 5 and 10%
less with 40 mm aggregate.

The fine and coarse aggregate content is now
calculated by simple arithmetic, and the amounts
(in kg/m®) of free water, cement, coarse and fine
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Fig. 22.6 Proportions of fine aggregate according to
percentage passing 600-um sieve (for 60-180 mm
slump and 20 mm max coarse aggregate size)
(copyright BRE, reproduced with permission).

aggregates for the laboratory trial mix have now
all been obtained.

It is important to note the simplifying assumptions
used in the various stages. These make the method
somewhat simpler than some other alternatives, but
highlight the importance of trial mixes and sub-
sequent refinements.



22.3 Mix design with additions

As we have seen, additions affect both the fresh and
hardened properties of concrete, and it is often dif-
ficult to predict their interaction with the Portland
cement with any confidence. The mix design process
for concretes including additions is therefore more
complex and, again, trial mixes are essential.

The mix design method described above (BRE
1997) includes modifications for mixes contain-
ing good-quality low-lime fly ash or ggbs. With
fly ash:

e the amount, expressed as a proportion of the
total binder, first needs to be selected, for ex-
ample for heat output, durability or economic
reasons, subject to a maximum of 40%

e the increase in workability is such that the water
content obtained from Fig. 22.4 can be reduced
by 3% for each 10% fly ash substitution of the
cement

e the effect upon the strength is allowed for by the
use of a cementing efficiency factor, k, which we
discussed in Chapter 21. This converts the amount
of fly ash to an equivalent amount of cement.
The total equivalent cement content is then C +
kF, where C = Portland cement content and F =
fly ash content. The value of k varies with the
type of ash and Portland cement and with the
age of the concrete, but a value of 0.30 is taken
for 28-day strength with a class 42.5 Portland
cement. Thus, if W = water content, a value of
the equivalent water:cement ratio — W/(C + kF)
— is obtained from Fig. 22.3

¢ subsequent calculations follow using C + F when
the total binder content is required.

With ggbs:

e Again the amount as a proportion of the binder
is first chosen, with values of up to 90% being
suitable for some purposes.

Concrete mix design

e The improvements in workability are such that
the water content derived from Fig. 22.4 can be
reduced by about 5 kg/m?.

e The cementing efficiency factor approach used
for fly ash is more difficult to apply as the value
of k is dependent on more factors, including the
water:equivalent cement ratio, and for 28-day
strengths it can vary from about 0.4 to over 1.0. It
is assumed that for ggbs contents of up to 40% there
is no change in the strength, i.e. £ = 1, but for higher
proportions information should be obtained from
the cement manufacturer or the ggbs supplier.

22.4 Design of mixes containing
admixtures

22.4.1 MIXES WITH PLASTICISERS

As we have seen in Chapter 15, plasticisers increase
the fluidity or consistence of concrete. This leads to
three methods of use:

1. To provide an increase in consistence, by direct
addition of the plasticiser with no other changes
to the mix proportions.

2. To give an increase in strength at the same
consistence, by allowing the water content to
be reduced, with consequent reduction in the
water:cement ratio.

3. To give a reduction in cement content for the
same strength and consistence, by coupling the
reduction in water content with a corresponding
reduction in cement content to maintain the
water:cement ratio.

Methods (1) and (2) change the properties of the
concrete, and method (3) will normally result in a
cost saving, as the admixture costs much less than
the amount of cement saved.

Table 22.2 gives typical figures for these effects
on an average-strength concrete mix with a typical

Table 22.2 Methods of using a plasticiser in average-quality concrete (using typical data from

admixture suppliers)

Cement Water:cement Plasticiser dose Slump 28-day
Mix (kg/m®) Water ratio (% by weight of cement) (mm) strength (MPa)
Control 325 179 0.55 0 75 39
1 325 179 0.55 0.3 135 39.5
2 325 163 0.5 0.3 75 45
3 295 163 0.55 0.3 75 39

*‘standard’ dose.
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lignosulphonate-based plasticiser. The figures have
been obtained using data provided by an admixture
supplier. The admixture amount is a ‘standard’ dose.
The important changes are, respectively:

® mix 1: an increase in slump from 75 to 135 mm
® mix 2: an increase in strength from 39 to 45 MPa
* mix 3: a reduction in cement content of 30 kg/m’.

Plasticisers can have some effect on setting times,
but mechanical properties and durability at later
ages appear largely unaffected, and are similar to
those expected for a plain concrete of the same
water:cement ratio, with two relatively minor
exceptions:

1. There is some evidence of a slight increase
in 28-day strength, attributed to the dispersion
of the particles causing an increased surface
area of cement being exposed to the mix water
(Hewlett, 1988).

2. Some plasticisers entrain about 1-2% air because
they lower the surface tension of the mix water.
This will reduce the density and strength of the
concrete.

22.4.2 MIXES WITH SUPERPLASTICISERS

For the reasons explained in Chapter 14, it is very
difficult to generalise about the effects and uses
of superplasticisers other than to say that they can
produce greater increases in consistence and/or
strength and/or greater reductions in cement content
than plasticisers. They are more expensive than
plasticisers, and therefore the economic advantages
of cement reduction may not be as great. Suppliers
will provide information on each specific product
or formulation, but a mix designer must ensure
compatibility with the proposed binder. This can
often be judged by tests on paste or mortar in
advance of trial mixes on concrete (Aitcin et al., 1994).
Superplasticisers enable a much greater range of con-
crete types to be produced than with plasticisers e.g.
high workability flowing concrete, self-compacting
mixes and high-strength mixes with low water:cement
ratios. These will be discussed in Chapter 235.

22.4.3 MIXES WITH AIR-ENTRAINING AGENTS
As discussed in Chapters 15 and 24, air entrainment
is used to increase the resistance of concrete to
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freeze-thaw damage, but the entrained air increases
the consistence and reduces the subsequent strength.
The method of mix design described above (BRE
1997) includes the following modifications to allow
for these effects if the specified air content is within
the normal range of 3-7% by volume:

o It is assumed that the strength is reduced by 5.5%
for each 1% of air; the target mean strength is
therefore increased by the appropriate amount.

e The slump is reduced by a factor of about two
for the selection of water content from Fig. 22.4.

e The concrete density obtained from Fig. 22.5 is
reduced by the appropriate amount.

22.5 Other mix design methods

The BRE mix design method described in this
chapter is probably the most commonly used simple
method in the UK. Methods used in other countries
depend on similar principles but differ in their step-
wise progression. The American Concrete Institute
method is a good example (ACL, 2009). A number
of more sophisticated computer-based methods have
also been developed. Three of these have been
described in Day (2006), de Larrard (1999) and
Dewar (1999).
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There are a wide variety of methods and techniques
available for the non-destructive testing of structural
concrete, which can be broadly divided into those
that assess the concrete itself, and those which are
concerned with locating and determining the con-
dition of the steel embedded in it. We are going
to describe three well-established tests for concrete
that are strictly non-destructive, more briefly discuss
others that involve some minor damage to the con-
crete — the so-called partially destructive tests — and
then list and briefly comment on some other meth-
ods. We do not have space to consider tests to assess
the location and condition of reinforcing and pre-
stressing steel, important though these are. Some
texts describing these and other tests on concrete
are included in ‘Further reading’ at the end of this
part of the book.

Non-destructive testing of concrete is used for
two main purposes:

1. In laboratory studies, where it is particularly use-
ful for repeated testing of the same specimen to
determine the change of properties with time,
for example to provide information on degra-
dation in different environments.

2. In in-situ concrete, to assess:

e strength development, where this is critical for
the construction sequence

e compliance with specifications, particularly
where the concrete has underperformed or
been deemed ‘unfit for purpose’

e the residual strength after damage, e.g. by fire
or overload

e the cause of degradation or deterioration, often
long term, associated with the durability issues
that will be discussed in Chapter 24

e strength when a change of use is proposed.

Two of the tests that we will describe, the rebound
hammer and ultrasonic pulse velocity, are commonly

Chapter 23

Non-destructive
testing of hardened
concrete

used for both these purposes; the third, the resonant
frequency test, can only be used on prepared
specimens in the laboratory.

An estimation of the strength of concrete is often
required, and therefore the degree of correlation of
the non-destructive test measurement(s) with strength
is important, and will be discussed in each case. It
will be apparent that a single non-destructive test
rarely gives a single definitive answer, and engineer-
ing judgement is required in interpreting the results.
Nevertheless, the usefulness of such tests will
become apparent.

23.1 Surface hardness - rebound
(or Schmidt) hammer test

This is perhaps the simplest of the commonly avail-
able tests, and can be used on laboratory specimens
or on in-situ concrete. Its use in Europe is covered
by BS EN 12504-2. The apparatus is contained in
a hand-held cylindrical tube, and consists of a
spring-loaded mass that is fired with a constant
energy against a plunger held against the surface of
the concrete (Fig. 23.1). The amount of rebound of
the mass expressed as the percentage of the initial
extension of the spring is shown by the position of
a rider on a graduated scale, and recorded as the
rebound number. Less energy is absorbed by a
harder surface, and so the rebound number is higher.
A smooth concrete surface is required, but even
then there is considerable local variation due to
the presence of coarse aggregate particles (giving
an abnormally high rebound number) or a void
(giving a low number) just below the surface, and
therefore a number of readings must be taken and
averaged. Typical recommendations are for at least
nine readings over an area of 300 mm?* no two
readings being taken within 25 mm of each other
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Fig. 23.1 A typical rebound hammer (after Bungey et al., 2006).

or from an edge. Also, the concrete being tested
must be part of an unyielding mass; laboratory
specimens such as cubes should therefore be held
under a stress of about 7 MPa in a compression-
testing machine.

The test clearly only measures the properties of
the surface zone of the concrete, to a depth of about
25-30 mm. Although the hardness of the concrete
cannot in principle be directly related to any other
single property, calibrations tests produce empirical
correlations with strength that depend on:

e the aggregate type

¢ the moisture condition of the surface

¢ the angle of the hammer with the vertical, which
will vary since the test must be carried out
with the plunger normal to the surface of the
concrete.

There is therefore no single universal correlation.
Figure 23.2 shows the relationship between rebound
number and strength obtained by students at UCL
in laboratory classes over several years. The degree
of scatter is somewhat higher than that reported by
other workers, the most likely explanation being
the inexperience of the operatives. Even with more
skilful operatives, strength cannot be predicted with
great certainty, but the test is very simple and con-
venient, and so is often used as a first step in an
investigation of in-situ concrete, for example to
assess uniformity or to compare areas of known
good quality and suspect concrete.
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Fig. 23.2 Relation between strength of concrete and
rebound test results (UCL data).

23.2 Ultrasonic pulse velocity
(upv) test

This is an extremely versatile and popular test for
both in-situ and laboratory use. Its use in Europe
is covered by BS EN 12504-4. The test procedure
involves measuring the time taken for an ultrasonic
pulse to travel through a known distance in the
concrete, from which the velocity is calculated. The
ultrasonic signal is generated by a piezo-electric
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Fig. 23.3 Measurement of ultrasonic pulse velocity in
concrete.

crystal housed in a transducer, which transforms
an electric pulse into a mechanical wave. The pulse
is detected by a second similar transducer, which
converts it back to an electrical pulse, and the time
taken to travel between the two transducers is
measured and displayed by the instrumentation.
Various test arrangements, illustrated in Fig. 23.3,
are possible. Efficient acoustic coupling between
the transducers and the concrete is essential, and
is usually obtained by a thin layer of grease.
The pulse velocity is independent of the pulse fre-
quency, but for concrete fairly low frequencies in
the range 20-150 kHz (most commonly 54 kHz)
are used to give a strong signal that is capable
of passing through several metres of concrete.
Transducers that produce longitudinal waves are
normally used, although shear wave transducers
are available.

The velocity (V) of the longitudinal ultrasonic
pulse depends on the material’s dynamic elastic
modulus (E,), Poisson’s ratio (v) and density (p):

~ Ey(1—-v)
V= p(1 + Vv)(1 = 2v) (23.1)

Hence the upv is related to the elastic properties of
the concrete. As with E, it can be correlated empir-
ically with strength, but with similar limitations of
dependence on constituent materials and — as with
the rebound hammer — moisture conditions, pulse
velocity being up to 5% higher for the same concrete
in a dry compared with a saturated state. Figure 23.4
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Fig. 23.4 Relation between strength and ultrasonic
pulse velocity of concrete (UCL data).

shows UCL students’ data obtained on cubes tested
in a moist condition. The relation is clearly non-
linear, which is to be expected since upv is related
to the dynamic modulus, but shows a greater degree
of scatter than the strength/E, relationship in
Fig. 23.7. Two factors contribute to this; first the
upv test requires a little more skill than the resonant
frequency test, e.g. in ensuring good acoustic coupling
between the transducer and the concrete. Second,
the results were obtained on 100 mm cubes, and
therefore a smaller and inherently more variable
volume of concrete was being tested. Both these
factors should be borne in mind when interpreting
any non-destructive test data.

The ultrasonic pulse travels through both the
hardened cement paste and the aggregate, hence
the pulse velocity will depend on the velocity through
each and their relative proportions. The velocity
through normal-density aggregate is higher than that
through paste, which leads to the broad relation-
ships between between upv and strength for paste,
mortar and concrete shown in Fig. 23.5.

The upv test has the great advantage of being
able to assess concrete throughout the signal path,
i.e. in the interior of the concrete. Direct transmis-
sion is preferred, but for in-situ measurements,
semi-direct or indirect transmission can be used if
access to opposite faces is limited (Fig. 23.3). With
in-situ testing, it is also very important to ensure
that measurements are taken where they are not
influenced by the presence of reinforcing steel, through
which the pulse travels faster (upv = 5.9 km/sec),
and which can therefore result in a falsely low
transit time.
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Fig. 23.5 Envelope of strength vs. ultrasonic pulse

velocity for hardened cement paste, mortar and

concrete (based on Sturrup et al., 1984, and UCL
data).

23.3 Resonant frequency test

This is a laboratory test on prepared specimens, and
can be used to assess progressive changes in the
specimen due, for example, to freeze-thaw damage
or chemical attack, so it is therefore particularly
useful for generating data in durability testing. It is
covered by BS 1881-209.

The specimen is in the form of beam, typically
500 x 100 x 100 mm; the test normally consists of
measuring the beam’s fundamental longitudinal
resonant frequency when it is supported at its mid-
point. A value of elastic modulus called the dynamic
elastic modulus can be obtained from this frequency

Beam

Driver
= <=— > -

I Support

(a) Test system

J T~

S~—_

(b) Amplitude of vibration

(n), the length of the beam (/) and its density (p)
using the relationship:

E, = 4.%1%p (23.2)

The resonant frequency is measured with the test
arrangement shown in Fig. 23.6. The vibration is
produced by a small oscillating driver in contact
with one end of the beam, and the response of the
beam is picked up by a similar device at the other
end (Fig. 23.6a). The amplitude of vibration varies
along the beam as in Fig. 23.6b. The frequency of
the driver is altered until the maximum amplitude
of vibration is detected by the pick-up, indicating
resonance (Fig. 23.6¢). The frequency is normally
displayed digitally and manually recorded.

The test involves very small strains but, as we
have seen in Chapter 20, concrete is a non-linear
material. The dynamic modulus, E,, is therefore in
effect the tangent modulus at the origin of the stress—
strain curve, i.e. the slope of line B in Fig. 20.15b,
and it is higher than the static or secant modulus
(E,) measured in a conventional stress—strain test
i.e. the slope of line C in Fig. 20.15b. The ratio of
E, to E4 depends on several factors, including the
compressive strength, but is normally between 0.8
and 0.85.

As with the static modulus, for a particular set
of constituent materials the dynamic modulus and
strength can be related; Fig. 23.7 shows data ob-
tained by students at UCL. The amount of scatter
is less than that for rebound hammer vs. strength
(Fig. 23.2), mainly because the dynamic modulus
gives an average picture of the concrete throughout
the beam, not just at a localised point. The relation-
ship is clearly nonlinear, as with those for static
modulus and strength given in equations 20.13 and
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(c) Frequency response curve

Fig. 23.6 Measurement of the longitudinal resonant frequency of a concrete beam.
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Fig. 23.7 Relation between strength and dynamic
elastic modulus of concrete (UCL data).

20.14. The applicability of relationships such as
those in Fig. 23.7 to only a restricted range of par-
ameters (aggregate type, curing conditions etc.)
must be emphasised.

It is also possible to set up the support and driver
system to give torsional or flexural vibration of the
beam, so that the dynamic shear or flexural modulus
can be obtained.

23.4 Near-to-surface tests

The specific need to assess the strength of in-situ
concrete has led to the development of a range of
tests in which the surface zone is penetrated or
fractured. Either the amount of penetration or the
force required for the fracture is measured, and
the strength estimated from previous calibrations.
The limited amount of damage incurred does not
significantly affect the structural performance of the
concrete elements or members, but it does normally
require making good after the test for aesthetic or
durability requirements. There are five main types
of test, illustrated in Fig. 23.8:

¢ In penetration resistance tests (Fig. 23.8a) a high-
strength steel bolt or pin is fired into the concrete
and the depth of penetration measured.

e In pull-out tests, the force needed to pull out a
bolt or similar device from the concrete is mea-
sured. The device can either be cast into the con-
crete, as in Fig. 23.8b, which involves preplanning
(although a version that fits into an under-reamed
drilled hole has been developed) or be inserted
into a drilled hole, as in Fig. 23.8¢, with fracture
being caused by the expansion of the wedge

Non-destructive testing of hardened concrete

anchor. Their use in Europe is covered by BS EN
12504-3.

¢ In pull-off tests (Fig. 23.8d) a metal disk is resin-
bonded to the concrete surface and is pulled off;
the failure at rupture is essentially tensile.

¢ Break-off tests (Fig. 23.8¢) involve partial drilling
of a core, and then applying a transverse force
to cause fracture. The results have been shown
to have a reasonable correlation with modulus of
rupture strength (see section 21.1.2).

There are a number of commercial versions of each
test (Bungey et al., 2006). In each case, to give an
estimate of compressive strength prior collaboration
in the laboratory is necessary and, as with the truly
non-destructive tests already described, considerable
scatter is obtained, which must be taken into account
when interpreting the results. Also all of the cor-
relations — particularly for the aggregate type — are
dependent on a number of factors.

23.5 Other tests

Developments in instrumentation and increasingly
sophisticated methods of analysis of the results have
led to of a number of significant and useful methods
of non-destructive testing. Some examples are:

e Maturity meters, in which a thermocouple is
embedded in the concrete at casting and the
temperature—time history recorded. This is par-
ticularly useful for estimating the early strength
development of concrete, as discussed in section
18.3.2.

e Radiography and radiometry. Gamma-ray imag-
ing can show the location of reinforcing and
pre-stressing rods and voids within the concrete,
and the absorption of gamma rays can give an
estimation of density.

¢ Impact-echo and pulse-echo techniques, in which
the response of the concrete to an impact on its
surface is measured, by for example a geophone
or an accelerometer. Voids beneath slabs or
behind walls can be detected, and the pulse-echo
technique in particular is useful for integrity test-
ing of concrete piles.

e Acoustic emission, which can detect the sounds
produced by concrete cracking. This is mainly
suitable for laboratory use.

e Radar systems, in which the reflections and refrac-
tions of radar waves generated by a transmitter
on the surface of the concrete can be interpreted
to give an evaluation of the properties and geom-
etry of subsurface features.
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Fig. 23.8 The main types of partially destructive tests for concrete (all to the same approximate scale).

With the exception of maturity meters, most of
these require considerable expertise in carrying
out the tests and interpreting the results, which is
best left to specialists. Bungey et al. (2006) provide
a useful account and comparison of these and other
methods.

Finally, in many cases of structural investigation,
a direct measurement of compressive strength is
often required, and so cores are drilled which are
tested after appropriate preparation. This is costly
and time-consuming, and is best carried only after
as much information as possible has been obtained
from non-destructive tests; a combination of tests
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is often used to give better estimates of properties
than are possible from a single test.
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Durability can be defined as the ability of a material
to remain serviceable for at least the required lifetime
of the structure of which it forms a part. Standards
and specifications increasingly include requirements
for a design life, which can typically be 50 or 100 years,
but for many structures this is not well defined, so
the durability should then be such that the structure
remains serviceable more or less indefinitely, given
reasonable maintenance. For many years, concrete
was regarded as having an inherently high durabil-
ity, but experience in recent decades has shown that
this is not necessarily the case. Degradation can result
either from the environment to which the concrete
is exposed, for example freeze-thaw damage, or from
internal causes within the concrete, as in alkali—
aggregate reaction. It is also necessary to distinguish
between degradation of the concrete itself and loss
of protection and subsequent corrosion of the reinforc-
ing or pre-stressing steel contained within it.

The rate of many of the degradation processes
is controlled by the rate at which moisture, air or
other aggressive agents can penetrate the concrete.
This penetrability is a unifying theme when con-
sidering durability, and for this reason we shall first
consider the various transport mechanisms through
concrete — pressure-induced flow, diffusion and
absorption — their measurement and the factors that
influence their rate. We shall then discuss the main
degradation processes, firstly of concrete — chemical
attack by sulphates, seawater, acids and the alkali-
silica reaction, and physical attack by frost and fire
— and then the corrosion of embedded steel. In each
case a discussion of the mechanisms involved and the
factors that influence these will show how potential
problems can be eliminated, or at least minimised,
by due consideration of durability criteria in the
design and specification of new structures. By way
of illustration, some typical recommendations from
current European specifications and guidance docu-
ments are included. Ignorance of, or lack of attention
to, such criteria in the past has led to a thriving

Chapter 24

Durability of concrete

and ever expanding repair industry in recent years;
it is to be hoped that today’s practitioners will be
able to learn from these lessons and reduce the need
for such activities in the future. It is beyond the
scope of this book to discuss repair methods and
processes.

24.1 Transport mechanisms
through concrete

As we have seen in Chapter 13, hardened cement
paste and concrete contain pores of varying types
and sizes, and therefore the transport of materials
through concrete can be considered as a particular
case of the more general phenomenon of flow
through a porous medium. The rate of flow will
not depend simply on the porosity, but on the degree
of continuity of the pores and their size — flow will
not take place in pores with a diameter of less than
about 150 nm. The term permeability is often loosely
used to describe this general property (although we
shall see that it also has a more specific meaning);
Fig. 24.1 illustrates the difference between perme-
ability and porosity.

f— -

—_— - -

High porosity, low permeability

Low porosity, high permeability

Fig. 24.1 Illustration of the difference between porosity
and permeability.
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Concrete

Flow can occur by one of three distinct processes:

permeation — i.e. movement of a fluid under a
pressure differential

diffusion — i.e. movement of ions, atoms or mol-
ecules under a concentration gradient

sorption — i.e capillary attraction of a liquid into
empty or partially empty pores.

Each of these has an associated ‘flow constant’,
defined as follows:

1.

In the flow or movement of a fluid under a pres-
sure differential, flow rates through concrete
pores are sufficiently low for the flow of either
a liquid or gas to be laminar, and hence it can
be described by Darcy’s law:

u, = —Koh /dx (24.1)

where, for flow in the x-direction, #, = mean
flow velocity, db/dx = rate of increase in pressure
head in the x-direction, and K is a constant called
the coefficient of permeability, the dimensions of
which are [length]/[time], e.g. m/sec. The value
of K depends on both the pore structure within
the concrete and the properties of the permeating
fluid. The latter can, in theory, be eliminated by
using the intrinsic permeability (k) given by:

k = Kn/p (24.2)

where 1 = coefficient of viscosity of the fluid and
p = unit weight of the fluid. & has dimensions of
[length]* and should be a property of the porous
medium alone and therefore applicable to all
permeating fluids. However, for liquids it depends
on the viscosity being independent of the pore
structure, and for HCP with its very narrow flow
channels, in which a significant amount of the
water will be subject to surface forces, this may
not be the case. Furthermore, comparison of k
values from gas and liquid permeability tests has
shown the former to be between 5 and 60 times
higher than the latter, a difference attributed to
the flow pattern of a gas in a narrow channel
differing from that of a liquid (Bamforth, 1987).
It is therefore preferable to consider permeability
in terms of K rather than k, and accept the
limitation that its values apply to one permeating
fluid only, normally water.

. The movement of ions, atoms or molecules under

a concentration gradient is described by Fick’s
law:

J =—-DdClox (24.3)

where, for the x-direction, | = transfer rate of the
substance per unit area normal to the x-direction,
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dC/dx = concentration gradient and D is a con-
stant called the diffusivity, which has the dimen-
sions of [length]?/[time], e.g. m%sec. Defining
diffusivity in this way treats the porous solid as
a continuum, but the complex and confining pore
structure within concrete means that D is an
effective, rather than a true, diffusion coefficient.
We are also interested in more than one type of
diffusion process, for example moisture move-
ment during drying shrinkage, or de-icing salt
diffusion through saturated concrete road decks.
Furthermore, in the case of moisture diffusion
(in, say, drying shrinkage) the moisture content
within the pores will be changing throughout the
diffusion process. There is, however, sufficient
justification to consider D as a constant for any
one particular diffusion process, but it should
be remembered that, as with the permeability
coefficient K, it is dependent on both the pore
structure of the concrete and the properties of
the diffusing substance.

. Adsorption and absorption of a liquid into empty

or partially empty pores occur by capillary attrac-
tion. Experimental observation shows that the
relationship between the depth of penetration (x)
and the square root of the time (¢) is bi- or tri-
linear (Fig. 24.2), with a period of rapid absorp-
tion in which the larger pores are filled being
followed by more gradual absorption (Buenfeld
and Okundi, 1998). A constant called the
sorptivity (S) can be defined as the slope of the
relationship (normally over the initial period), i.e.:

x = 8.1% (24.4)

As before, S relates to a specific liquid, often
water. It has the dimensions of [length]/[time]®?,
e.g. mm/sec’”.

Different mechanisms will apply in different expo-
sure conditions. For example, permeation of sea-
water will occur in the underwater regions of concrete

Sorptivity (S) = x/t%°

Penetration depth (x)

Square root of time (t)

Fig. 24.2 Typical form of results from sorptivity tests.



offshore structures, diffusion of chloride ions will
occur when de-icing salts build up on concrete
bridge decks and rain water falling on dry concrete
will penetrate by absorption.

24.2 Measurement of flow
constants for cement paste
and concrete

24.2.1 PERMEABILITY

Permeability is commonly measured by subjecting
the fluid on one side of a conc