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Preface and acknowledgments

For the last 15 years we have hosted vacation schools organised by the IEE on
satellite communications at the University of Surrey. Over this time, Surrey
University has become synonomous with satellites, both from an education and
training viewpoint, as well as a centre for research and latterly for the commer-
cial production and sale of small satellites. The vacation courses have produced
generations of trained engineers who are now the backbone of the satellite
industry in the UK and abroad. Many ex-students have returned as lecturers
(and arc authors of chapters in this book) and some have now risen to become
the captains of the satellite industry itself.

This 1s the third edition of the book which is based on the material presented
at this de-facto industry-standard training course. It is my privilege to once again
edit the book and oversee the updating process. It is different from the many
other texts in the same field that have come and gone over the last ten years. The
material has been designed to enable those with a basic engineering or mathe-
matically based education to enter, and to specialise in, the field of satellite
communications with the minimum of effort. The approach has been to concen-
trate on the design and planning of systems and thus the reader will not find a
highly thcoretical approach to the subject. Basic equations are quoted rather
than derived, but their use in the planning and design procedures is explained in
detail. The authors of the chapters have between them a wealth of experience as
practitioners in the satellite ficld, and wc aim to capturc this and to pass it on to
the next generation in a digestable manner.

We have also aimed at a broad approach to the subject and it is noticeable
that the third edition is larger than its predecessors. We have added new
material on the history and background to the subject and on the business
aspects of satellite communications. 1 was concerned that there was overlap in
some of these chapters, but I came to the conclusion that each author had a
different and valuable perspective on the scene which was complementary and
worth retaining. Many of the chapters have been updated to reflect the changes
that have occurred in the I'TU and its structure and recommendations in the last
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few years, as well as the general privatisation of satellite organisations. We
acknowledge with gratitude the ITU in particular, and other sources of material
used in the text. We have attempted to give credits in the text where due, but we
apologise in advance to any that have been omitted.

‘The advance of the satellite business in areas such as mobile and personal
communication systems, multimedia systems, military business and small satel-
lites, navigation and positioning are all reflected by new chapters. T feel that we
have produced a book that truly covers the subject better than any other in the
market and I hope that you will agree.

As general editor of the book, I would like to acknowledge the contributions
of all of the individual authors, lecturers and excellent administrators from the
IEE at the successive vacation schools. Almost 700 students at the schools them-
selves have made valuable contributions and suggestions and I would especially
like to thank them. I would however single out Tim Tozer, Paul Thompson,
Barry Claydon and Dave O’Connor for their contribution on the organising
committee and in particular Tim for his contributions as tutor at the many
schools.

Many thanks also to Jonathan Simpson and Fiona MacDonald at the IEE
Publications Department for their help and pressure, without which this book
would have not appeared.

B.G. Evans
Guildford, October 1998
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Chapter 1
Introduction

B.G. Evans

This initial Chapter provides an overview of the components of a satellite
system and the major parameters for consideration in its design. It also attempts
to give a bricf review of the current status and position of satellitc communica-
tions.

1.1 Satellite systems

Although we shall deal with the communication aspects, satellite systems are in
fact used for many different services as defined by the ITU and given in Chapter
4. Those specifically addressed in this book are:

o fixed satellite service (FSS);
e broadcastsatellite service (BSS);
e mobile satellite service (MSS);

although communications clearly remains a major part of other satellite
services as well.

FSS includes all of the current radiocommunication services operated via the
major operators such as INTELSAT, EUTELSAT, PANAMSAT etc. (see
Chapter 2), and operates essentially to fixed earth stations. BSS covers the area
of direct broadcasting satellites (DBS), which are addressed in Chapter 17. This
consists of much smaller earth stations on domestic premises together with fixed
earth stations providing thc uplink feeder to the satellite. MSS currently
operates in the maritime mobile service (MMS), aeronautical mobile service
(AMS), land mobile service (LMS) via INMARSAT, plus a number of regional
opcrators c¢.g. AMSC, OPTUS ctc. These services consist of earth terminals
located on the mobiles as well as fixed base stations for connection back into
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major terrestrial networks. A number of global mobile satellite personal com-
munication systems (GMPCS), e.g. Iridium, Globalstar and ICO, will start to
operatc in the 1998—2000 era (see Chapters 17, 18).

With these systems in mind we shall look at the design of networks consisting
of satellites and earth stations together with their connection to users, which
may involve the usc of existing terrestrial-network tails. It is important to realise
that the design of such networks is based upon the provision of a service, be this
voice, data, facsimile, video ete, and the quality of the service as defined by the
ITU-R and ITU-T (see Chapter 4) is thc major requirement to be met by the
design. A point-to-point satellite link may be all that the network consists of (e.g.
a private business link), but the satellite link could be just one part of a major
network consisting of many other links. In the latter case the satcllite portion
cannot be considered in isolation from the rest of the network. Hence, the design
of satellite systems 1s complex and involves many variables which all need to be
traded off in order to reach an optimum economic engineering design which
meets the service requirements. The quality of service (QoS) and its availability
are the key design aims lor users in the coverage area of the satcllite.

In this book we shall explore the interplay between these variables and the
engineering, organisational and management constraints which dictate their
choice. :

1.2 Radio regulations and frequency bands

As satellite systems employ the transmission and reception of radio waves we
have a potential interference situgtion where users in similar frequency bands
could interfere with each other, to the common degradation of their system
quality. Hence the international rcgulation of their transmission is crucial to
satisfactory performance. The mechanisms for achieving this arc discussed in
Chapter 4; it is sufficicnt to note here that there are international agreements
(via the ITU) for spectrum allocation for different services (IFRB), e.g. Figure
1.1 shows the allocations for satellite services. Some of the bands are shared with
terrestrial systems and ncarly all are shared among different satellite operators
and hence coordination is necessary to avoid excessive interference. The ITU
provides radio regulations which outline in detail the methods to be employed in
order to avoid this excessive interference between users (see Chapter 4).
These are broken down into:

(1)  Satellite internetwork coordination.
(i1)  Earth station coordination with fixed terrestrial links.
(111) Interference between orbits.

Such procedures need to be completed prior to authorisation for transmission
being given.
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1.3 Satellite orbits

There is a large range of satellite orbits, but not all of them are of use for
satcllite communications. Those most used are shown in Figure 1.2, and here the
24-hour geostationary (circular) orbit with an altitude of 35786 km is the most
commonly used for fixed communications. All of the major operators,
INTELSAT, EUTELSAT, INMARSAT etc., have used this orbit, as, having a
24-hour period, it imposes minimal tracking constraints on the earth stations. It
is, in fact, only the perturbations of the orbit caused by the gravitational forces
of the stars and planets and the nonsphericity of the earth which require
tracking, and then only for the larger carth-station antennas (scc Chapters 5
and 12). However, for earth stations located at extreme latitudes, the elevation
angles become very small and this causes propagation problems associated with
the longer paths in the troposphere.

In the extreme, at the polar caps, the geostationary (circular) orbit is not
visible. Thus, for systems that requirce coverage of these regions, we need to inves-
tigate alternative orbits. It transpires that highly eccentric, elliptical orbits
inclined by 63.4° to the equatorial plane exhibit significant apsidal dwells
around their apogee. Thus the satellites appear to remain quasistationary and

lnya
inclined
circular geosynchronous
N geostationary

],

Figure 1.2 Satellite orbits
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are useable for periods of cight to 12 hours for such coverage regions. A full 24-
hour service can be maintained by two or three such satellites with suitable
phascd orbits and hand-over facilities between them. Owing to the motion of the
satellite around the apogee with respect to an obscrver on carth a sizeable
Doppler shift is associated with these orbits and the radio receivers must be
designed to cope with this. Two such orbits are shown in Figure 1.2, the first
being the Molnya orbit, first used by the Soviet Union in the 1960s for television
transmission to its remote areas. This has an apogee of around 40 000 km and a
perigee of around 1000 km. Similar characteristics are cxhibited by the sccond,
the Tundra orbit, which has an apogee of 46 300 km and a perigee of 25250 km.
Both orbits are candidates for mobile {in particular land ‘mobile) satellite
systems and for complementing the geostationary orbit in achieving better
worldwidc coverage. As an example of the different views of the earth from these
orbits we compare in Figures 1.3 and 1.4 a view of the carth from a Molnya and
geostationary satellite placed at 3.5°W. This clearly demonstrates the improved
coverage and elevation for the Molnya system. The advantage in terms of
reduced link margin for the Molnya can be used to offset other parameters in the
satcllite link design (see Chapter 11). Such highly elliptic orbits (HEO) are now
being considered (or digital audio broadcasting (DAB) services (see Chapter 17)
as well as mid-earth orbit (MEQ) applications of HEOs for mobile applications
(see Chapter 20).

Finally, we should mention the low-earth circular orbits (at altitudes of
500—1500 km) shown in Figure 1.2. These have in the past been used for earth
resources, data-relay and navigation satellites as well as low-cost store-and-
forward communications systems (see Chapter 24).

In recent years the usc of LEOs at around 1000 km altitudes has increased
owing to their ability to provide global coverage for mobile and personal com-
munication users. Two examples are the Iridium system of 66 (six planes of 11
satellites each) satellites and Globalstar system of 48 (eight planes with six satel-
lites each) satellites. The coverage from these systems is shown in Figure 1.5. The
lower altitude improves the powcer budget especially for omnidirectional
handheld terminals where transmitted power is severely constrained. The
advantages are obtained at the expense of considerable complexity in handover
between the multiple spot beams (16 for Globalstar and 48 for Iridium) and to
the gateway earth stations (GES) linking with the terrestrial network which can
have up to five scparatc tracking antennas and terrestrial interconnection
networks. (Note: Iridium uses intersatellite links (ISLs) to avoid terrestrial GES
interconnections.)

The LEO orbits are not the only ones to allow good global coverage, and the
GPS series of navigation satellites has used inclined circular orbits at 24 000 km
altitude for a numbecr of years (see Chapter 21). Between LEO and GEO, satel-
lites are said to be in mid-earth orbit and ICO, an offshoot of INMARSAT,
plans to operate ten (five satellites in two planes) satellites in inclined circular
orbit (hence ICO) in MEO at 10 350 km altitudc to provide mobile communica-
tions to handhelds. The coverage of ICO is shown in Figure 1.6 and it can be
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beam
footprint
for 1.5m
antenna

Figure 1.5 View of the earih from the apogee of a 12-hour Molnya orbit centred at
35°W

Figure 1.4 View of the earth from a geostationary position at 3.5 °W with a similar size
Sootprint to that of Figure 1.3, centred on the UK

seen that a much larger number of spot beams (163 for ICO) is needed to
achieve the same power budgets for the higher altitudes (see Chapter 20).
However, the number of GESs needed is much lower, at around 12, than for
LEO constellations. In all of the above orbits the choice of the number of satel-
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Figure 1.5 Coverage of (a) Iridium and (b) Globalstar LEO constellations

lites, planes and phasing within the planes needs to be performed for optimum
coverage of the service area and efficient system design. LEO and MEO constel-
lations have also been proposed for the next generation of multimedia service
satellites at Ka- and V-bands via such systems as Skybridge, EuroSkyWay, West,
Astrolink, Spaceway and Teledesic etc (see Chapter 25).

One of the major problems with the extensive use of the geostationary orbit
has been the congestion (see Figure 1.7) which is caused by opcrators seeking to
use the more preferential parking positions for both international and domestic
use (particularly over the Amecricas and the oceans). Clearly, satellites must be
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Figure 1.7 Congestion in the geostationary orbit

restricted in their proximity in the orbit (currently 2°), and this has implications
for internetwork coordination and on antenna performance (see Chapter 12).
The philosophy adopted in allocating orbit positions on an equitable basis is
discussed in Chapter 4. Such allocations must maximise the efficiency of the use
of the orbit and frequency bands as both are valuable resources.

One major effect on communications in using the geostationary orbit is the
coverage, which has already been mentioned, but note from Figure 1.8 that a
global coverage beam is produced by an antenna on the spacecraft with 17.4°
beam width, and that this precludes coverage of polar regions.
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Figure 1.8  Geostationary earth coverage

R.=earth radius =6378 km
R, =satellite altitude = 35786 km

The other effect of importance is the propagation time delay on an earth-
satellite-earth link which has limits given by:

min = 2R, /c = 238 ms

(8}

1
2(R, + R,) cos( 7 )
max = = 284 ms

4

Such delays have scvere implications for the use of some services such as voice
circuits which are required, therefore, to use echo cancellors to produce good
quality on a single hop. Howcver, the GEO orbit is perfectly acceptable for tele-
vision and some interactive computer/data services. Double-hop working
(linking a domestic to an international satellite) is not normally used for speech
owing to the unacceptable degradations which result.

It is important to note that the echoes are generated within the terrestrial
nctwork on transition from two- to four-wire PSTN working. Full four-wire
working will therefore not generate such echoes. Even if cchocs arc gencrated
they can be controlled successfully by the use of echo cancellors, even in GEO
systems, but this does imply careful implementation on the part of the terrestrial
operators.

Owing to the dynamic orbital perturbations of the satellite, the delays will
vary in time and this is an important issue for consideration in the synchronisa-
tion and control of time-division multiple-access (TDMA} systems (see Chapter
8).

For more details of orbit dynamics the reader is referred to Chapter 13.

1.4 The basic satellite system

The basic satellite system comnsists of a space segment and a ground scgment, as
shown in Figure 1.9. The space segment consists of the satellites plus control, or
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space and ground segments

{ space segment

—_——

uplinks downlinks

control
station
(TT&C)

L transmitters j l receivers l

ground segment

Frgure 1.9 Satelliie-communication-system architecture

telemetry, tracking and command (TT&C) stations, to maintain the satellites
in orbit. For a GEQO operational system to be considered securc the operational
salellite is backed up by an in-orbit spare satellite as well as, in some cases, a
ground spare, ready for launch in case of malfunction of either of the orbiting
satellites. The TT&C station is necessary to keep the satellites operating in
space. It provides constant checking of the satellite subsystems’ status, monitors
outputs, provides ranging data, acts as a testing facility and updates the satellite
configuration via the telemetry links. It generally performs all the housekeeping
routines needed to maintain the satcllites as operational repeaters. The TT&C
station is usually duplicated for security reasons. For satcllite constellations
{LEO or MEO) the control of a satellite in orbit transfers from GES to GES as
the satellites precess in their orbits around the earth. Thus, the 1"I'&C control is
a distributed function rather than a centralised one as in the GEO case.
The satellites themselves consist of two major components:

(i) Communications payload.
{ii) Spacecraft bus.
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‘The communications payload (see Chapter 14} consists of the satellite antennas
plus the repeater itself. The latter provides for low-noise reception via an RF
front end, frequency conversion between the up- and down-link frequencics and
a final power amplifier to boost the signal prior to transmission on the downlink.
Two different types of payload are shown in Figure 1.10. All of the existing
payloads are of the transparent type shown in Figure 1.102 and consist of only |
RF amplification and frequency conversion. Some future payloads will be regen-
erative or processing in nature and demodulate the signals to bascband,
regenerate digitally and remodulate (and recode) for downward transmission.
This is an important innovation as it will enable the up- and downlink designs to
be separated and much morc cfficient systems should thus result. There are, of
course, additional problems of reliability and radiation-hardened baseband
equipment to be considered (see Chapter 12). The bandwidth handled by the
satellite is usually broken down (demultiplexed) into traffic-manageable
scgments (40—80 MHz for FSS and 5-10 MHz for MSS) each of which is
handled by scparate repeaters {called transponders), which arc connccted by a
switching matrix to the various onboard antennas.

fHF ¢ frequency power
ernzn conversion amplifier
transponder 1
receive RF transmit RF
frequency frequency
—— — — — i —_——eeee—  —— — —
a
—‘—- ——— ———— _ transponder N __ — ____ ____ __ ___ __ _ -—
| ! I
b —— — — __ ___ __ __transponder 2___________,j_
RF :

wer
front ——[ demod. HProcessinM_— Z?np[ifier
end

transponder 1

receive RF baseband transmit RF
frequency signals frequency
- — — — — = W~ —— —— PELam e — e —_—————— e ———— ——
b

Figure 110 Communications payloads

a Conventional transparent (nonregenerative) satellite
b Processing (regenerative) satellite
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The spacecraft bus contains the housekeeping systems to support the
payload and consists of:

spacecraft structure;
clectrical-power subsystem;
propulsion subsystem;
altitude-control subsystem;
thermal-control subsystem;
TT&C subsystem.

For a particular satellite service and choice of orbit each of the above can be
designed to support the payload (or payloads) and this process is discussed in
Chapter 13. The mass, size and volume constraints are also very much deter-
mined by the available launchers.

The ground segment of the satellite system consists of all of the communi-
cating earth stations which access the operational satcllite. As shown in Figure
1.11, these earth stations consist of:

antenna (plus tracking subsystem);

feed system (polarisers, duplexers, orthomode junctions etc.);
high-power amplificrs (HPAs);

low-noise amplifiers (LNAs);

up convertors/down convertors (between microwave to IF);

® & ¢ ¢ ¢ o

ground communications equipment (GCE) (modems, coders, multiplex
etc.);

control and monitoring equipment (CME);

e power supplies.

The larger stations involved in the INTELSAT global network have full
provision of these subsystems, but the smaller business and mobile stations arc of
much smaller scale and have much reduced provision. The latter point is
discussed in detail in Chapters 12 and 22.

A network may consist of a few to hundreds of carth stations, and these all
have to access the satellite in an equitable manner. This is usually accomplished
by either frequency-division multiple access (FDMA), time-division multiple
access (TDMA), code-division multiple access (CDMA) or a random-access
scheme (RA). Sometimes a hybrid combination of these is used. All of these
schemes are discussed in Chapter 8 as well as the optimum choice of access for a
particular scrvice provision and network.

Finally, the satellite system (consisting of the earth station to satellite to
earth station link) must be interfaced to the user, either directly or via a network
e.g. the PSTN, ISDN or PLMN. Standards in the interconnection of earth
stations to users are an important feature of the design and arc discussed in
Chapter 16.
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Figure 1.11  Earth-station archilecture

1.5 Satellite communications in transition

From the early days of satellite communication systems (1964 onwards for I'SS
and INTELSAT and 1976 onwards for MSS and INMARSAT) up until the late
1980s/early 1990s, the major opcrators were intcrgovernmental organisations
(IGOs) with specific missions. The INTELSAT treaty was formed as an offshot
of the UN treaty and had the assistance of developing countries as an aim.
INMARSAT was a similar IGO with specific responsibility for safcty at sca and
search and rescue operations. The only other satellite organisations in these first
twenty ycears or so werc cither regional systems e.g. EUTELSAT for Europe or
ARABSAT, set up to provide educational, cultural and television links between
the countries of the Arab league, which were also [GOs, or standalone domestic
systems. Examples of the latter include Indoncsia and its PALAPA scrics of satel-
lites, ANIK satellites in Canada or the OPTUS system in Australia. Such

systcms were national in their structure and organisation and government
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controlled or influenced. Much of the technological developments e.g. single
channel per carrier (SCPC) and demand assignment (DA), TDMA, shaped and
multibeam antennas, frequency reusc using gecographic and orthogonal polarisa-
tion separations, digital signal processing such as DSI, speech and video
compression etc. were results of R&D supported by these IGOs. Such R& D was
centrally funded from the member country contributions. The members sub-
scribed according to their usage of the systems and became shareholders on such
a pro rata basis. Thus, the development and finance of the space system was
centrally planned as well as the resulting standards of the earth stations to use
the systems. Hence, we saw INTELSAT and INMARSAT standard A, B, C etc.
earth terminals (see Chapter 15).

Communications over the major oceans had been a major feature of both
INTELSAT and INMARSAT, which initially concentrated entirely on the
maritime sector. It was competition in this area that initiated a change in the old
order. This occurred in the 1980s with the introduction of digital fibre-optic
cables across the Atlantic with capacities much greater than those of the satel-
lites which had hitherto ruled supreme at these rates. Although satellites fought
back using digital-circuit multiplication cquipment (DCME) the cables would
always provide greater capacity and hence lower circuit costs on a point-to-
point link. Thus the balance of traffic was transferred from satellite to cable with
the former being an important back up and still remaining on some world routcs
the cheaper option. Diversification in telecommunications was an established
principle and thus satellites would ncver be completely replaced, but on these
point-to-point routes cables now had the edge.

In the FSS band, satellites could now look to cxploit their rcal advantages
e.g. their broadcast nature. Small stations (VSATSs) were beginning to appear on
the scence and satellites could be designed with particular spot-beam coverage to
allow interconnection of large networks (100s of terminals) of such smaller
stations. In addition, television transmission either direct to home small dishes
or to cable head collectors was becoming big business and dominating systems
such as EUTELSAT. INTELSAT could not respond to these new markets,
largely in the developed world, because of its mission, highly bureaucratic
control and committee structure and because its satellites had been designed for
different missions and were thus expensive for the new markets. Inevitably this
promoted an opportunity for compctition, and private systems such as
PANAMSAT and ORION appeared to address the new FSS markets.

In the MSS arena similar moves were atoot with new regional systems such
as AMSC in America and OPTUS in Australia challenging INMARSAT"s
dominance. Also emerging were new private organisations to tackle the global
handheld telephone market which, although successful in urban areas via
cellular, was still dogged with poor coverage outside urban areas and with a
plethora of standards which mitigated against true global roaming. Much of the
rural world still did not have access to a telephonc and this represented an
enormous market. Thus major system proposals (Iridium, Globalstar) using
constcllations of satcllites and costing $2—10 billion appeared. INMARSAT
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recognised the challenge but could not compete as an IGO and thus spun ofl a
private subsidiary called ICO Global Serics in which it had a minority share-
holding. In 1998 both INTELSAT and INMARSAT announced plans to make
the transition from IGOs to private operating companies by the year 2000.
Hence, the transition for satellite communications had taken place, and this
merely mirrored what was happening in the broader field of telecommunica-
tions liberalisation and deregulation— the onset of a new era of competition
and privatc companies and organisations. We must not forget, however, the
important role of the IGOs, without which satellitc communication would not
be in the position in which it is today.

Perhaps we thus stand at the crossroads in the development of satellite com-
munications which is represented by the current small-dish/mobile era. This cra
is characterised by new markets of:

(i) Dircct digital broadcasting of television.
(11)  Small-dish business systems.
(1ii) Mobile, portable multimedia systems.

The first of these, DBS, has been a long time coming, but 1989 saw the first
operational analogue system and 1998 the first digital systems. It is still a specu-
lative market with the major technological innovations being higher power
satellites and very small, low-cost intcgrated domestic earth stations. The real
challenge lies in the other two markets, and especially the mobile systems for
which the broadcast nature of satellites is ideal.

Business (VSAT) systems have been very successful in the USA and some of
the developing world (China and East Europe) but less so in Europe where regu-
lating regimes have persisted and space segment has remained expensive. The
maritime mobile and latterly land mobile areas have been very successful, with
the aeronautical arca less so. Again, cxpensive space segment as a result of lower
power, wider beam and nonprocessing satellites has been the reason. The key to
opening these new markets lies in the development of:

e onboard processing;
e multibeam coverage deployable antennas;

and when developed, we will be in the next era of satellite communications, the
intelligent era.

Thus, our market-driven crossroads also lcads us to a technology crossroads,
from dumb to intelligent satellites. This involves the placement of processors on
board, regencerative transponders and the use of a baseband switch to intercon-
nect between the beams of a multibeam coverage antenna as shown in Figurc
1.12. Besides the functions of baseband signal processing (regeneration) and
traffic or message switching, the presence of onboard processing power opens up
the possibility of overall systems resource control. Thus, the satellite is designed
to meet the needs of the user rather than the user fitting in with the satellite.

Users with a whole range of traflic requirements and capacities can then inter-
communicate cfficiently via the satellite, which sorts out the relative bit rates,
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Figure 1.12 Onboard processing (intelligent) satellite using multiple-beam antennas and
onboard switching :

switches, reformats the information and assembles it into suitable formats for
transmission and reception by simple and chcap carth stations. Such a satellite,
as a switching node in the sky, is likely to alter the currently accepted hierarch-
ical communication-network structures and allow direct access to a range of
levels simultancously.

The intelligent era is not likely to arrive until around the yecar 2003 when we
should also be well on our way to personal multimedia communication systems,
with satellites playing an important role in a synergy with terrestrial systems to
produce a truly integrated network infrastructurc.

1.6 Towards the future

As we enter the second millennium satellite communications has alrcady estab-
lished direct broadcasting of television, small-dish VSAT systems, maritime,
aeronautical and land mobile systems and is about to embark on global hand-
held satellite telephone systems. So what of the future?

Surprisingly technology has not progressed as rapidly as the organisational
changes which have beset the field. Satellites have become more powerful, have
larger numbers of beams and have some digital signal processing on board but
have not yet (1998) reached the full onboard processing (OBP) stages as illu-
strated in Figure 1.12. The Iridium satellites arc arguably the most advanced
with some OBP and with ISLs. These will be the model for future satellites, both
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FS5 and MSS, and this represents a major change in the satellite payload,
enabling more complex routing onboard right down to the level of service
switching — the switchboard in the sky.

In the I'SS arca there are plans for satellite systems designed for multimedia
Ka-band communications using ATM switching onboard the satellite. Systems
will use LEO, MEQO and GEO orbits and some will use ISLs and 10Ls in order
to optimise the service declivery. ATM systems will be designed for interactive
multimedia at BERs of 107'% and availabilitics in cxcess of 95%. This will be a
challenge both to the satellite payload designers as well as the communication
engineers. As the Internet becomes more pervasive, Internet protocol (IP) over
satellitc will feature more and a complete multicasting IP satellite network
(Teledesic’s constellation of 288 satellites in LEO is based upon such a concept)
will become a reality by 2005.

The digital-processing revolution has seen compression of broadcast video
down to around 2-6 Mbit/s and hence a tremendous saving in satellite
bandwidth from the old analogue television of 27 MHz to the new digital of
around 4-6 MHz. This heralds the era of 100s of digital television channcls
from the sky. Standards such as MPEG 2 and 4 for the source coding and DVB-S
for the transmission have played important roles in the new digital satellite revo-
lution. Once in digital format the TV satellites can provide for interactive
multimedia to thc home and open up a vast range of new serviccs. Digital audio
broadcasting is another area in which satellites will benefit and we see in 1998
the first DAB systems (Worldspace) coming into existence to deliver high quality
radio channels globally. Again, once in the digital domain such systems can also
be used for interactive multimedia services.

In the mobile/personal satellite area the [irst-generation GMPCS systems
using constellations for global coverage and super GEOs for regional coverage
are limited to voice and low-rate data. The second-gencration systems in 2003
2006 will be part of the IMT-2000 standard set and provide multimedia services
in the range 64 kbits -2 Mbits/s to mobiles and portables. Beyond this it is likely
that mobile, portable and fixed will merge into giant hybrid constellations
providing a full multimedia servicc—sct across the old boundaries in a seamless
manncr and by 2010 we should have reached the fully integrated systems that
have so long been the dream—or will there be unseen disruptions?






Chapter 2
Historical overview of satellite
communications

P.T. Thompson and J.D. Thompson

2.1 The visionaries

The concept of satellitc communications is normally accredited to an
‘Englishman, Arthur C. Clarke, because of a famous paper1 published in the
British Wireless World. However, Dr Clarke produced at least two documents
prior to this in which elements of the idea of satellite communications were
presented. He published a letter” in the ‘Letters to the Editor’ column of Wireless
World on ‘Peacetime uses for V2’ in February 1945 in which he postulates an
‘artificial satellite’ in a 24-hour orbit and even goes on to suggest the use of threc
such satellites at 120 degree spacing. Modestly, he finishes the article with ‘I'm
afraid this isn’t going to be of the slightest use to our post war planners, but I
think 1s the ultimate solution to the problem.

Following that short letter he wrote a more extensive paper on 25 May 1945
entitled ‘The space station: its radio applications’ which he circulated to several
key council members of the British Interplanetary Society (whose motto is aptly
From imagination to reality) who gave it their whole-hearted support. The top copy
is now in the archives of the Smithsonian Institute in Washington DC and a
facsimile is published in ‘How the world was one”? along with a copy of his later
and now famous Wireless World paper of October 1945. In this paper Arthur C.
Clarke proposed that three communications stations be placed in synchronous
24-hour orbit which could form a global communications system and make
worldwide communications possible. An interesting but scldom recognised char-
acteristic of his idea is that he envisioned the use of staffed space stations in
synchronous orbit. The communications equipment would be installed,
operated and maintained by the spacc-station crew. To date, we have seen
hundreds of unstaffed communications satellites launched into geosynchronous
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orbit for commercial and military use, with the newest spacecralt lasting ten or
more years without maintenance, but as yet permanent staffed spacc stations
are rare and none are in geostationary orbit.

Arthur C. Clarke was not the only person thinking about communications
satellites. In 1946, the US Army’s Project Rand pointed out in a classified study
the potential - commercial use of synchronous communications. satellites.
Unfortunately, this report remained secret for so long that it had little impact.

In 1954, John Pierce* of Bell Laboratories considered the communications
satellite problem independently of Clarke. 1o Pierce there seemed little rcason
at that time to replace overland cables or terrestrial microwave relays with satel-
lites. Satellites, the electronic equivalent of high microwave relay towers, seemed
best suited for spanning thc occans, which so far could only be done with
expensive undersea cables of limited capacity or via high-frequency waves
bounced off the 1onosphere. There were two general possibilities for such satcl-
lites: passive reflectors that would bounce the radio waves between ground
antennas, and active repeaters which would amplify the received signal and
retransmit it to the ground. Either kind of satellite could be placed in medium-
altitude orbits, requiring a constellation of many satellites and steerable
antennas on the ground, or one satellite in synchronous orbit, wherc it would
appear to remain stationary at one location.

At the time it seemed to Pierce that nothing practical could be done to facili-
tate satellite communications, although the communications equipment was not
the problem. The invention of the transistor, the solar cell and the travelling-
wavce tube amplifier in the 1940s and 1950s allowed relatively compact highly
reliable repeaters to be built. The difficulty was the rockets. It was not until the
development of suitable launch vehicles that these concepts could be realised.
Launch vehicles of the power required became available in the mid 1960s as a
by-product of the military development of the intercontinental ballistic missile.

Several private companics in thc United States, including RCA and
Lockheed in the early 1950s, investigated the possibility of communications
satellites before the government became interested. The Hughes Aircraft
Company spent company money from 1959 to 1961 to demonstrate the feasibility
of a design for synchronous satellites before convincing NASA and the Defence
Department to fund thc rest of the project. However, by far the greatest activity
was 1n AT & T’s Bell Telephone Laboratories.

In the UK two major studies were undertaken, both of which showed signifi-
cant innovation and application of advanced satellite technologies. The first was
‘A study of satellite systems for civil communications’, RAE, Farnborough,
report 26 (March 1961). The second was undertaken by G.K.C. Pardoc of the
British Satellite Development Company entitled ‘World communications
satellite system’ and published at the 13th congress of the Intcrnational
Astronautical Federation (IAF) in September 1962.° However, the pace of the
evolution and developments in this field, the cautiousness of the UK government
and the problems which besct the UK/European launch vehicles resulted in a
UK preference for international cooperation with the USA.
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2.1.1 The start of space activities

The V-2 was the catalyst for the artificial unmanned satellite. In the days of
early rocketry researchers concentrated on manned flight. There was also scepti-
cism regarding radio waves penetrating the upper atmosphere. More important,
in those years of radio valves, there simply was no adequate electronic tech-
nology. For these reasons, radiocommunications studies are conspicuously
absent from the early astronautical litcrature. Beginning in 1945, given the
large-scale rocket technology, wartime advances in electronics and the dévelop-
ment of transistors, proposals for satcllites started to be published.®” In 1955
Radio Moscow had announced a prospective satellite launch, but this and subse-
quent similar announcements were not considered seriously. The USA had long
taken its technological superiority for granted; besides, satellite and space-
station proposals were at that time quite common, and most of them were con-
sidered to be pic-in-the-sky fantasies. However, on 29 July 1955 the USA
announced that it would ‘launch small earth-circling satellites’ as part of its con-
tribution to the International Geophysical Year (Project Vanguard).?

On 4 October 1957, the entire world received a shock: the Soviets launched
SPUTNIK 1.° The Americans suddenly lost their complacency over their
presumed technological superiority. Another shock for them came when the first
complete Vanguard exploded in a ball of flame less than a second after lift off,
dropping its four pound test satellite. It was not until the 31 January 1958 that
America launched its first satellite, the Explorer 1, but the USSR countered this
by launching a 7000 pound ‘flying laboratory’, and thus the space race had
begun.

It was to be the space race that accelerated the development of the technology
and the will to launch satellites into space. However, it was only when the race
settled down that worthy application satellites began to be developed and
launched, riding on the spin-offs from the race.

2.2 The pioneers

Arthur C. Clarke’s book ‘How the world was one’ was ‘Dedicated to the real
fathers of the communications satellite, John Pierce and Harold Rosen, by the
godfather’. It is reasonable to assume that Arthur was the visionary and others,
especially these two, were pioneers. Both had the backing of significant commer-
cial organisations bchind them (AT&T and Hughes Aircraft Company,
respectively) and therefore had the resources to push the pioneering efforts
required at that time.

2.3 The early days

The early days of satellite communications comprised many experiments and
fact-finding missions which eventually led to the active transponder-based satel-
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lites in common use today. The background of these early days is too extensive
to detail here. Table 2.1 gives some basic information but the reader is referred to
the material in the references at the end of this chapter to gain further insight.

2.4 International activities

2.4.1 History and development of INTELSAT

In 1962 the United States, Canada and the United Kingdom held discussions
on forming an international satellite organisation based upon the concept cstab-
lished in the US Congress Communications Satellite Act of 1962.'"° Later
discussions, in 1963, were expanded to include most of the European countries.
Thus, the UK played a key role in initiating this organisation. Furthermore,
along with other European countries, the UK made it clear that its interests
were not only in using the satellite system, but also in having ownership rights
which carried with them an active participation in all aspects of the system.
Serious negotiations were begun in Rome in February 1964 at which partici-
pants included representatives from western Europe, thc USA and Canada.
Shortly thereafter, Australia and Japan were included, recognising that together

Table2.1 Early communications satelliles

Satellite Country Launch date Notes

SCORE USA 18/12/1958  active for 13 days
ECHO A-10 USA 13/5/1960 failure

ECHO 1 USA 12/8/1960 100 ft balloon

COURIER 1A USA 18/8/1960 launch failure
COURIER 1B USA 4/10/1960 lost command capability after 17 days
ECHO (AVT-1) USA 14/1/1962 failure, balloon ruptured

TELSTAR 1 USA 10/7/1962 ok until 21/2/1963
ECHO (AVT-2) USA 18/7/1962
RELAY 1 USA 12/12/1962 1 transponder, ok until February 1965
SYNCOM 1 USA 14/2/1963 communications lost at orbit injection
TELSTAR 2 USA 7/5/1963 ok until May 1965
SYNCOM 2 USA 26/7/1963 used until 1966, turned off April 1969
RELAY 2 USA 21/1/1964 used until September 1965
ECHO 2 USA 25/1/1964 used with USSR, decayed June 1969
MOLNIYA 1-F1 USSR 19/2/1964 failure
SYNCOM 3 USA 19/8/1964 used until 1966, turned off April 1969
INTELSAT 1 USA 6/4/1965 used until Jan 1969, temp use

(Early Bird) Jun—Aug 1969

MOLNIYA 1-1 USSR 23/4/1965 decayed 16/8/1979
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these countries accounted for some 85 per cent of the world’s international
telephone traffic.

In the remarkably briel period of just over six months two agreements
entered into force and the new international entity, INTELSAT, was created.
These interim arrangements on how the organisation was to operate and
disputes settled were opened for signature on 20 August 1964 and came into
force for the 11 founder members.

With regard to the definite arrangements, two interrelated agreements were
opened for signature on 20 August 1971. About one and a half years later on 12
February 1973 these two new agrecments entered into force, having received the
necessary ratifications. One is an agreement between governments party to the
agrcements (partics) and the other is between signatories which are telecommu-
nications entities (public or private) designated by a party and as such are
signatories of the operating agreement. In the transition to the definitive
arrangements the most radical changes in the organisation were in its structure.
This was mainly undertaken as a result of significant pressure from the UK
which led the rest of Europe on this matter.'" The interim arrangements had
revealed difficulties for the Europeans in the use of COMSAT* as a manager of
the system while also having the role of the major shareholder. This was
overcome by the gradual phasing out of the COMSA'l' management role and
the introduction of an executive organ which took on a permanent status in the
Washington DC Headquarters to manage the organisation in accordance with
the Board of Governors’ wishes. This transition took some six years to implement
because of the need to properly handle the ongoing contracts etc. The role of
INTELSAT undcrtook major changes in the 1990s as detailed later.

2.4.2 History and development of EUTELSAT

In 1964, the European Confercnce on Satellite Communications (CETS),
which was originally created to coordinate a European position in the
INTELSAT negotiations, began to focus attention on a possible European
satellite programme. The objective of this work was to give Europe, and in parti-
cular its industry, technical capability in this area based on an experimental
satellite programme. 1966 saw the formation and first meeting of the European
Space Conference (ESC), designed to harmonise the work of the different
European bodies dealing with space activities. The European satellite
programme under study was originally conccived for the provision of Eurovision
television programmes for the European Broadcasting Union (EBU) as well as
somc tclephony in Europe and the Mediterranean basin. The economic viability
of such a project was later called into question and the emphasis, in 1969, was
redirected towards having a system primarily dedicated to European telephony
requirements with some capacity available for EBU television.

*The Communication Satellite Corporation (COMSAT) was cstablished by the US
Government as an independent body to manage the international satellite communica-
tions access within the US.
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In August 1970, a European telecommunications satellite working group
(SET) was established to collaborate with ESRO/ELDO in carrying out
studies in this area. The outcome of the initial work was the publication in July
1971 of a study on a European satellite system. One of the conclusions was that
the space scgment of the system should be owned, operated and managed by
telecommunications authorities, acting through a new organisation to be
formed, for which the name of EUTELSAT had been suggested. With the
above decisions in mind a two-phase approach was envisaged for the telecom-
munications programme comprising an experimental and technological phase
(1972-1976) which would culminate in the launch of an experimental satellite
in 1976, and a further phase {1976—1980) which would include earth-segment
implementation, final space-segment development and the procurement of
operational satellites. At the December 1971 ESRO/ELDO Council meeting
this was approved and work on the experimental satellite, to be known as the
Orbital Test Satcllitc (OTS), commenced at the end of 1972, The operational
phase satellites were to be known as the European Regional Communications
Satellite System (EGS).

In March 1977, a conference was held to prepare for the establishment of an
interim organisation to manage the space segment, called Interim EUTELSAT.
As a result an agreement was opened on 13 May 1977 for signaturce and cntered
into force on 30 June 1977.

Under the ECS arrangement, the European Space Agency (ESA) would
secure the provision, launch and maintenance in orbit of the ECS satellites, and
provide replacement satellites, with a view to having a continuity of the initial
space segment over ten years.

OTS-2 was successfully launched on 11 May 1978 (after an unsuccessful
attempt in September 1977) and was to be utilised initially for three years.
However, on the complction of three years in orbit, the satellite was still working
properly, and special financial arrangements were concluded with ESA (o keep
it there. To finance such payments, it was decided that 80 per cent of
EUTELSAT’s contributions to ESA regarding these costs should be provided by
user signatories. In the event the satellite was used until the end of 1983 and the
abovce funding requirement was not only met but slightly exceeded.

In 1979 Interim EUTELSAT began to consider arrangements for the defini-
tive organisation. After much debate the definitive agreements entered into
force on 20 July 1985.

ECS flight 1 was successfully launched on 16 June 1983 and followed by four
more in the period up to July 1988. Unfortunately, flight 3 suffered a launch
failure in 1985.

The period 19831984 witnessed considerable activity in the field of future
programmes. The initial system was unable to adequately provide sufficient
capacity beyond 1990 with the resources available under the EUTELSAT-ESA
arrangement. It was concluded that this situation could be addressed by
procuring enhanced satellites which could be available for operation by the end
of 1989. In the event, the first of the Eutelsat-IT satellite was launched in January
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1991 with more to follow shortly. By 1998 EUTELSAT had added scveral new
generations of satellite to its flect, some specifically designed for television
services (HOT BIRDS).

2.4.3 History and development of INMARSAT

In 1966 the International Maritime Organisation (IMO), bascd in London,
undertook studies on the possibilities of satisfying the communication needs of
the maritime mobile service (MMS) by the use of satellitc communications and
the need to provide radio frequencies for this purpose. In 1967 the ITU World
Administrative Radio Conference (WARC) for the MMS adopted a recommen-
dation relating to the utilisation of space communication techniques in the
MMS outlining further work to be conducted prior to the 1971 WARC.

Following the allocation of frequencies to thc maritime mobile satellite
service by WARC 1971, it was decided that the IMO should play an active rolc
in the early organisation and introduction of an international maritime satellite
system in full cooperation with the telecommunication authoritics of its member
governments. In March 1973 the IMO decided to recommend that an interna-
tional conference of governments be convened in early 1975 to decide on the
principle of sctting up an international system and, if it accepted that principle,
to conclude agreements to give effect to its decision. It transpired that three such
conferences would be needed before the INMARSAT convention was adopted.
After protracted discussions most mattcrs were resolved by the third session of
the conference which took place in London from 1 -3 September 1976. The con-
ference decided to establish a preparatory committee to carry out activities
between the closing of the conference and the coming into force of the instru-
ments cstablishing INMARSAT. Twenty-two countries participated in this,
which provided the background for thc INMARSAT organisation following its
cstablishment on 16 July 1979. They agreed that thc first session of the
INMARSAT council should take place immediately after entry into force of the
convention from 16 to 27 July 1979 and the first mecting of the INMARSAT
assembly should take place after 3 September 1979.

The UK government was a prime mover in all aspects of establishing
INMARSAT. It funded the early European-based MARECS system to the tune
of 39 per cent of the total, made way for the establishment of the INMARSAT
headquarters in London and played a vital role with the IMO in getting an
cquitable share arrangement.

In December 1997 INMARSAT celebrated the installation of its 100 000th
terminal, indicating the significant extent of its opcrations.

Figure 2.1 indicates the magnitude and growth of the revenues earned by the
three major satellite consortia. Growth is still ongoing with no evidence of
diminishing interest in satellite services as yet.
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Figure 2.1  Revenue of the three major satellite consorlia

2.5 Television satellite broadcasting

It has been recognised for many years that for television, with its wide
coverage arcas which span both national and international boundaries, satellites
provide an ideal transmission medium. From the very start all communication
satellites were capable of carrying television transmissions. Conventional com-
munications satellites are generally only capable of operating with large receive
antennas on the ground owing to power limitations in the satellite. Special high-
powered dircct broadcasting satellites (DBS) that can transmit directly (o small
individual receivers were conceived in the early days of satcllitc communica-
tions'? but were not economically or technically viable until the mid 1980s.

It was probably the satcllite transmission of the 1964 Tokyo Olympic televi-
sion coverage that, as 400 million viewers watched, alerted the governments and
opcrators to the potential of television coverage using satellites. This gave the
impression that satellite-based television transmission was a very lucrative
market with enormous potential for exploitation. Consequently, as early as
1965, satcllite broadcasting direct to the individual receiver was proposed with
an estimated cost of about £49 per household to convert existing televisions.'

In 1966 there were calls for direct broadcasting of television to Europe, for
which the costs were estimated to be about one fifth to one tenth that of the con-
ventional land relay networks,' and ESRO proposed a satcllite-based
European DBS. In the UK the electronics industry was keen to see DBS develop
and it was considered feasible by the British Space Development Company that
satellites would be feeding four UK national television channels within five
years. This proved to be too ambitious and the UK had to wait until 1989 for its
own DBS services, although television distribution scrvices were initiated in
1988 via the ASTRA-based Sky services operating in the fixed satellite service
bands.



Historical overview of satellite communications 27

By 1972 concerns had been expressed over the possibility of DBS transmissions
infringing national boundaries. The USSR applied to the UN to ‘protect the
sovereignty of states against any outside interference and prevent the turning of
direct television broadcasting into a source of international conflicts and aggra-
vation of rclations between states”'® This factor was one that led to the
convening of an I'TU WARC on broadcasting services (known as WARC-BS or
WARC-77): From this conference came the allocation of frequency bands
dedicated to DBS and separate from telecommunication frequencies. These fre-
quencies were to allow national DBS services to be developed and to exploit all
possible technical approaches to stop infringement of boundaries and transmis-
sion into other states. Each country was allocated a number of satcllite channels
and an associated national coverage area for DBS services within an overall
plan. This plan came into cffect in January 1979 and although it essentially
provides for a worldwide allocation of resources for DBS use it has, to date, had a
poor take-up. There arc about 20 satellites currently in orbit although the plan
allows for in excess of 300!

It is worthy of note that Japan, Russia and Europe were the first to exploit
television transmission to the home or cable feeder heads.

In early 1981 BT, a major satellite-system opecrator in the UK, began
actively studying the concept of establishing a UK-owned satellite which would
provide UK DBS television as well as international telecommunications facil-
ities. The government was keen on free market forces and permitted United
Satellites Ltd. (UNISAT) to use the UK allocation, but imposed a constraint
that the BBC must operate two of the DBS television channels. In 1984 the BBC
announced it had difficulties in leasing the whole satellite system and ITV was
invited to participate. In addition, owing to the prevailing situation, the govern-
ment allowed private companies into the project. A consortium to programme
UNISAT’s three channels was established under joint ownership of the BBC,
with a 50 per cent stake, ITV nctwork companies, which had 30 per cent, and a
group of twenty-one companies with 20 per cent, which became known as the 21
Club. However, by 1985 the BBC: had estimated that providing programming
for UNISAT was going to prove expensive, and that it might have to resort to
advertising to raise the necessary finance. This approach was not liked by I'TV
and the public, and their concerns led to the BBC withdrawing from the
programme. Without the BBC’s support as the major user of the DBS payload
the project collapsed.'®

Following this the Independent Broadcasting Authority (IBA) licensed,
under a franchise agreement, a private company called British Satellite
Broadcasting (BSB) to provide three channels of direct-broadcast television. In
the meantime BT Icascd several transponders on INTELSAT and EUTELSAT,
as well as beginning to use ASTRA.'” 8

In 1988 a major competitor, Sky, backed by Rupert Murdoch, arose. This
enterprise had the Prime Minister’s blessing; at the annual Press Association
luncheon she said ‘I think the opportunity of more channels can enable us to
have somc very upmarket television”.!” The government, being of a view that
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Figure 2.2 Installed direct to the home lerminals

supported market forces and competition, was unable to give BSB any preferen-
tial treatment. BSB, as an enterprising concern, began to lose confidence of
getling government support but the money already invested by the participants
meant they would have to continue to try and achieve a marketable product or
make a major loss. Sky announced it was to be operational by February 1989
while BSB did not broadcast until several months later, thus having lost the
initiative and the audicence. From then on BSB went down hill, until it was cven-
tually merged with Sky as BSkyB in late 1989. Sky operates with the ASTRA
satcllites provided by Société Européenne de Satellites (SES) of Luxembourg in
thé telecommunications (FSS) frequency bands and has a wide European
coverage area.

In competition EUTELSAT carries similar services for a very wide range of
countries including Turkey, Italy, Croatia, Hungary, Portugal, Greece etc. and
has major plans for enhancing its service offering.

As indicated in Figure 2.2, activities on DBS in the UK and Europe were
ahead of other parts of the world. Digital direct-to-the-home (DTH) services are
developing rapidly and. this will result in a morce rapid penctration of satellite-
based television.

2.6 Technological considerations

The development of satellites used for civil communications in the GSO has
been paced by the evolution of adequate payload-bearing launch vehicles.
Figure 2.3 indicates the growth of such capability up to 1994 and Figure 2.4
shows the number of communications payloads launched per year up to 1997.

The development of the satellites themscelves can be best presented in a few
charts indicating graphically the evolution in terms of mass, power, lifetime and
effort to build (Figures 2.5 to 2.7).
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Examination of data on the mass of the satellites and the effort required to
build them leads to Figure 2.6 which emphasises the fact that large satellite pro-
grammes absorb a lot of working hours. It is interesting that, despite the
somewhat exolic materials used in spacecraft, a reasonable estimate of the cost
of a programme can be derived from a simple conversion of the salary costs
required (along with a representative overhead).

As launch vehicles improved in terms of mass-carrying capability and elec-
tronic componcnts became more reliable, it was possible to increase significantly
the potential lifetime of a satellite. Figure 2.7 shows the trends in lifetime based
on 98 known designs; it is interesting to reflect on the value of a lifetime of more
than ten years. It is apparent that one of the virtues of satellite systems 1s the
requirement to plan and provide follow-on systems which use improved tech-
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Figure 2.6 Effort required to build a satellite (based on ten known satellite programmes)
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nology and result in higher-capacity systems or improved quality of service.
Such improvements were paced by the technology and not by the marketplace.
With 20-year lifetimes now being feasible (especially with the advent of in-orbit
use of ion propulsion), it is the market which will in future pace the lifetime.
Currently, system planners arc grappling with the conundrum of geriatric satel-
lites against competition from new and improved entrants into orbit.

Other major technological developments include:

improved filters of novel design which permit improved multiplexing;
solid-state power amplifiers that can have improved performance at
moderate power levels;
adoption of heat-pipe technologies for thermal management;
improved solar arrays and glass cover slides;
autonomous onboard controllers which assist in fault control and routine
manoeuvres;

e adoption of liquid propcllant satcilite apogee kick motors along with more
complex launch-vehicle mission profiles.

2.7 Overall developments

The overall development of satcllitc communications can be segmented as
follows.

2.7.1 1945 1960 Imagination

This period was characterised by the imaginative writings of a very few far-
sighted scicnce-oriented people who could foresee with some vision the potential
of using spaceborne communications repeaters.
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2.7.2 1960—1970 Innovation

This decade saw the establishment of many key space organisations such as
NASA, ELDO, ESRO, CNLS and satellite organisations such as COMSAT and
INTELSAT. What appears to have taken all by surprise was the pace of the
evolution and developments. Furthermore, many governments found that they
did not have the machinery to copc with cvents happening at this pace and con-
sequently some significant opportunities were missed.

2.7.3 1970— 1980 Commercialisation

With the early success of INTELSAT using Early Bird,?” it became evident
that the results of previous financial studies were rcalistic, at lcast on an interna-
tional scale. Many clamoured for a piece of the action, which was until then
strongly biased towards the USA; Britain and Europe were no exception to this
clamouring.

SKYNET 2, the second-generation UK military satellite system, was a UK-
manulactured satellite with only assistance being provided by the USA. Thus,
UK and European satellite companies became commercial and developed their
own product lines. In addition, UK manufacturers started making significant
elements of INTELSAT satellites. The UK also had gained experience with
launch vehicles, especially its Black Arrow launcher programme. Ironically, in
1971 the Black Arrow launched a UK satcllite, aftcr the Black Arrow
programme itself had been cancelled!

The European OTS put Europcan manufactures in a viable position to be
commercial in satellite supply. The success of OTS spurred on the efforts
underway to cstablish a European regional system and EUTELSAT was born,
albeit with many more gestation pains than for INTELSAT.

2.74 1980—1990s Liberalisation

The operation of telecommunication systems has, in most countries, been
strictly regulated by government. Indeed, onc of the basic rules of the I'l'U stipu-
lates that, although administrations should adhere to the ITU regulations, it is
the sovercign right of each country to determine its own telecommunications
policy and its implementation. The main drivers for such sovereignty are, of
course, of a political and national security nature. However, with politics in
many developed countrics turning towards market-led approaches and free-
market trading, any barriers imposed by national telecommunications rcgula-
tion become an anathema. Consequently in the 1980s we saw these barriers
being slowly removed in a carcfully planned and controlled manner. This
sitnation is reflected into the satellite communications arm of telecommunica-
tions. The US, followed closcly by the UK, were prime movers in deregulation.”
In addition the European Commission (EC) also initiated cfforts to ensure
proper market operation while trying to harmonise European activity.?” Other
countries have followed in the cfforts to dercgulatc.
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In the UK, access to the space segment operated by the satellite consortia
had proved to be difficult for potential nonsignatory users, as highlighted in the
evidence given to the House of Lords Select Committee in its report on science
and technology, covering the United Kingdom space policy 1987.%

In I'cbruary 1988 the UK government announced that it intended to issuc
licences for specialised satellite services which were for operating one-way point-
to-multipoint systems within the UK. The UK government announced at the
same time its intention to issue class licences for receive-only terminals, not just
for TVRO as was previously the case. Work also progressed on reviewing access
to the satellite consortia space segment.”* Thus, the start of the liberalisation
had begun and was due to develop much more in the 1990s.

2.7.5 1990s Privatisation and private ventures

The late 1980s and the 1990s are best characterised in terms of the advent of
major private ventures into a predominantly regulated scene. This is true in the
traditional fixed satellite services as well as the broadcasting satellite arena,
where private operators have given significant competition to the more tradi-
tional broadcasters.

Such activity has resulted in structural change to the major satellite
consortia, INTELSAT, INMARSAT and EUTELSAT. In 1995 INMARSAT
created a privale company to implement handheld satellite telephone communi-
cations known as ICO Global Communications. The formation of this company
resulted from the INMARSAT-led Project 21 initiatives launched in 1991.

In 1998 INTELSAT decided to create a new company (INC) with the
transfer of assets comprising five satellites to the privatised company. Discussions
were also well in hand on restructuring the remainder of INTELSAT.

EUTELSAT is somewhat bechind the other satellite consortia in restructuring.
There is a perceived need for EUTELSAT to be more flexible in order to be com-
petitive with organisations such as SES/ASTRA and a treaty amendment is
expected to be tabled in 1999.

Two fields of satellite communications have provoked unprecedented levels
of privatc investment and promisc a stimulating futurc for the satellitc communi-
cations industry at all levels. Constellations of satellites forming the GMPCS are
discussed in detail in Chapter 20 and the new multimedia Ka-band satellites in
Chapter 25.

2.8 The future

The Teal Group in its first “‘Worldwide satellite market forecast: 1998 2007’
publication estimates that about 1200 satellites will be put into commercial
operation representing a market value of about 358 billion. These figures
exclude military, earth observation and scientific missions.
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Another cstimate by Pioneer Consulting in a report ‘Satellite data networks:
the Internet’s next {rontier’ indicates investment in broadband satcllitc systcms
between 1998 and 2010 of the order of $76 billion with a potential 36 million sub-
scribers globally.

If only a [raction of such predictions become reality it is clear that satellite
systems have a promising futurc with significant scope for engineers as well as
the system operators.

2.9 Conclusions

The development of satellite communications has been an exciting one with
many challenges. Technical problems had to be solved, the science of operation
of cquipment in outer space understood and ways found to meet the unending
demand for services. The visionaries, pioneers and all thosc involved in this
almost unparalleled evalution are to be congratulated. Historically it is evident
that the developments that have led to the world as we know it today have been
driven very significantly by the role of enhanced, large-volume global communi-
cations of all kinds (a subject which would warrant further material in its own
right).

Considering the British Interplanetary Society motto From imagination to
reality, it is the authors’ opinion that this is most apt regarding satellite communi-
cations and should not to be forgotten for the future, which looks as equally
exciting, if not more so, as the past!
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Chapter 3
The satellite communications business

N. Cartwright

3.1 Introduction

What 1s the satellite communications business today? As already mentioned in
Chapter 2, the satellite communications business is still the only commercially
“viable space-based activity. A surge in intcrest and activity in satellite-based
applications is taking place in the late 1990s, driven by the increasing capability
of digital technology to broaden the range of applications through complex
circuit miniaturisation and high-volume production costs—a familiar process
throughout all sectors of electronics. Much of the recent activity is in the private,
commercial sector with advanced, innovative, corporate and consumer digital
services such as compressed digital television broadcasting (DVB), satellite
newsgathcring, business television, wideband multimedia applications, VSATS,
asymmetric interactive services for the home and global mobile personal com-
munications by satellite (GMPCS). To highlight the availability of consumer
technology in a related area, global positioning system (GPS) satellite naviga-
tion receivers employing low-noise L-band front ends and spread-spectrum
processing technology, once expensive equipment for professional users, arc now
very low-cost units, facilitated by developments in surface mount technology
and ASICs, and the amortisation of their development costs over large produc-
tion volumes. One can now buy GPS reccivers and advanced digital direct-to-
home television (DTH-TV) systems, with Ku-band LNB noise figures unheard
of ten years ago, in many high street stores.

The industry is now well represented on stock exchanges around the world
with a market capitalisation of tens of billions of US dollars invested in manufac-
turing, operating and media companies. Revenues from the global satcllite
communications market, including the launcher, space and ground-segment
manufacturing and services industries, are similarly large, exceeding US$50
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thousand million in 1997 and growing. Not many ycars ago few people would
have predicted such rapid and diverse growth in the business from its beginnings
in the early 1960s. Transponders now number several thousand, installed on
over 200 GEO civilian communications satellites (including those of the former
USSR incorporated into a commercially revitalised INTERSPUTNIK). So
many, if not all, of us will be affected by this incrcasingly competitive, consumer-
oriented business in the future. The original international, regional and national
satellite organisations still play a major role but most of these organisations are
now changing to meet the technological challenges of the 21st century presented
by the rapidly incrcasing influence of the information society.

This Chapter aims to give a flavour of the key activities and decision-making
processes involved in some of the new ventures. In such a brief contribution it
will not be possible to cover all aspects from conception through launch to
service operation, so we will focus on some of the commercial aspects for one par-
ticular new service, multimedia. The issues we will touch upon will be the ones
which are felt to be the most important; therefore this text to some extent gives a
personal view based on experience in the commercial aspects of the business.

We will not address the very large elements of the business that include scien-
tific, remote-sensing, weather and military satellite systcms. These form a very
large proportion of the hardware now orbiting the earth. With the exception of
remote-sensing satellite systems, few of these applications have been developed
and operated with truly commercial considerations in mind and they arc often
largely public-funded activities— communications remains by far the most prof-
itable space application to date.

Multimedia may offer a mix of digital data in the form of text, audio and
visual information, where the visual images range from monochrome graphics
to full-motion colour, and the audio content from toll-quality voice to high-
quality stereo music standard. The service may be broadeast, narrowcast or
interactive. Multimedia information clearly has highly variable bandwidth
requirements dependent upon its application. Interactivilty may typically be
very asymmetrical, with wide bandwidth in the forward direction, from the
server to the client, and narrow bandwidth in the return direction, from the
client to the server. Such asymmectry may be required by the individual residen-
tial or SOHO (small office, home office) user to access material from the
worldwide web (WWW). On the other hand, a symmetrical service with equally
wide bandwidths in both directions may also be required by some SOHO
users for videoconferencing or multimedia material preparation where high-
quality professional audio-visual work is to be regularly transferred in both
directions.

Before describing the business-planning activities for such a new multimedia
service, a few facts and figures about satellite systems today may be appropriate,
starting with the formation of the principle international satcllitc communica-
tions organisations which have largely driven the market until quite recently.



The salellite communications business 39

3.2 Satellite organisations

The satellite communications business has evolved greatly over the last 20—30
years from the early days when there were just INTELSAT (formed in 1964),
INTERSPUTNIK (established in 1971), EUTELSAT (founded as Interim
LEUTELSAT in 1977), ARABSAT (formed in 1976) and INMARSAT (founded
in 1978) providing international and regional fixed, point-to-point, satellite
services and international maritime mobile satellite services for their numerous
members. Two domestic national systems also evolved in the 1970s: the ANIK
satellite networks serving the vast landmass of Canada and the PALAPA
networks serving the thousands of islands in the geographically extensive
Indonesian archipelago with the world’s fourth largest population.

The INTELSAT organisation developed an Agreement and Operating
Agreement that some subsequent organisations have broadly adopted. The orga-
nisation’s agreements or conventions are signed by the governments of each
member state, which then appoint a national telecommunications operator, i.e.
the monopoly PTT, as sole signatory of the organisation operating agreement.
Some of these PTTs, such as BT in the UK, may now be wholly privatised
companies; others are still wholly state owned and controlled, and some are in
the process of transition from the public to private sector.

The international satellite organisations have experienced difficulties in
recent years with competition from private satellite operators. Competition is
likely to become tougher as more private operators come onto the scene. The
structure of the organisations, where the principal signatories are all competing
with each other to provide similar services, tends to inhibit the organi-
sation’s ability to respond to the changing competitive situation. This situation
has been recognised by INTELSAT, INMARSAT and EUTELSAT and
various measures are in hand to try to meet the challenge of increasing
competition.

3.2.1 INTELSAT

INTELSAT was the first global communications satellite organisation and was
formed as soon as it became clear that there was both a future for international
public telecommunications by satellite and a viable satellite and launcher con-
struction industry. As of June 1998 INTELSAT’s membership comprises 143
nations. INTELSAT provides voice and data services for public-switched tele-
communications and private-line networks for business applications on a global
basis. It also provides video services for broadcast contribution and distribution,
satellite newsgathering, special event services and DTH-T'V.

The organisation has a stafl of around 650 people involved in the daily man-
agement of its operations and is governed by an Assembly of Parties which meets
every two years. This is a meeting of representatives from governments that are
signatories to the INTELSAT agreement and deals with policies, long-term
objectives, the principles and scope of INTELSAT activities and considers
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resolutions passed to it by the Meeting of Signatories or the Board of
Governors. Each party has a single vote and the decision-making bodies are all
composed of delegates from the member nations.

The Meeting of Signatories takes place annually and comprises all those sig-
natories that are bound by the INTELSAT Operating Agreement. The
signatories consider all high-level matters related to the technical, operational
and financial aspccts of the INTELSAT system. The signatories can set the
capital-investment ceiling, decide the minimum investment share for representa-
tion on the Board of Governors, approve earth stations, allot satellite capacity
and establish nondiscriminatory charges. Each signatory has a single vote at the
Meeting of Signatories.

The Board of Governors meets quarterly and dcals with general matters
related to the running of the INTELSAT space segment, such as its design,
development, construction, operation and maintenance. The Board is a manage-
ment board consisting of a maximum of 20 delegates who may be representatives
of signatories whose investment share exceeds a certain level set by the Meeting
of Signatorics, groupings of signatory rcpresentatives whose combined invest-
ment share exceeds this level or up to five groups each of at least five signatories
from the same I'TU region, irrespective of investment share.

Each investment shareholder contributes to INTELSAT and receives capital
repayments and compensation for the use of capital in proportion to its invest-
ment share. Each shareholder’s investment sharc is calculated annually bascd on
its percentage of use of INTELSAT capacity, subject to a minimum investment
share of 0.05% for each member country. Currently a 0.05% share represents a
firancial investment of approximately US$1018650. INTELSAT’s revenue
from its telecommunications operations in 1997 was more than US$960 million.
The operating surplus has bcen such that signatories have received an average
return on their capital employed of approximately 18% in the period 1993 -
1996.

At the end of 1997 the US signatory, COMSAT, had the largest signatory
investment share, at just under 18%, followed by the UK signatory, BT plc, at
about 5.7%. The UK ecntity also supports a number of investing entities, such as
Cable & Wireless plc, Mercury Communications Ltd and Hong Kong Telecom
which, combined with the UK signatory investment, produce a total UK invest-
ment share of 7.3%. Among the remaining 141 member nations Italy, Norway,
Germany, India, Argentina, China and France have the next largest investment
shares of approximately 5.17%, 4.61%, 3.45%, 3.35%, 3.32%, 3.07% and
2.92%, respectively.

INTELSATs principal response to growing competition has been to develop
plans to restructurc the organisation. An amendment to signatory operating
agreements has been approved permitting multiple signatories, recognising the
growth in operators following telecommunications liberalisation policies
throughout its members. In March 1998 the INTELSAT Assembly of Parties
also approved the formation of a commercial spin-off company, provisionally
named ‘New Skies Satellites N.V., to be based in the Netherlands. It is proposed
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that five operational satellites be transferred to the new company and one
under construction. This is INTELSAT K, the INTELSAT K-TV satellite
being procured for deployment over Asia at 95°E. All INTELSAT’s Ka-band
filings at 95°E and 319.5°E will also be transferred. It is likely that the new
company will concentrate on the provision of regional consumer and corporate
vidco, multimedia and new services, including DTH-TV.

INTELSAT’s total assets in 1997, prior to the creation of the independent
spin-off company, amounted to approximately US$3.5 billion, most of which is
related to spacecraft investments. After the planned transfer the organisation’s
assets will include a reduced global constellation of 19 satellites comprising a
mix of INTELSAT V/V-A, VI, VII/VII-A and VIII spacecraft. Five new
spacecrali in the INTELSAT VIII/VTII-A series have been launched, the last,
INTELSAT 805, in Junc 1998. Four INTELSAT IX satellites will be launched
by 2001.

INTELSAT has also filed details of Ka-band networks with the ITU at ten
orbital locations to enable it to offer VSAT, videoconferencing, television and
satellite newsgathering, interactive DTH services, and interactive multimedia
services. Some of these network filings arc now planned to be transferred to the
spin-off company.

For further information see the INTELSAT worldwide web site at www.intel-
sat.int.

322 EUTELSAT

EUTELSAT membership stands at 47 countries, including several former
members of the Soviet Union. The governments of all member countries, called
parties in the organisation, ratify the EUTELSAT convention. The parties meet
once a year in an Assembly of Parties to take decisions on long-term objectives.

As of October 1998, EUTELSAT operates a constellation of 13 satellites in
the European region: two EUTELSAT-Is, four EUTELSAT-IIs, HOT
BIRD™5 1, 2, 3, 4, 5, W2 and TDF-2. Six satellites are planned for launch and
future operations, including EUTELSAT-W1, W3 and W4, RESSAT (a backup
for a possible W-scrics satellite failure), SESAT (for Far Eastern, Russian and
African coverage) and EUROPESAT-1B. HOT BIRD'™ 5 and W2 were
launched in 1998. The current EUTELSAT satellites, not including the recently
acquired TDF-2 craft, now support a total of around 200 transponders with
bandwidths varying from 33 to 72 MHz.

The parties nominate signatorics to the Opcrating Agreement who will be
responsible for investment in the organisation. As with INTELSAT and
INMARSAT, the signatories are historically the existing national monopolistic
public tclecommunications operators, although with privatisation gathering
pace in Europe this situation is now changing.

The Board of Signatorics is the main decision-making body and meets at
least four times a year to discuss commercial and financial strategies, design and
deployment of satellites and planning of new services.
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In 1997 EUTELSAT generated revenues of 376 million ecu and provided a
return on total capital employed of over 14.2% (which is paid to the signatories
as compensation for the use of their capital). At the end of 1997 the UK
signatory, BT plc, had the largest signatory investment share, at about 22.6%,
followed by France Telecom, Telecom Italia S.p.A, Royal PTT Nederland N.V.
(KPN), Deutsche Telekom AG and Belgacom with 15.37%, 12.74%, 8.85%,
8.09% and 6.54%, respectively.

In a similar manner to INTELSAT, the EUTELSAT Asscmbly of Partics
has recently been studying structural changes which will enable it to meet the
challenges of the future. The objective is to complete such changes by 2001. In
one move the Assembly has approved an amendment to the convention permit-
ting multiple signatories per member country, thereby recognising the growthin
telecommunications liberalisation within Europc and the number of competing
operators and broadcasters. Multiple signatories allows these new operators to
invest in the organisation and to receive the benefits and rewards.

A deeper restructuring process, approved in May 1998, involves the
formation of a French limited company acting under the regulation of an inter-
governmental organisation thereby cnsuring that the cxisting regional service
obligations of EUTELSAT are preserved.

The story of EUTELSA'T"s history is interesting because the organisation
has been subject to change from market pressures since its inception as an cntity
providing telecommunications services to European PTTs to the present-day
situation, where the provision of analoguc and digital television and multimedia
service distribution direct to consumers through the lease of transponders to
broadcasters represents a major part of the business. The early beginnings of
European communications satellites can be traced to the 1960s, but in the carly
1970s the European Space Research Organisation, ESRO, developed the
Europcan Communication Satellite system (ECGS) using the relatively new Ku-
band technology. ESRO later became the European Space Agency, ESA, and
launched the first successful European orbiting test satellite, OTS-2, in 1978.

Ku-band technology was chosen instcad of thc more conventional and
mature C-band technology for several reasons:

e to enable European industry to benefit from participation in the relatively
new Ku-band payload technology;
to avoid interference with C-band INTELSAT and terrestrial networks;
to exploit the wider bandwidths available at the higher frequencies;
to enable the deployment of smaller carth stations by virtue of the smaller
beam footprints possible, and hence higher power flux densities at the earth’s
surface, provided by the then current spacecraft antenna-design and fabrica-
tion capability and power-amplifier technology.

Interim EUTELSAT was formed in 1977 and managed the OTS test
programme. The subsequent ECS system using the first ECS-1 and -2 satellites
procured in the early 1980s was developed by ESA and operated by Interim
EUTELSAT untl the final ratification and formalisation of the EUTELSAT
Convention in 1985. ECS was designed to provide regional 120 Mbit/s TDMA



The satellite communications business 43

public-switched telephony facilities between the 20 plus European IPTT
members of CEPT and tclevision and radio distribution services between
EUTELSAT members for the EBU. The satellites were named EUTELSAT I-
Fl and F2 when EUTELSAT became operational. They have been replaced
and augmented over the years by newer and morc powerful designs creating the
present-day EUTELSAT constellation of 13 satellites between 36° and 7° east
(as of October 1998).

The expected primary use of the EUTELSAT networks for regional public
telecommunications services to members appears to have attracted insuflicient
traffic to totally justify the investment for public-switched trunk telephony. This
is partly because of the cost of the TDMA earth stations and partly because the
falling costs of international optical-fibre terrestrial networks made the use of
satellite communications over the relatively small distances betwcen Europcan
population centres uneconomic compared to the distances bridged by transo-
ceanic networks. However, the availability of satcllitc networks has recently
become more critical with the urgent need for good telecommunications services
to Eastern Europe.

To increase the flexibility and utilisation of the system, EUTELSAT also
developed a Ku-band small-dish business system using the SMS (satellite multi-
services) payload operating in the 12.5—12.75 GHz FSS band. SMS is capable of
facilitating point-to-point low-speed (9.6 kbit/s—2 Mbit/s) digital open or
closcd nctworks using the European wide-coverage beam linked to the SMS
-transponders, SCPC/FDMA technology and customer premises or Tcleport-
based 2.4-5.5 m diameter earth-station antenna designs. Open networks permit
interconnection to public networks, whereas closed networks only permit con-
nection to specific private networks. The SMS facility is now extensively used for
VSAT operations. EUTELSAT has also now begun to operate a demand-assign-
ment multiple-access (DAMA) service on an interim basis for on-demand pay-
per-usc/per minute digital voice and facsimile services, using technology
developed by ESA.

It is reported that 17 transponders on five satellites out of the total of
EUTELSATs 160 transponders arc currently used for all forms of public and
private telecommunications, including the SMS, trunk telephony and leased
digital capacity (for further information see the EUTELSAT annual report at
its worldwide web site www.eutelsat.org). In addition, several EUTELSAT 11
F4M transponders are used to provide television and radio programme distribu-
tion and cxchange capacity between broadcaster members of the European
Broadcasting Union (EBU).

Entertainment television broadcasting to television receive-only (TVRO)
terminals was tested and piloted in the carly 1980s and thc EUTELSAT satel-
lites have become increasingly used for television transmission and broadcasting
since that time. Initially, television transmissions were carried out in the fixed
satellite service 10.7—11.7 GHz (FSS) forward-link band and werc intended for
feeding CATV head ends and SMATYV installations in hotels, apartment blocks
etc. However, as in the US TVRO market, improvements in low-noise receiver
technology and falling equipment costs led to the eventual development of a
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substantial DTH-TV market and the opportunity arose to lease transponders
to broadcasters offering such services.

EUTELSAT’s continuing response to the increasing competition in the
provision of television transmission services, and particularly analogue (PAL/
D2-MAC) and digital (MPEG-2) entertainment DTH-TV in Europe, has
therefore been to reorient its satellite deployment strategy, exploiting the hot-
bird concept of colocating a number of satcllites at a single orbital slot, i.c. 13 °E,
and to utilise the whole of the Ku-band from 10.7 to 12.75 GHz. The hot-bird
location competes for European viewers with the SES ASTRA constellation at
19.2 °E. A feature of the EUTELSAT entertainment television channels is that a
large proportion of them are free-to-air and can be received by anyone with a
suitable antcnna and analoguc or digital receiver, unlike the greater proportion
of encrypted pay channels carried by the SES ASTRA constellation that require
a decoder and subscription. The EUTELSAT HOT BIRD constellation is
growing and competing with the ASTRA system, but the task is made more
difficult because of EUTELSAT’s ownership by multiple European signatories,
all with cqual righ'ts to transponder capacity, which limits the formation of a
unified group of transponder allocations in one orbital location with a common
cultural composition, unlike the ASTRA allocations. Indeed, a total of 22
languages are used in the channcls broadcast by EUTELSAT.

It has eventually become clear that the principal role of the EUTELSAT
satcllites is in television distribution, in particular DTH-T'V, and television now
forms the majority, perhaps more than 70—80 per cent, of the traffic carried by
the organisation’s satellites. A quick estimate of EUTELSAT’s transponder
loading in the summer of 1998 shows that it is supporting around 65 analoguc,
49 MCPC and 31 SCPC MPEG-2 encoded digital entertainment television
carricrs, a number of analoguc and digital television feeds, large numbers of sub-
carriers supporting radio channels and a mix of analogue and digital television
carriers for the EBU on EUTELSAT TI-F4M. In terms of television channels, it
is estimated that EUTELSAT currently supports 75 analoguc and ncarly 300
digital channels. Many of the digital channels are incorporated in multiplexed
packages or bouquets and they are increasing at a very rapid pace. The number
of carriers supporting digital channels is already substantially greater than the
number offering analogue services.

Revisiting the focus of this Chapter, various multimedia trials and related
commercial developments are now being supported in Europe using both
EUTELSAT and ITALSAT space segments.

Hughes Olivetti Telecom has alrecady launched the DirecPC service on HOT
BIRD 3 supporting a consumer-oriented interactive Internet service using a
400 kbit/s link in the forward direction and a telephone link for the return path.
EUTELSAT is also a partner in a 13-member European-Commission-sponsored
consortium developing the interactive satellite information system (ISIS) multi-
media cxperiment and system demonstrator. Ku-band capacity from one of the
EUTELSAT satellites at 13.0°E is to be used for the DVB-format 34 Mbit/s
downlink signal, and Ka-band capacity from the adjacent ITALSAT satellite
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located at 13.2 °E will be used for the uplink. The project may be seen as a fore-
runner to the commercial EuroSkyWay system being developed by Alenia
Aerospazio for deployment in 2001. The ISIS project is part of the EC
Interactive Digital Multimedia Services ACTS programme.

EUTELSAT has also developed and deployed a digital multiplex system for
HOT BIRDs 4 and 5. With this system, known as SKYPLEX, the satellite can
perform all the nccessary onboard processing of FDMA/SCPC data signals
received from users or clients on the ground, retransmitting data in the DVB
MCPC multiplex format. Data rates in the forward link will be up to 36 Mbit/s,
conforming to the DVB specification (see Chapter 18). On the uplink the
SKYPLEX multiplexer can assemble up to six low-bit-rate carriers at 6 Mbit/s
each. Lower input bit rates will be available with HO'T' BIRD 5. The advantage
of the technique is that low-cost and easily located resources, such as SNG
equipment, can be used to uplink the low-bit-rate carrier, and the multiplexed
wide-bandwidth signal can be received by low-cost DTH-TV rcceivers with rela-
tively low phase-noise performance local oscillators.

Finally, EUTELSAT has designed a new range of satellites, the W series, to
replace the EUTELSAT-2 generation. The W-series satellites have 24 (32 in the
case of W4) transponders and will be launched in late 1998/early 1999,
providing telephony and television scrvices across Europe and Central Asia with
two steerable and one fixed antenna beam. The steerable beams will also permit
conncctivity with Africa and Latin America. (The first satellite in the series, W2,
was launched in October 1998.)

By the yecar 2000, EUTELSAT is planning to have around 250 transponders
available from the existing EUTELSAT II, HOT BIRD and the new satellites
under construction to meet the expected demand for digital television and multi-
media services.

3.2.3 INMARSAT

INMARSAT was originally cstablished in 1979 as an international treaty orga-
nisation out of the need to provide reliable, high-quality, maritime mobile
communications. High-frequency radiotelex and telegraphy was, and remained
until quite recently, the most commonly installed and lowest-cost system of
choice for many merchant ship operators.

INMARSATs structurc is broadly similar to that of INTELSAT, with an
Assembly of Parties and a Council with functions similar to a Board of Directors.
The INMARSAT Directorate is similar to the INTELSAT and EUTELSAT
executive organs, performing the day-to-day management and operations for
the organisation.

A very important feature addressed by many of INMARSAT"s operations
has been the safety communications needs of the aeronautical, maritime and
land markets it scrves. An emergency reporting capability has been a feature
of nearly all the services developed by the organisation, and INMARSAT has
close links with the International Maritime Organisation, IMO, making
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INMARSAT systems part of the new Global Maritime Distress and Safety
System (GMDSS). The International Civil Aviation Organisation, ICAQ, has
also incorporated many clements of the INMARSAT aeronautical system into
its Standards and Recommended Practices (SARPS). INMARSAT systems
contain emergency-reporting features which are approved for safety at sea and
in the air by these organisations and are unique satellite communications
services not as yet fully supported by any other operational commercial mobile
satellite networks.

INMARSAT’s revenue from its operations in 1997 was approximately
US$384 million, with the majority coming from the INMARSAT-A telephony
scrvice. In 1997 the US Signatory, COMSAT, had the largest Signatory invest-
ment share, at approximately 23%, followed by the UK Signatory, BT, Japan
(Signatory KDD Co. Ltd.), Norway (Telenor Satellite Services AS), Greece
(Hellenic Telecommunications Organisation (OTE)), France (France Telecom)
and Germany (Deutche Telekom AG) at approximately 8.4%, 7.59%, 6.81%,
5.4%, 5.11% and 4.29%, respectivcely.

The INMARSAT Assembly voted in April 1998 to amend the INMARSAT
convention and operating agreement sanctioning the structural change
proposed by the INMARSAT Council to meet the challenge of the competition
which it is soon to face in its global mobile satellite communications market from
the new LEO/MEOQO networks. INMARSAT will now become a public limited
company on 1 April 1999. The new commercial company will undertake all of
INMARSAT’s existing operations with governmental oversight of the organisa-
tion’s obligations to provide safety-of-life and other public services. The
privatised INMARSAT is to seek public limited company status within two
years following a public sharc offering.

This action was preceded by the successful spin-off of an afliliate company,
ICO Global Communications, in early 1995. ICO is a completely separate
private company, of which INMARSAT owns around ten per cent equity and
has exclusive rights to its wholesale services provided for aeronautical and
maritime communications. ICO was formed to develop new mobile satellite
systems based on satellites In nongeostationary orbits and to compete directly
with the increasing number of such systems being developed worldwide.

Returning again to our theme, INMARSAT is also addressing the multimedia
market and is planning to develop new satellite networks capable of offering
broadband (in relatively low-speed terms compared to the speeds being offered
by the fixed satellite service operators, i.c. up to 144 kbit/s) mobile services such
as video, e-mail etc. via the Horizons project. Horizons is a mobile multimedia
system supported by a fourth-generation INMARSAT constellation of four
geostationary satellites with a number of high-power spot beams, probably
several times greater capacity than is currently provided by INMARSAT’s
recently launched third-generation satellites. The start of the services is planned
for 2002.

For further information see the INMARSAT worldwide web site at www.in-
marsat.org.
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3.3 Private satellite networks

As with so many technologies, the commercial side of the private satellite com-
munications business started first in the US with the development of domestic
satellite networks for a wide range of services by a number of large operators,
such as AT&T, GE Americom, GTE and Hughes Communications Inc.
Television distribution by satellite to the C-band television receive-only
(TVRO) market started in the US and provides broadcast-quality analogue
television signals to cable-TV (CATV) hcad ends for distribution over their
networks throughout the USA via 4.5 m diameter antennas. However, it was
not long before technology improvements in the noise temperature of the C-
band LNAs/LNBs enabled individuals to install more modest antennas, perhaps
< 3 m diameter, and receive the television signals in their backyards, and
DTH-TV was born.

The US also saw the start of the burgeoning so-called small-dish business
systems, beginning with Satellite Business Systems (SBS) formed in 1975 which
offered private circuits for corporate data and television networks based on
customer-premises terminals. SBS, the world’s first Ku-band satellite network,
launched six satcllites in all but was then acquired from its principals IBM,
COMSAT General and Aetna Life & Casualty by MCI in 1986. Two of the
surviving SBS satellites are now owned and operated by PanAm§Sat.

In recent years most parts of the satellite business have become increasingly
competitive and similar to any other commercial enterprises, funding invest-
ment and operations from sharcholder capital and operating revenue,
respectively, while providing a profit to investors.

In Europe, the private company SES ASTRA, founded in 1985 with a 20
per cent holding by the Luxembourg government, launched its first satellite in
1988 with sixteen 45-watt output transponders, more than twice the power of
the first ECS satellites. The satellites were only ever intended for DTH-TV
operations. The early demise of the UK DBS BSB company and its take-over by
Sky, and the subsequent failures of some of the other European DBS projects,
incvitably led to the present situation where SES ASTRA is the largest commer-
cial DTH-TV transponder-leasing business in Europe. As of Autumn 1998 the
company has eight satellites in orbit, ASTRA 1A-G and ASTRA-2A, and its
signals arc currently reccived in over 70 million homes throughout Europe by a
combination of SMATYV, CATV and DTH-TV delivery. Over 25 million house-
holds receive ASTRA signals via SMATV or DTH-TV systems. Seven satellites
are in position at 19.2°°E, and ASTRA 2A is in position at 28.2 °E broadcasting
DVB DTH-TV signals generated by its largest customer, BSkyB, to Sky digital
subscribers in the UK and Ireland. ASTRA 2B is also under construction, to be
launched in the first half of 1999. The two satellites at 28.2°E will provide the
digital carrier capacity required for the full service. Digital services are also
supported on several satcllites at the 19.2 °E slot. A count of the ASTRA satellite
network transponder loading in Autumn 1998 reveals that there are now 118
transponders at 19.2 °E and 28 at 28.2 °E with a total of more than 90 analogue
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and 320 digital television channels transmitted in 14 European languages. On
this basis the ASTRA network is supporting slightly morc channels than the
EUTELSAT nctwork and both networks now cover the whole Ku-band
spectrum (10.7—12.75 GHz) from a singlc orbital location.

So far as multimedia is concerned, SES ASTRA has developed the ASTRA-
Net multimedia service from European Satellite Multimedia Services using the
DVB format. ASTRA 1H, to be launched in early 1999, and 1K, to be launched
in 2000, support return-path transmission via a Ka-band payload using the
ASTRA Return Channel System (ARCS), permitting the development of a
bidirectional asymmetric multimedia service. Further information about
SES and its ASTRA satcllites can be found at its worldwide web site www.
astra-net.com.

BSkyB leases 18 transponders from SES ASTRA and the company alrcady
has over six million viewcers in the UK and a ubiquitous UK high-street presence
in retailing D'TH satellite services. In a few years’ time it will be joined by other
retail opcrations, for mobile satellite services for example, other DTH service
operators, multimedia satellite service opcrators and perhaps even global navi-
gation satellite service companies.

BSkyB’s major sharcholdcr, the holding company News Corp. Ltd, with a 40
per cent share in BSkyB, is the world’s largest commcrcial user of satellites with
an annual operating revenue of over A$14 billion for 1997. The chairman and
chief execulive is the Australian Rupert Murdoch. News Corp. Ltd now has
satellite television broadcasting interests in six markets worldwide, including the
UK and Ircland (BSkyB), the USA (Primestar), Asia (STAR TV), India
(ISkyB), Japan (JSkyB) and Latin Amcrica (Sky Latin America). BSkyB has
joined forces with BT, the Midland Bank and Matsushita Electric in the UK to
launch British Interactive Broadeasting, BIB, to offer interactive multimedia
services to the home. More details of News Corp. Ltd can be found at www.news-
corp.com.

An interesting feature of all the above DTH-TV systems is that very few
satellite operators conform to the precise parameters of the Europcan frequency
allocation plan agreed at the 1997 WARC for the broadcasting satellite service,
including the 11.7—-12.5 GHz channc! frequencies, downlink beams, orbital slots
and downlink EIRPs. For example, ASTRA-1F and 1G at 19.2 °E, ASTRA-1D
at 28.2°E and HOT BIRD’s 2 and 3 at 13 °E now largely use digital carriers in
the WARC 77 BSS band because of the attractivencess of multiplexing a number
of channcls into a single 27 MHz bandwidth. Some of the early BSS satcllitcs,
such as SIRIUS, TV-Sat, TDF-2 and the renamed BSB Marco-Polo satellite,
Thor, are still operating although most, apart from SIRIUS, have been moved
from their original WARC 77 orbital slots. The original BSS plan is now largely
out of date primarily because of improvements in technology (e.g. DVB format
signals), the cost of the high-power satellites required and commercial changes
in the way in which satcllite television broadcasting has developed in Europe.
WRC 97 advocated a new plan for BSS in I'T'U region 1, i.e. Europe, Africa and
the Middle East, that addresses, among other areas, the technical parameters of
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the downlinks, such as bandwidth, EIRP ctc., and the addition of assignments
for further countries. ITU-R is actively studying ways of revising the BSS plan
in response to the resolutions of WRC 97. However, there are still further issues
to be resolved, such as the number of channels to be preassigned to each country;
ten channels were considered at WRC 97 but this is to be studied and a further
conference will be convened in 2000 to reconsider the parameters for the BSS

band.

3.4 Ka-band satellite systems

A not inconsiderable number of private companics from FEurope, North
America and the Pacific Rim countries are currently preparing plans for multi-
mcdia-capable satellite networks using Ka-band platforms addressing global,
regional and domestic markets. At least 13 new Ka-band systems have been
approved by the US FCC and the ITU has received dozens of Ka-band filings
from administrations around the world.

The attractions of Ka-band are that it offers:

¢ allocations agreed at WRC 95;

e grcater unused bandwidth than the congested, lower frequency, C- and Ku-
bands;

e multiple narrow spot beams providing high PFDs and hence small earth
stations;

e potential for onboard processing and switching between spot beams as a
result of narrow spot beams;

e extensive frequency reuse and hence even greater effective bandwidth;
a tcchnology that can meet the perceived capacity demand for multimedia
services.

In the rush to exploit the new territory of Ka-band, i.e. the frequencies
between 17 and 30 GHz, it may be recalled that the bands above 14 GHz have
been used before in civilian satellite communications systems both experimen-
tally and for real traffic-carrying applications.

Japan has been in the forefront of exploiting the higher frequency bands
since 1977 with its GS- and N-STAR series of satellites used by N'T'T for national
telecommunications. These bands were chosen because the country has dense
terrestrial microwave networks and wished to avoid intersystem interference.

In North America and Europe there have been several experimental satellites,
such as NASA’s ACTS in the US and ESA’s Olympus satellite in Europe.

ITALSAT | and 2 are examples of European operational Ka-band domestic
multibeam satellites built entirely under Italian management at a total cost of
around $660 million, mostly funded by the Italian Spacc Agency. The
ITALSAT network provides a national voice telecommunications service (o
Italy, Sardinia and Sicily operated by Telecom Italia.
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In Europe a new European experimental satellite programme, Artemis, will
use Ka-band and the SES Astra-1H and -1K satellites will carry two Ka-band
transpondecrs in the 29.5—30 GHz band for return links.

The planned and proposcd commercial systems comprise GEO, LEO and
MEQ satellite mixes and feature most of the major US and European satellite
manufacturers in consortia. More details of these systems are explored in
Chapter 25 but suffice it to write herc that plans are well advanced for such mul-
timedia satellites to be operational early in the twenty-first century.

As a footnote, it is worth noting that Ka-band is now not the top limit of the
frequency spectrum being addressed by commercial satellite companies. In
autumn 1997 several US operators submitted plans for GEO, LEO and MEO
satellite mixes in V-band, i.e. with uplinks and downlinks in the 50 and 40 GHz
bands, respectively. These applications amounted to several hundred satellites
and may involve investments of over US$30 billion, should they ever get to the
stage of being realised. '

3.5 Starting up a satellite business

So let us imagine a new, multimedia, Ka-band geostationary satellite network
is to be constructed to provide a broadband forward link, say up to 6 Mbit/s per
channel, and a return link of 384 kbit/s, similar to the Hughes SPACEWAY
design. SPACEWAY s initial global network of Ka-band satellites is intended to
provide two-way interactive services. (To find out more about the Hughes
SPACEWAY system, sec Chapter 25 and the worldwide web sites at www.space-
way.com and www.hcisat.com.)

A list of issues, some or all of which will need addressing in starting up a new
multimedia satellite service, is given below:

o the business plan,

market research,

risk analysis,

finance;

technical design;

scheduling;

rcgulatory and licensing;
frequency coordination;

security and conditional-access schemes;
sales, advertising and marketing;
project management;
administration;

billing;

service launch;

training;

environmental issues;

testing and commissioning;
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e network management;
e service provision and service centres;
e operations and maintenance.

All of these issues are critically important to the success of a new venturc.
Some, such as the business plan, will probably be completed by the core business
team heading up the venture; other, specialised tasks, such as the markct
rescarch, technical system design, frequency coordination activities, conditional
access system design, training, operations and maintenance, advertising and
marketing may be carried out by spccialist consultants or contractors.

Some of these issues may pose greater challenges than others, depending
upon the nature of the satellite business, but all will be involved if the business is
onc which requires the design, development, procurement, launch and
operation of new space, ground and user segments.

3.6 Trade issues

In our plan to set up a global multimedia Ka-band satellite network we will
need access to as many markets worldwidc as possible. Until recently this has
been a difficult task to achieve as many states have had restrictions on allowing
foreign companies to provide satellite services in their countries. There have also
been restrictions placed on the amount of foreign investment permitted in local
satellite operating companies.

Although there is less difficulty in obtaining agreement to operate private
networks not connected to the local public networks in other countries, there
have been many difficulties in obtaining approval and licences to interconnect to
the fixed public networks. A particular difficulty is obtaining approval for the
satellite distribution of one-way broadcast television in many countrics. The
cxclusion of broadcasting scrvices is typically associated with copyright,
language and cultural issues of the broadcast content. Broadcast material is
usually purchased with the right to broadcast it to specific countries and the
price is determined by the number of persons likely to receive it. Furthermore,
the broadcasting across national boundaries of material which 1s legal in one
country but not in another is often a delicate matter. It is as a result of these con-
siderations that sophisticated conditional-access schemes have been developed
by the satellite broadcasters to limit reception of channels carrying copyright
matcrial to specific domestic markets. The satellite service provider chosen to
broadcast the signals is also an important issue.

In all European Community countrics public tcleccommunications networks
and services have been subject to liberalisation and competition since | January
1998. Liberalisation and frec competition in the provision of European telecom-
munications services over satellite links has been a fact since November 1994.

Elsewhere in the world the picture is less clear, but a recent World Trade
Organisation (WTQO) agreement on telecommunications, the ‘Fourth protocol
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to the general agreement on trade in services’, details commitments from a
large number of countries worldwide constituting the greater part of the world
market in telecommunications. Some of these countries have opened their
markets in whole or in part to foreign satellite communications opcrators and
service providers. Some have delayed implementing free access for a number of
years, some have specifically restricted satellite DTH-TV and DBS provision by
foreign entities and some have set limits on the extent of foreign investment in
domestic teleccommunications operations. However, the agreement is apparently
an improvement on the previous situation. With the possibility of access to
foreign markets improving over the coming years, particularly as more and
more nations develop a satellitec communications industry, there is hope that a
free market in satellite communications of all types will emerge in the early years
of the 21st century.

3.7 The business plan

The business plan will essentially define the business objectives from a service
point of view, giving the basic reasoning for starting up a ncw satellite venture
and the strategy to be followed. To begin with we may have just an idea that a
global satcllitc-based multimedia service could be profitable. These ideas have
to refined into an appropriate plan based on hard facts. Before committing funds
we have to work out the risk factors involved and the basic economics of the
system.

The plan is also needed to enable the company to evaluate and monitor the
financial outcome of the project against the chosen strategy, to assess the results
of any changes in strategy and to ensure that all necessary resources will be
available to implement the plan.

A typical business plan might include the following:

mission statement;

objectives following on from this (SMART);

marketing audit, ’ ;
internal audit (product strengths/weaknesses, structure of the organisation,
its strengths and weaknesses),

external audit;

SWOT analysis (key points from marketing audit);
strategic marketing plan addressing

performance of the product,

planning,

product pricing and profitability,

product positioning,

product launch activities,

launch timing,

advertising and promotion.
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3.7.1 Mission statement

A mission statement is a common featurc of modern busincss practice and will
indicate in a succinct form the focus of the activity, i.e. in our case to be the
world’s leading global satellite multimedia network provider offering a full
range of high-quality services to our customers worldwide with the financial
objcctive of increasing sharcholder value while providing value for money and
remunerating our people fairly in line with best practice.

3.7.2 Objectives

In today’s terminology the business objectives need to be SMART, i.e. specific,
measurable, achievable, realistic and timed.

3.7.3 Marketing audit

Internal factors— the company environment

Internal, as well as external, factors related to the anticipated markets need to
be considered. An analysis of the internal environment of the company needs to
be performed to assess how the company will be able to meet the challenge of the
projcct, in terms of company size, internal auditing and quality-control proce-
dures, project managemecnt, compctences and technical strength. Clearly,
previous experience in the field will be a considerable help in ensuring a healthy
start to the project.

External factors— market research

Arguably one of the hardest aspects of planning a new multimedia satellite
service will be carrying out the initial market rescarch. In the author’s experi-
ence this factor is perhaps the most important item to get right before any large
sums arc committed to the project and if it is wrong then the road to profits may
be long.

Our hypothetical multimedia service is likely to have global reach. It will
therefore need to be targeted and marketed to many different countries
worldwide, possibly in up to 200 markets. The service is to be consumer-
oriented, i.e. will be marketed to individuals, but corporate users will also be
likely customers.

It is almost inevitable that most of the market research will need to be
carried out by spccialist consultancies. In selecting these it may be important to
choose a consulting company that has its base in the home country, e.g. the UK,
and having in-country branches or associate consultants familiar with the
company’s formal methodologics in the various major target countries. This
will make the process of collecting primary research data more efficient and
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integrable in the final grossing-up exercises when the total global market is cal-
culated.

The market research may be performed in several phases, starting with desk
research into the target markets using information from, in the case of the UK,
the Department of Trade and Industry, existing research papers on similar
products, databases etc. An analysis of competing systems and networks will
need to be carried out for any service providers which are offering similar
services by whatever means, e.g. interactive multimedia services by the various
satellite-based techniques discussed in Scction 3.4 above and terrestrial
systems.

During the early stages of the research it will be necessary to examine the so-
called SLEPT factors of our intended markets, i.e. the social/cultural, legal,
economic, political and technical factors. The following lists some of the factors,
some morc rclevant than others (o the multimedia project, which may need con-
sideration and study:

(1) Social and cultural

how society is structured,;
education levels;
how family life is organised and how the service will fit into the
domestic and/or SOHO environment;
e demographics, i.e. the geographical distribution of different segments
of the market;
language;
values and beliefs, religion, censorship etc.;
e existing media in the target country, e.g. newspapers, T'V.

(11) Legal and institutional

e operating restrictions;
o licensing regulations;
e spectrum-allocation policy.

{iii) Economic

GDP;

state of economic development;

percapita income;

disposable income;

stability of currency and cxchange rate;
how consumers pay for goods and services.

(iv) Political

e npolitical risk factors, e.g. stability of government etc. (very
important!);

e local government attitude towards the forcign satellite company trans-
mitting multimedia signals into its territory;
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e trade barriers;
o tariff barriers, e.g. import taxes, and nontariff barriers, e.g. import
quotas.

(v) Technical

e how the service could be used in-country;
e type of infrastructure available for support system.

Primary research may then be carried out in one of the later phases of the
work, it being more costly than desk studies, and this is where the consultants
will actually ask people about their requirements and interests by various
methods— telephone interviews, face-to-face meetings, focus groups etc. In this
later research phase it will be possible to ask interviewees for their opinions
about the existing multimedia services which they have encountered, e.g. fixed-
line Internct scrvice providers cte., and cxplore the acceptability of various
pricing schemes, price thresholds and trade-ofls etc.

3.7.4 Strategic marketing plan

The final phases of the market research will be to review all the research data
and conclusions to create the strategic marketing plan. This will provide a clear
picture of market segmentation and allow us to dctermine whether there are
{different service packages and pricing schedules required by the different
market segments. Our multimedia service has already been targeted at two such
segments, individual and corporate users, but there may be many others—edu-
cational at various levels, institutional, e.g. libraries, government departments,
police etc. During this part of the work 1t will be necessary to ensure that each
segment is of a size which is measurable, economically viable, possesses unique
selling points, accessible and sustainable before committing marketing effort.

Market research will thus show whether we need to take a standardised or dif-
ferentiated policy to products, pricing distribution, promotion etc. and whether
there will need to be different packaged services for the different countries, with
different pricing and payment schemes and promotion techniques.

During the final stages of analysis, the sensitivity of the grossed-up customer
base should be probed for variability in numbers, pricing and as many other
variable factors as can be determined from the data. Testing the robustness of
the total market to change in this way may yield some last-minute surprises!

There may be several revisions of the plan as market research data becomes
availablc. The principal task of the plan, once the business objectives have been
stated, will be to estimate the costs and revenue for a certain operating period,
perhaps 10—15 years, depending on the lifetime of the satellites.

3.7.5 SWOT analysis

All business plans will include a section analysing the strengths, weaknesses,
opportunitics and threats of the proposed venture, a SWOT analysis, and will
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endeavour to quantify the financial risk posed to the project by hypothetical
events which may threaten its viability.

The most obvious threats to any venture will be either from unforeseen com-
petition, unpredicted growth in the competition from existing or ncw operators
or a downturn in the target country’s economy. A further risk to the viability
and hence survival of the venture may be that it could be too successful and
demand an expansion in capacity which simply cannot be met by increased
resources, whether financial or system resources such as additional space
segment. Such a shortfall in resources to meet unforescen growth in the market
might ultimately lead to failure if new competition capable of meeting the real
market demand should emerge and attract all the custom.

A global multimedia satellite project illustrates at least two new risks that
are posed to companics proposing global ventures. First, in order to work, globa-
lisation requires access to as many markets worldwide as possible. To operate in
cach and every country in which we wish to operate and to offer our multimedia
services requires the cooperation and approval of governments. In most if not all
cases operating licences will be required from the administrations concerned
and local regulations will need to be observed.

Secondly, with so many new, very capital-intensive, satellitec ventures being
proposed there is a real risk of a shortage of capital; the smallest single-satellite
network will require US$200—-300 million or more, and multisatellite global
systems several billions. Although there is apparently little shortage of investors
happy to pour money into these projects at present, not all may eventually
survive and a global recession may reduce the number of investors dramati-
cally.

This highlights again the importance of understanding the market and
getting one’s product in front of customers in a timely and appropriate fashion
by smart marketing — the customers need to be convinced that they need to buy
your product.

One possible approach to minimising risk in a project of this nature is to
organise a two-phase project, or possibly cven more phases, with the deployment
of additional satellites triggered by market response. Contracts and financing
could be organised to be conditional upon triggers such as the number of subscri-
bers or demand for transponders accompanied by clear cvidence of growth in
demand. This approach could almost take the form of a trial phase, to be
followed by a full service when utilisation has reached a certain critical so-called
take-off point. I cannot wholeheartedly recommend this approach because it is
accompanicd by some significant problems where a market is stimulated in
anticipation of a service, with manufacturers funding development and gearing
up production etc. only to discover that the network operator decides to
terminate the business. This could certainly leave a bad taste in the mouths of
the consumers and manulacturers who lost money, and may cven lead to litiga-
tion. Somcthing similar occurred when BSB started broadcasting DBSTV from
the Marco Polo satellites, although in this case the major problems were delays
and difficulties with the supply of receivers, allowing the main competitor, Sky
Television, to take the market from beneath BSB’s nose!
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3.8 Finance

Anyone contcmplating the start-up costs of the new multimedia satellite
venture is going to need deep pockets; the financing of new satellite systems is
fundamentally different from terrestrial systems in that the majority of the
capital costs, however they are funded, arc likcly to be incurred in the early days
of the project, with the procurement and placement of the space and ground-
control segment providing immediate (after testing and commissioning)
coverage for the user segment. Terrestrial systems, on the other hand, tend to
evolve more slowly, with the installation schedule arranged over time to morc
accurately track the take-up of the scrvice. (Examples of this might include ter-
restrial cellular radio networks).

However, the revenue from opcrating and selling the service will take time
to grow. If the marketing calculations are inaccurate it may take several years
longer to rcach the break-even point than expected, leading to nonexistent
dividends to shareholders and extensions to the periods of any loans taken out to
finance the project, with the consequent unpredicted interest charges. So, again,
it can be seen how important accurate market projections will be to the financial
viability of the project.

3.8.1 Project costs

The costs associated with starting a multimedia service from scratch may
include the following items:

(i)  Planning and tendering phasc

system design and spccification drafting consultancy fees;
tender evaluation consultancy fees;

market rescarch consultancy fees;

spectrum management consultancy fecs.

(i) Development phase

o satellite(s);
e uplink and TT&C earth station(s).

(111) Procurement phasc

satellite(s);

ground-control and networking facilities;
progress monitoring consultancy fees;
marketing, advertising and promotions;
content providers;

recruitment;

training.
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(iv) Launch phase

¢ launcher;
e insurance.

(v)  Commissioning phase
e acceplance testing.
(vi) Operational phase
e O&M.

(vil) Taxation.

(viil) Decommissioning phase.

There will be a possible trade ofl between procuring, launching and operating
dedicated satcllites for our multimedia venture compared with the costs of
leasing or purchasing outright transponders from anothcr space segment
provider. This trade-off may be calculated for a typical satellite lifetime of 12
years to find which option will provide the greater return.

3.8.2 User equipment costs

Notice that the above list excludes the costs involved in the development and
procurement of user equipment. In the case of our multimcdia project, this
equipment may consist of a small, <1 m diameter, low-power Ka-band
consumer VSAT capable of being interfaced to a PC with multimedia capabil-
ities. The entrepreneur has several options with regard to user equipment. In
any event, the system design will have to include a full specification for the user
segment to ensure compatibility with the space segment.

Several possible routes to the production of end-user equipment can be
envisaged:

(a) The system owner and operator assumcs full responsibility for the specifica-
tion, design and production of end-user equipment and sets up a distribution
and dcaler nctwork to sell the units to customers. _

(6) Full hardware and software designs are licensed by the system owner to multi-
ple third-party manufacturers which then distribute the equipment to dealers
that supply consumers.

(¢) The system owner makes full hardware and software designs available to
third-party manufacturers which then distribute the equipment to dealers that
supply consumers.

The choice between these options is a difficult one for the system owner/network
operator and is another factor which may emerge from the later stages of the
market research activity, as discussed above. Clearly, there is some potential for
the system operator to make some additional revenues from either manufac-
turing terminals or licensing designs to third partics. There is a risk of losing the
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market if the supply of terminals becomes too proprietary and limited. Tt is
essential, as demonstrated by the BSB history, to get reliable, low-cost, user
cquipment developed in a timely fashion and available in sufficient quantity to
meet demand. Alternatively, if the terminal specification 1s placed in the public
domain, there is the risk that competitors will get a free ride, but at the same
timc there could be the PC-compatible effect where everyone starts to build
products, add-ons etc. and the market could grow dramatically as it has done
with PC equipment.

3.8.3 Insurance costs

A very important cost item, both during the launch phase and subsequently, 1s
the cost of insurance for satellites and launchers. New, unproven launchers are
obviously a target for very heavy insurance premiums because of the lack of any
track record. The cost of insuring a satellite and launch, plus the first year of
operation, is typically between 15 and 20 per cent of the capital cost of the
satellite and launcher, 1.e. US$45-US$60 million for each of the multimedia
service’s Ka-band satellites. Although Ka-band has been used relatively exten-
sively now, it is still possible that the technological risk in using the higher
frequencies between 17 and 30 GHz could lead to higher insurance premiums,
another factor to consider in our SWOT analysis! The insurance premium to
cover subsequent years of operation will be significantly less, perhaps two per
cent of the cost of the satellite per annum, say $5 million for each Ka-band
craft.

3.8.4 Financing the project

Financing the project will depend again on whether we use a new satellite
system or whether we buy or lease transponder capacity on other company’s
planned or existing satellites.

Several methods of financing could be considered:

debt financing;

cquity financing;
joint venture partners;
leasing.

Debt financing will be feasible if we can demonstrate that the traffic to be
generated by our multimedia network 15 of sufficient volume to service the debt,
including the interest charges and repayment of capital. If we will need to obtain
funds on the commercial capital market we will have to provide very sound and
well researched marketing figures to convince lenders of the viability of the
project.

Equity financing is perhaps one of the more attractive options to secure
funding for the project. A public offering could, in a climate where high-tech-
nology stocks are at an all-time high and there is a clamour for more and morc
new offerings, be a very attractive route to acquiring a large proportion of the
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necessary capital. There are some doubters who believe that the market for
satellite communications initial public offerings is beginning to weaken, which 1s
perhaps not surprising considering the number of systems that have been up for
offer in recent years.

Joint ventures with several partners can also be an attractive way of funding
and managing a complex project like a new satellite communications system.
The business could benefit greatly by bringing in partners with specific compe-
tences, such as uscr-cquipment manufacturcers, terrestrial-network operators,
and service and content providers, as our multimedia system will need to be able
to offer content.

Leasing is a very important alternative financing approach where it is
possible to defer the substantial capital expenditure over a greater period than
would be the case if outright purchase of the major items of capital expenditure
were Lo be considered.

During our financial analysis of the viability of the multimedia satellite
project we will need to use some financial decision-making techniques to confirm
the financial viability of our project, and possibly compare the financial perfor-
mancc of a number of options. As remarked before, the options might be
whether to build a new system or to lease transponders on satellites owned by
third parties, i.e. to use ‘satellites of opportunity’.

The procedures involved all take into consideration the value of money over
time, the fact that any financial decision involving spending large sums of
moncy at the start of a project and receiving the financial benefit in the future
must take into account the falling value of money with the passage of time.
Therefore, we have to choose a method of depreciating the value of money that
makes scnsc in the business environment in which we are operating. For
instance, we could invest the money we might have available to build our system
in a building society and receive interest without doing anything at all! As we
probably all know, this is a relatively safe investment but regrettably produccs,
generally, the smallest rewards. So we use a concept termed the discount rate
which reflects the return which we might expect to receive on our funds and we
will normally expect this figure to be well in excess of prevailing interest rates. A
figure of 15 per cent might be typical, which was in 1997 12.5% greater than the
UK government’s target for inflation.

We can apply this discount rate to calculate the present value of all expendi-
ture made and all revenues received every year in the future for a period which
might match the lifetime of the satellites, for instance 15 years for the latest
designs.

Thus, present value, P, of a sum, S, received at the end of each year 1...n
using a discount rate ¢ in decimal form, i.e. for a discount rate of 15% ¢=0.15, is
given by the following expression:

S
P=—
(149

This enables each item of expenditure and income to be directly comparable
and the financial status of the project can then be calculated. We can use the
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discounted cash flows in two ways to show the returns for the project: net
present value (NPV) and internal rate of return (IRR).

When using the NPV method we comparc the present value of the cash
inflows with the present value of the cash outflows over a period of time. If the
net present value, i.e. the difference given by (present value of cash inflows
minus present values of cash outflows) over a period is positive at a particular
point in time then we can state that the project shows a positive cash-flow return
at that point.

As an cxample, we can calculate the NPV each year for the 17-ycar period of
the example Ka-band multimedia project, assuming some costs and revenues as
given helow, and limiting the project to, say, two colocated Ka-band satellites
constructed, launched, insured and in orbit at a total cost of US$350 million.
The satellites will be launched in two phases to reduce initial setup costs and to
cater for increased demand in the later years of the service. After calculating the
NPV each year, we can then sum the NPV for cach period from the base year to
any chosen year to obtain the NPV of the project to date.

It is assumed for simplicity that the satellites are uscd to provide demand-
assigned primary-rate (2 Mbit/s) carriers for Internet service providers,
Intrancts ctc. This is obviously a very unrealistic case, as other bearer rates and
access techniques would probably be used to address this type of market. In a
realistic case there will also be various types of carrier to accommodate the flex-
ibility demanded by multimedia customers. We may assumec that the multibeam
satellite can support a frequency reuse factor of about three, e.g. supporting
about nine to 12 beams covering the areas within the coverage region with the
greatest traffic potential. Each becam will have a sufficient number of transpon-
ders to cover half the available downlink bandwidth at Ka-band, i.e. 400 MHz.
Assuming demand-assigned access techniques, the two satellite systems may
support about 1500 2 Mbit/s half circuits. For simplicity, these could generate a
maximum cffective revenue of US$900 million/annum, assuming a US$50 000
per-month charge per equivalent 2 Mbit/s lcased half circuit. Of course, we
need to develop a number of very much more sophisticated tariffs more suitablc
for timeshared use by many more customers than would be able to use the above
equivalent leased half circuits, probably by a factor of at least 500 1000. We
would then be able to charge an initial, one-off connection fee of, say, US$1000
and a monthly subscription fee of US$50-100 with download limits of perhaps
1001000 megabytes per month per subscriber.

Our NPV calculations, shown in Table 3.1 using the formula given above,
demonstrate that the project comes into positive cash flow by around year 6.5,
indicated by the point at which the NPV becomes positive.

By repeating this exercise on a what tf? basis it will be possible to vary the
discount rate, or even develop a new project, perhaps based on leasing transpon-
ders, to calculate which project will produce the earlicst positive cash flow.

Another method morc favoured in the financial community is that of the
intcrnal rate of return, or IRR. The IRR technique enables the calculation and
comparison of the returns achievable for alternative projects. Here one does not
select the discount rate in advance but instead one computes the discount ratc,
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on an iterative basis, which reduces the NPV to zero. In the example shown in
Figure 3.1 a built-in spreadsheet function IRR(...) has been uscd, which is a lot
casier than trying various rates until one gets the figures to work!

A barchart illustrating how the revenuc and costs vary over the whole
project life cycle is shown in Figure 3.1. Figure 3.2 then shows in graphical form
the annual NPV (i.e. the cash flow in any particular year, discounted to year 0),
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Figure 3.1  Revenue and costs for two-satellite Ka-band multimedia project
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Figure 3.2 Annual NPV, cumulative NPV and IRR for two-satellite Ka-band multi-
medta project
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NPV for the project to date and the IRR for the project to date for the whole
17-year lifecycle. These curves enable the variation in NPV and IRR (o be
shown throughout the life of the project, although conventionally NPV and IRR
are quoted as single figures for the whole project from start to finish. For the mul-
timedia project these figures are an NPV of US$376 million and an IRR of 42
per cent.

Alternative projects can then be compared and the one achieving the highest
IRR is likely to be the better option. Currently banks lending finance on
projects would be looking for IRRs exceeding 30 per cent.

3.9 Technical design

The technical-design factors are, of coursc, a major clement of the specification
of a new satellite service, and will principally address the technical specification
of all components of the complete system.

If the business being proposed is a complete satellite system then the factors
to be considered will include:

orbital parameters;
coverage;
access technique;
signal in space;
payload;

. need for [SLs;
ground nctworks.

The two possible options when starting a new multimedia satellite system
could be to either design and procure a complete satellite system and launch it
or to purchase outright or lease satellite transponders from a third party. The
first of these is likely to offer much greater flexibility in the choice of system-
design parameters than the latter course, such as coverage, number of beams
and satellitc EIRP, although it will involve more of the decision-making steps
outlined in Section 3.5 and thus, perhaps, expose the entrepreneur to greater
risk of failure. On the other hand, there may be the apportunity for the business
to be a provider of leased capacity to others by deliberatcly oversizing the
system, leading to additional revenue streams and some diversification.

3.10 Frequency coordination

Overcrowding of the geostationary orbit, which is still the orbit of choice for
many applications, is a growing problem. It has been getting worse in some
parts of the orbit sincc the late 1980s as the growth in applications for orbital
slots has increased. This is the flip side of the rapid surge in interest in satellite
telecommunications now that globalisation of telecommunications has become



The satellile communications business 65

very big business. The situation has been worsened in recent years with many
so-called paper-satcllitc applications made under the ITU procedures. Any
ITU member state can make an application, which has to be accepted as
genuine with the applicant having every intention of proceeding to realise the
system. WRC 97 produced a procedure to address the problem of these systems
failing (o materialise. This will require administrations to provide regular
evidence of progress in the cstablishment of the satellite system, including
implementation dates, contractors, delivery dates etc. Further measures were
also considered at WRC 97, including reducing the total timescale between
initial applications, the advance publication and the date of bringing a network
into use.

The desired orbital position of our multimedia satellites must be decided at a
very early stage in the project, as the coordination process can be very lengthy
and may take several ycars to complete. Coordination is essential from the
system operation point of view, but also has vital commercial implications
because only when the process has been completed will we know whether we can
implement the network as originally conceived. At various points during the
coordination process we may have to reduce the proposed number of channels,
modify their characteristics, change the orbital positions of our satellites, move
the beams to different locations etc. This is very necessary work and fully in the
interests of fitting our networks in with our ncighbours to reduce intersystem
interference to mutually acceptable levels.

The coordination process (see Chapter 4 for details) must also be close to com-
pletion before we can finally sign any contracts to procure the satellites, since
any of the above changes, if introduced during the design stage, or worse during
production, could dramatically increase the cost of the contract.

Satellitc coordination is an international notification and negotiation process
carried out under the International Telecommunications Union (ITU) Radio
Regulations with the aim of ensuring that all existing and proposed satellite
networks will operate together without causing unacceptable interference.

The notification or filing process requires national administrations, which
are governmental bodics and members of the ITU, such as the US FCC, to
submit orbital slot details and a simplified frequency plan for each proposed
satellite network (or amendments/modifications/additions/deletions to pre-
vious filings). A network in this context refers to each satellite antenna beam.
Each network is [urther characterised by its intended service description,
frequency band of operation, beamwidth, polarisation, steerability, beam
pointing, associated transmitter carrier power, transponder strapping dctails
and carth-station characteristics. These details are sent to the I'TU on behalf of
the applicants by their national member administrations in a first step referred
to as ‘Advance publication of Appendix 4 information’.

The Appendix 4 details are published and circulated to all ITU member
administrations on a weekly basis. This enables experts in the administrations to
check the advance details in casc any of the proposed networks pose a possible
source of interference to their own current or planned networks, particularly if
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these networks have priority over the circulated filing. Member administrations
have four months in which to respond, both to the ITU and to the administra-
tion submitting dctails, with comments about the proposed networks. For
example, they may find that either their existing or prior satellite network appli-
cations will suffer from unacceptable interference. The ITU also performs
preliminary thermal-noise-based intcrference calculations on the preliminary
information and informs any member administration which it finds may experi-
encce interference, as well as notifying the administration responsible for the
filing.

Not less than six months after the first publication of the Appendix 4 data
the administration proposing the new network provides greater, more specific,
detail about its proposal in an Appendix 3 submission. The Appendix 3 data
includes details of actual channel frequencics, modulation formats to be used etc.
This is then sufficient information to enable a variety of detailed wanted carrier-
to-unwantcd interference ratio (C/I) calculations to be made by other adminis-
trations. These may be compared with figures for the minimum protection ratios
to apply to the potentially interfering signals, based on the types of modulation,
carrier power, location of recciving stations with respect to antenna beam
patterns etc.

The key to the submission process is the fact that the filing of the Appendix 3
data effectively sets the priority date of the applicant’s submission relative to any
subsequent submissions from other administrations. Applicants having a later
priority date have the responsibility of coordinating with all earlier applicants
where there is the possibility of unacceptable interference, whether these
networks are in operation or are just paper proposals.

After the filing of the Appendix 3 data the administration then procceds to
negotiate with all those other administrations, in a series of bilateral, and
sometimes multilateral, coordination meetings to resolve any instances of unac-
ceptable interference, with a view to finally notifying the ITU that all these
instances have been satisfactorily resolved. Until this is done the administration
may not operate the network, although it is possible to bring into service those
beams and channels which have been coordinated in advance of the complete
nctwork if this is dcemed necessary.

3.11 Billing

Accurate and timely billing is absolutely crucial to the success of any business
venture and nothing could be more relevant than the case of satellite communi-
calions systems.

The method of payment, and billing systems required to operate the
payment schemes, should both reccive the highest possible attention during all
phases of the development of the business.

Sccure and accurate computerised billing systems will need specifying and
procuring to meet the needs of the business. Most importantly, they will need to
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be sized to meet the anticipated demand for the service {rom start-up to some
future, hopefully, higher capacity. The sizing of the billing system is, of course,
one of the many variables which will need to be estimated at the outset in the
busincss plan. Decisions will be needed as to whether to invest in a very much
larger system than required at the outset to copc with the highest estimate for
demand, or whether to specify a system which may be grown, perhaps in a
modular fashion, as demand grows.

There are also decisions to be made about the methods of payment to be
adopted for each sector of the market being addressed. In our example of a mul-
timedia service there may be several payment options, perhaps depending on
whether the customer is in the corporate or private sector.

3.12 Operations and maintenance

If our new multimedia systcm does include the deployment of new space
segment and is not hosted in existing transponders there will be at least two
opcration and maintenance teams and associated ground control and uplinking
equipment required to support the space segment and the service. One team will
be required to operate and maintain the space segment and a second to perform
similar activitics for the satellite and terrestrial-network transmission aspects of
the service.

The quality and professionalism of the operations and maintenance (O& M)
teams will be vital to the success of the whole operation.

The space-network O&M team will be responsible for the monitoring and
control of the satellites and communicating with the spacecraft platform
telemetry, tracking and control (TT&C) subsystem via dedicated up- and
downlink channels. As well as maintaining a 24-hour watch on the onboard
housekeeping systems, monitoring the thermal state of the satellite, battery and
power status and a host of other variables, this tcam will be responsible for
cxccuting the orbital manoeuvres required to maintain the satellites in their
orbital positions. This is usually defined by tight limits on the maximum
allowable x, y and z-excursions. These excursions are caused by a variety of
orbital perturbations such as those caused by the earth’s inhomogeneous gravity
field, gravitational effects from the sun, moon and planets, solar radiation
pressure ete. These all cause precession of the orbital plane around the earth’s
north-south axis and preccssion of the orbit perigee in the plane of the orbit.

The space-network O&M team will also need to monitor the satellite for
signs of any interference from any terrestrial sources, such as errant transmitters
or even intentional interference, as wcll as monitoring and controlling the
satellite transponders, for example monitoring the loading of the transponders
and perhaps changing the transponder gain settings.

The transmission team will be responsible for the opcrating the networking
and uplinking equipment, probably located at the earth station, necessary to
maintain the service on a daily basis. They will require the support of as much
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sophisticated test equipment as possible, including a complete simulation
facility to enable operational problems to be simulated in an offline environ-
ment. The networking and uplink equipment will need to be based on some form
of redundant configuration, duplicating highly vulncrable items such as LNAs,
HPAs, up- and downconverters etc. on a one-to-one basis and other, more
numerous, items such as channel units and modems, perhaps replicated on a
one-for-N scheme.

It will be essential to provide an interface between the O& M people and end
users. Such an interface may take the form of a scrvice desk or customer-support
centre, which would log all queries and complaints and filter them before con-
tacting the O&M team if necessary. The customer-support centre will maintain
records of the action taken to rectify any problems or customer feedback on the
service and producc statistics for management to enable the quality of service to
be constantly monitored.

Of course, O&M may well be contracted to a network operator which
already has a suitable earth station housing the necessary equipment, or space to
install new racks to support the service. This would certainly be the case at
present if the scrvice is to be provided using space segment provided by one of
the consortia but not necessarily so if the spacc scgment is either procured as
part of the venture or is obtained from a private operator.
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Chapter 4
Radio regulatory considerations
relating to satellite communications
systems

P.T. Thompson and A.G. Reed

4.1 Introduction

The operation of any radio system may cause harmful interference to another.
Consequently, there is a need to have some form of management of the spectrum
and orbit resources in order to ensure appropriate quality of service for existing
operations, at the same time permitting access (o these resources for newcomers
to the field. The International Telecommunications Union (ITU) was estab-
lished to facilitate this by means of a set of procedures detailed in the radio
regulations (RR). We examine here the obligations of those wishing to establish
satellite communications systems under such regulations. This is an extensive
and continually evolving subject and thus it is only possible to outline the key
principles involved. Further specific details can be obtained from the ITU and
its radio regulations.'

Provisions for space-based telecommunications were first introduced into the
Intcrnational Telecommunications Union (1'1'U) radio regulations in 1963 at a
specially convened extraordinary administrative radio conference; these provi-
sions have since been extended and refined at subsequent conferences. In 1971 a
world administrative radio confecrence (WARC) enhanced the space-oriented
regulations, and broadcasting satellite services were specially handled at
another WARC in 1977 (for I'TU regions ] and 3) and at a regional ARC in 1983
(for region 2).

A more general WARC in 1979 undertook revision of the radio regulations
in total and hence the space services were considered again. During 1985 the first
session of a two-session WARC relating to space services was held and the second
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was held in late 1988. Subsequent WARCs and world radiocommunications con-
ferences (WRGs) have addressed special aspects of satellite communications
including mobile services, high-definition TV, radiolocation services and non-
geostationary orbit services.

4.2 The nature of satellite services

Within the I'TU radio regulations fixed satellite services (FSS) are defined as:

‘A radiocommunication service between earth stations at specilied fixed
points when one or more satellites are used; in some cases this service
includes satellite-to-satellite links, which may be eftected in the intersatellite
service; the fixed satellite service may also include feeder links for other space
radiocommunication.’

Thus, although this definition is quite broad, it does not include mobile
satellite services (MSS) or broadcasting satcllitc services (BSS) and these have
their own definitions.

The general scope of the definition of the FSS is such that the nature of the
satellites and earth-station equipment, modulation methods and interference
aspects of the service can be very diverse. For example, today we have mammoth
33 m diameter earth stations with large capacity and very small aperture
terminals (VSATs) with antenna diameters of under | m and capacity adequate
for low-volume traffic, almost a personal communicator! To accommodate these
wide-ranging systems there is a need for a flexible frequency-management
regime thatis simple to apply.

Mobile satellite services have a smaller degree of variation in their parameters
but, owing to the fact that the mobile terminal may be located on a variable
basis over a wide geographical area, such services are normally not in frequency
bands shared by fixed links.

The broadcasting satellite service also operates to a wide geographical distri-
bution of receiving terminals. In this case interference from fixed links into the
TVRO terminals may be a problem, but such terminals cannot cause interfer-
ence into fixed links as they do not transmit. The frequency-management regime
for such services may be less flexible than that required for the I'SS.

4.3 Objectives of frequency/orbit management

It is clear that the spectrum and orbit resources are limited. However, unlike
many other natural resources, they are not expendable; if all transmissions were
to cease tomorrow there would still be exactly the same resources left. This
feature lies at the background of all thinking related to spectrum management.
The management regime can be structurcd to recognise the nondestructive
nature of the resource and can be evolutionary to deal with the constantly
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changing patterns of communications. This strength of the flexible regulatory
regime used for managing the spectrum resource is most apparent for the FSS
where orbit resource management is also a factor of importance. Another
feature of the resource-management approach currently in usc is its ability to
handle evolving technologies, especially those which effectively increase the uti-
lisation of the limited resources. What then arc the objectives of such regulatory
machinery?

Onc objective is to provide a mechanism whereby an internationally agreed
set of rules can be applied in order to promote harmonious usc of the orbit/spec-
trum resource by all nations, but still leaving final and ultimate authority on a
country’s communications to cach individual national administration.

Another objective is to ensure that services which have been through the
appropriate procedures are recognised as operating, and that a level of protec-
tion is afforded to them such that they do not suffer unacceptable interference.
Furthermore, these operating systems are obliged not to cause unacceptable
interference to other occupants of the spectrum or orbit and to consider new
networks as their requirements arise.

Yet another feature of the regulations is that of ensuring that the most advan-
tageous frequencies are allocated to the satellite services while at the same time
maximising spectrum sharing with other services (thereby enhancing the
rcsource utilisation).

The rapid growth of satellite systems has led to such concentrated use of
some parts of the resources that concern has rightflully been raised by those
countries that have not yet been in a position to introduce their own satcllite
syStems. Their concern is that when they are in a position to operate such
systems the occupancy of the orbit/spectrum will be such that they will not be
able to gain entry. As a consequence of such concerns another objective of the
regulatory machinery is to ensure equitable access to the radio spectrum ‘and to
the orbits for satellite services.

The radio regulations detail a number of general rules for the assignment
and usc of frequencics. Some of these are of particular importance to satellite
services:

1 Members shall endeavour to limit the number of frequencics and the spectrum
space used to the minimum essential to provide in a satisfactory manner the ne-
cessary services. 1o that end they shall endeavour to apply the latest technical
advances as soon as possible.

2 Members undertake that in assigning frequencies to stations which are capable
of causing harmful interference to the services rendered by stations of another
country, such assignments are (o be made in accordance with the table of fre-
quency allocations and other provisions of the regulations.

3 Any new assignment or any change of frequency or other basic characteristic of
an existing assignment shall be made in such a way as (o avoid causing harmful
interference to services rendered by stations using frequencies assigned in accor-
dance with the table of frequency allocations and with the other provisions of the
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regulations, the characteristics of which assignments are recorded in the master
international frequency register.

Another rule states:

‘Where, in adjacent regions or subregions, a band of frequencies is
allocated to diffcrent services of the same category, the basic principle is the
equality of right to operate. Accordingly, the stations of each service in one
region or subregion must operate so as not to cause harmful interference to
services in the other regions or subregions.’

For satellite systems, these rules are fundamental to ensuring that the required
objectives are met.

4.4 Frequency allocations

A band of frequencies prescribed for usc by a satellite service is said to be
allocated to that service. There are several degrees of allocation:

a Primary (and permitted) allocations, which are entitled to protection against
unacceptable interference from all other services having allocations in the band.
There can be more than one primary allocation in a frequency band and this
gives rise (o the need to have sharing procedures and criteria. Exclusive alloca-
tions in which the satellite service is the only service in a particular band mean
that interservice interference will not occur. Such allocations are rare.

b Secondary allocations which do not enjoy the protected status but can operate
under restricted conditions.

¢ FPootnote allocations which, for a variety of reasons, are treated as additions or
alterations to the normal, or table, allocations and may be primary, permitted or
secondary or specifically constrained with regard to their use.

Article S5 of the radio regulations contains all of the frequency allocations.
For most satellite services the allocations are predominantly in the microwave
bands. The reader is referred to the radio regulations for more specific data'.

4.5 Frequency management regimes

In each country it is the responsibility of the government-based administrative
member of the ITU to undertake the appropriate management activities on
behalf of potential satellite operators or users. This is implemented in various
ways in different countries but the key aspect is a government oversight and
involvement in the process.

Several management regimes exist in the radio regulations and are generally
differentiated by the nature of the service being managed. All have some defects
and mect the range of frequency-management objectives in varying degrees.
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4.5.1 A priori planning

This approach cstablishes a rigid plan in advance of service operation for a
specific service type, and has been applied to the broadcasting satellite service.
A priori plans were established in 1977 and 1983 for the BSS, recognising the
technologies that were considered feasible at that time. These plans are detailed
in appendices S30 and S30A of the radio regulations.

Such regimes have not proved to be cfficicnt in terms of utilisation of the orbit
and spectrum, but they do give assurance regarding access to such resources. It is
interesting to note that in late 1977 allocations of five channels each for BSS were
made to 196 countrics, but in late 1997 (20 years later) only 32 countries (16 per
cent) had applied to take up their allocations and fewer than half of these had
actually been used. Possible reasons for this apparent inefficiency are:

plans are now incompatible with subsequent technological developments;
the inflexibility militates against multipurpose satellites and their cost effec-
tiveness;

¢ national beam-only satellites are uneconomic for many countrics.

This plan is now under active consideration by the I'TU in terms of improving
its cffectiveness.

4.5.2 Allotment plans

In this arrangement, which has been restricted to two particular segments of
the spectrum which were less occupied than elsewhere, each country’s guarantee
of access will be obtained by means of a predetermined allotment. This plan
nceds to have some degree of flexibility as well as a cast-iron guarantee. Thus, it
is more flexible than the a priori plan used for the BSS, a feature considered
necessary if the FSS is not to be constrained in terms of futurc applications.

This approach has been adopted for national systems and potentially subre-
gional systems, thereby exploiting the techmnical advantages of noncocoverage
satcllitc antenna becams. WARC 85/88 defined the concept of an FSS allotment
plan, and its main flexibility is provided by means of the allocation being made
for a predetermined orbital arc within the geostationary orbit. The spcecific orbit
location of a satellite within the predetermined orbital arc is determined when
the system goes into service.

The FSS allotment plan was developed on the basis of at least one allotment
per country from one orbital position within a predetermined orbital arc. The
frequency bands allocated for FSS allotment planning are:

o 4.5-4.8 GHzand 6.725-7.075 GHz;
e 10.7-10.95 GHz,11.2-11.45 GHz and 12.75-13.25 GHz.

Details of the plan are given in appendix S30B of the radio regulations.

In late 1988 allotments were made to 203 countries but in late 1997 (almost
a decade later) only 15 (seven per cent) had applied to take up their allotments.
Some members of the I'TU are pressing for this morc flexible regime to be
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reviewed, but this is unlikely to happen quickly as many are content with the
guarantee of access that this scheme provides.

4.5.3 Coordination

Most satellite services are managed under a flexible-management regime
within the radio regulations, known generally as coordination. The procedures
comprise two major phases and have to be completed before an administration
can be assured of the protection of'its network. Phase 1 is the advance publication
and forms a mechanism for informing others of the intent to establish a new
network (or change an old one). This information phase may not be initiated
carlicr than five years and no later than two years before the intended com-
mencement of use of the new network. The I'TU circulates advance-publication
material to all administrations. Thus, all administrations that may have an
interest in the matter have the opportunity to scc what is going on.

A simple interference assessment is made between the new published
network and any existing or planned networks in the same frequency band, and
the potential for unacceptable interference assessed (using appendix S8* of the
regulations). Figure 4.1 depicts the interference paths considered in the analysis.
If such an analysis indicates a need to consider methods of alleviating inter-
ference then discussions are initiated.

The I'TU may help in resolving problems, but other than that it need only
.be informed of the status of the coordination at six-monthly intervals. All other
actions are undertaken by the administrations concerned.

\ \/ /
\ /
\\/ \\//
i direct
g::rtehCt N Y bath
/ / AN
VAV
UI/ ¥ \

/ /Dl \ \pi UI = up-path interference
/ A DI =down-path interference

Figure 4.1 Interference from (to) systems using adjacent satellites

*Prior to WRC 95 this was known as Appendix 29 of the radio regulations.
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This sccond and more formal phase is similar to the first phase but has three
notable differences:

(i)  Thecoordination of space and earth stations with respect to interference com-
patibility with other networks takes specific earth-station locations into con-
sideration.

(11) Infrequency bands shared with terrestrial services the specific earth stations
must also be coordinated with stations of these terrestrial services.

(111) Whereas phase | examination may have used only spectral cmission-power
densities in the assessment, actual transmission characteristics must now be
taken into consideration.

Thus, the detailed second phasc (coordination) needs to go beyond the simplistic
interference analysis used in phase l. Various ITU recommendations and
reports give some guidance as to how to do this, but the matter is not specifically
detailed in the radio regulatory text enabling the latest intcrference-analysis
approach to be exploited. Furthermore, the precise operational role of the
networks may be exploited in order to minimise interference by giving carriers a
suitable small frequency offset or avoiding putting incompatible carriers near to
each other in frequency. It is important that this flexibility be present in order to
permit the establishment of as many networks as possible.

If potential, or actual, conflicts with other prior assignments have been
resolved then the system under consideration can be notified, that is, submitted
for recording in the master international frequency register (MIFR).

Historically, the 1'T'U has been the guardian of the MIFR which contains
the records of [requency assignments for the radio services. These assignments
arc the output of the procedures, and are sets of data characterising individual
transmitting or receiving facilities. The assignments are made by individual
administrations, but only after a formal procedural and technical examination
by the ITU arc they included in the MIFR (when all potential, or actual,
conflicts with other prior assignments have been resolved).

Thus, the coordination procedure is a carefully staged process with detailed
actions and schedules which are particularly important for networks using the
geostationary satellite orbit. Further details on the interference assessment
undecrtaken in the two phases are given in Chapter 7.

4.5.4 Coordination of earth stations

When a network is coordinated as a whole, the task is undertaken using typical
earth-station paramcters. In the event that the parameters of a particular earth
station are diflerent, there is no problem provided that the interference it may
cause is no worse than that which was calculated using the original figures.
Furthermore, no greater protcction from interference can be expected than that
originally afforded the station.
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4.6 Responsibilities of large satellite organisations

Members of organisations such as INTELSAT, EUTELSAT or INMARSAT
which operate in the FSS bands all have specific conditions imposed upon them,
by rules adopted by those organisations in order that a well organised and disci-
plined network is maintained. Most such organisations mandate that their
members safeguard the organisation from technical and cconomic harm by
means of articles and agreements which member states sign. Detailed technical
coordination of the organisations’ nctworks is carried out in a manner very
similar to that of the ITU Radio Regulations. In addition, technical coordina-
tion of thc organisations’ networks is undertaken in the ITU via a national
administration, usually the administration of the country in which the head-
quarters of the organisation is located. By means of internal procedures each
organisation ensures that its members adhere to the parameters of the coordi-
nated network. It is the responsibility of the member to coordinate its carth
station within the I'TU procedures and to operate that station within the coordi-
nated parameters.

4.7 Coordination with terrestrial services

When the frequency bands arc sharcd with terrestrial systems such as radio-
rclay links or radar systems a number of interference conditions need to be inves-
tigated, namely:

e signals from the satellites must not causc unacceptable interference to the
receivers of the terrestrial service;

e signals from the satellitc carth station must not cause unacceptable interfer-
ence to the receivers of the terrestrial service;

e signals from the terrestrial stations must not cause unacceptable interference
to the receivers of the satellite earth stations;

o signals from the terrestrial stations must not cause unacceptable interference
to the satellite receivers.

As with the interference between two satellite networks, there is a two-stage
process for addressing interference between terrestrial and satellite systems.

The first stage of this procedure is aimed at determining an area around the
earth station, known as the coordination area, within which the presence of a
terrestrial station could lead to unacceptable interference. A simplistic model is
adopted similar to that used for the satellite network procedures. However, (o
determine the contour of the coordination arca scvcral additional factors must
be taken into account:

(1) The proximity of the carth can introduce effects which influence the transmis-
sion of the radio-relay-link signals beyond the horizon. These signals are not
cut off immediately by the intersection of the earth, and thus detailed knowl-
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edge of the diffraction over the horizon is required. The presence of hills and
mountains can make this relatively complicated.

(i1) The changing value of the radio refractive index of the air with height and
temperature gives rise to a beam-bending effect and this can cause propaga-
tion of signals far beyond the horizon. Iurthermore, this bending effect is vari-
able depending upon the weather conditions and situations can occur where
the refractive index of the atmosphere is such that the signal can be trapped in
a duct and propagated for long distances with little loss. This is known as duct
propagation. :

(iii) Scattering from raindrops in a common volume where the signals can be di-
rected from one interfering source into the radio beam of another system can
give rise to rain-scatter interference. The level of such interference is depen-
dent upon the rain intensity, the particular gecometry involved and the various
antenna characteristics as well as the signal type.

These factors are used in determining the coordination area of the earth
station and, in general, rain-scatter considerations determine most of the area
except in the region of the earth-station main beam. The calculation of the coor-
dination area is performed using the detailed procedure described in appendix
S7* of the radio regulations. It should be noted that the coordination area can
extend across national boundaries and therefore requires international coopera-
tion in order to address the situation.

If there are radio-relay links within the coordination area then a second
stage of assessment and resolution is required. This stage reviews the situation in
much more detail and is similar to that used for the satellite network coordina-
tion, except that various propagation factors have now to be taken into account.
In many cascs it is found that, owing to the specific pointing of the signal paths,
features such as rain scatter and duct propagation are not critical and that the
services can coexist. Again, specific interference qualities of the signal types are
now investigated and the analysis can be complex to conduct. The path profile of
the terrain can also be taken into account. Techniques such as positioning the
carth station in a natural bowl or bchind a mountain can ease the interference
situation as can locating the earth station away from areas of high population
where fewer radio-relay systems are likely to be operating.

With the use of small earth stations it becomes practical to shicld the site
from interference and reductions of interference of the order of 20 dB or so are
possible.

4.8 NonGSO systems

Since 1992 there has been an increased interest in operating constellations of
satcllites in nongcostationary orbits. These low-earth orbit (LEQ) and medium-

* Prior to WRC 95 this was known as Appendix 28 of the radio regulations.
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earth orbit (MEO) systems may bc interfered with or cause interference to
G5O systems. Much effort has been expended in understanding how to regulate
this situation. Historically, such satellites were required to cease transmission as
they crossed the GSO in order to eliminate harmful interference. This is quite an
onerous situation and the regulations are being changed to allow alternative
approaches wherc fecasible. Thus there is a need to consider short-term interfer-
ence limits and it is true to say that some objection has been created to accepting
such limits, from both sides. The situation is made worse by the complexity of the
methods used to calculate short-term interference limits on a carricr by carrier
case. For example:

o Different approaches are required when the satellites employ onboard pro-
cessing;
There is a need to consider the influence of fade countermeasures;
How do you define ‘short-term interference’?

In general, it is possible to conduct the necessary analysis only by means of
sophisticated computer simulation models, an increasing trend in frequency
management.

WRC 95 and WRC 97 have set the foundations for handling nonGSO
systems, albeit incomplete and complex in nature. This is an area that will
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Figure 4.2 Escalation in demand for spectrum for GSO satellite services
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receive much more attention in the future as the demands are significant and
the investments in systems very high.

4.9 The workload of the ITU satellite systems frequency
management regime

It is interesting to examinc the workload of the I'l'U satellite frequency manage-
ment regime especially from the viewpoint of coordination. Figure 4.2 shows the
situation regarding GSO systems for the period June 1991 to September 1997. It
is of concern both that many advanced publications arc still being submitted and
that the number of systems reaching the notified stage is flattening out.

Figures 4.3 and 4.4 indicate the applications for GSO and nonGSO systems,
respectively. For the latter the dominant requirement is in the 2 GHz bands
{although interest in higher bands 1s now growing rapidly) and the former shows
demand for almost all areas of the GSO.

Figure 4.5 indicates the countries which have applied for GSO systems and
Figure 4.6 gives similar data for nonGSO systems. It is apparent that a small
number of countries apply for the majority of the systems.

number of applications per 5 degrees of longitude

-175 -1356 -95 -565 -15 25 65 105 145
-155 -115 -75 -356 5 45 85 125 165

longitude in 10 degree ranges

Figure 4.3 Use and potential use of the GSO— applications for spectrum as of
September 1997 '
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Figure 4.4 NonGSO applications for spectrum as of September 1997
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Figure 4.5  Applications for nonGSO systems as at September 1997
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4.10 Conclusions

An overview of the objectives of resource management for both the spectrum
and orbit resources has been given and some of the technical featurcs examined.
Three regulatory regimes have been addressed and their values indicated.

The naturc of the ISS is such that a wide range of parameters cxists and no
simple rigid regulatory mechanism would suit. Instead, as a consequence of the
evolution of the regulatory machinery being matched to the objectives, a flexible
management regime has been established, known as coordination. This has
served well to date but scope exists for further improvements given the emerging
technology and changing service patterns. In particular, the practical solution
of the problem of ‘paper satellites’ (i.c. satellite networks advance published as
‘place holders’ but unlikely to be implemented in practice) is still a worthwhile
goal.

Despite the development of very high-capacity fibre-optic cables, ITU activ-
ities in managing satellite frequency bands are growing at an increasing rate.
The increased interest in nonGSO systems has required a substantial volume of
ncw thinking and regulation to be applied in order to continue to meet the objec-
tives of frequency management.

With national administrations at its heart, the ITU is in a sound position to
meet the continuing challenge posed by the rapid evolution of satcllite com-
munications.
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Chapter 5
Introduction to antennas

B. Claydon

5.1 Introduction

Antennas employed in space communications arc key components providing
the vital links between the ground and the spacecralft.

The (undamental principles of antenna theory are based on classical electro-
magnetic field theory and are discussed in detail in many major text books."”
The basic starting point for the theory is Maxwell’s equations for a homogeneous
isotropic medium which relate electric and magnetic ficlds to source currents.
From Maxwell’s cquations, the wave equation can be derived which describes
the propagation of an electromagnctic wave in a nondispersive homogeneous
isotropic medium. The performance of an antenna configuration is found from
solution of the wave equation, generally using approximate techniques.

Antennas can be broadly classified by the frequency spectrum in which they
are commonly applied, or by their basic mode of radiation. The most important
type for space communications is the aperture antenna which includes horns,
rcflectors and lenses (although the latter are not usually cmployced in this parti-
cular application). The aperture antenna will form the basis of the present
discussion. A further antenna type, namcly the array antenna, is used in some
spacc applications, for example mobile communications.

5.2 Basic aperture antenna definitions and relationships

5.2.1 Principle of reciprocity

The principle of reciprocity is of fundamental importance in antcnna theory
and practice since the propertics of a particular antenna can be determined
cither by analysis or measurement, with the antenna as a transmitter or as a
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receiver. In practice, for computational analysis the antenna is generally
assumed to be in the transmit mode, whercas for measurements the antenna is
assumed to be receiving.

5.2.2 Antenna radiation pattern

A transmitting antenna does not radiate uniformly in all angular directions,
nor doces a receiving antenna detect energy uniformly from all directions. This
directional selectivity of an antenna is characterised in terms of its radiation
pattern. This pattern is a plot of relative strength of radiated field, amplitude
and phase, as a function of the angular parameters, 8 and ¢, of a spherical coor-
dinate system for a constant radius, . The amplitude of this pattern is most
important and can be cxpressed as a relative power or field pattern (normalised
to unity maximum) or a logarithmic decibel pattern (with a maximum of
0 dB).

The antenna radiation pattern, which typically comprises a main beam and
a sidelobe structure, is commonly depicted as a two-dimensional plot as illu-
strated in Figure 5.1. For antennas with dimensions small compared to the
wavelength, a polar plot, Figure 5.1a, is often employed. As the antenna
dimension increases, a more detailed picture of the radiation pattern is achieved
using a cartesian plot, Figure 3.18, since the width of the main beam decreases
and the periodicity of the sidelobe region increases. Such a representation is
generally employed for earth-station antennas. Satellite antenna radiation
patterns are often expressed as isogain contour plots which are superimposed on
the coverage area, as illustrated in Figure 5.l¢. In this case only that portion of
the radjation pattern which is actually incident on the earth’s surface is of
interest.

The peak of the main beam represents the highest level of field strength and
approximately 70 per cent of the radiated energy is enclosed in the main-beam
region. The sidelobe region represents a potential source of interference into the
communications link and for this reason is generally required to be of low
level.

5.2.3 Antenna half-power beamuwidth

The angular width of the main beam of the antcnna radiation pattern is charac-
terised by the half-power beamwidth (HPBW). This is defined as the full angular
width between the two points which are 3 dB below the main-beam peak.

The HPBW is dependent on the illumination distribution in the antcnna
aperture and the aperture dimension in the plane in which the pattern is
measured. For a circular aperturc with diameter D/4 in wavelengths:

HPBW ~ % degrees (5.1)
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Figure 5.1  Vartous methods of representing an antenna radiation pattern

a Polar plot of antenna radiation pattern
b Cartesian plot of antenna radiation pattern
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Fugure 5.1 Various methods of representing an antenna radiation pattern

¢ Isogain contour plot of antenna radiation pattern

where N is dependent on the aperture illumination distribution being typically
58 when it is uniform and 73 when tapered according to the law (1 — r%), r being
‘the normalised radial parameter.

5.2.4 Gain, directivity and efficiency

Gain and directivity are quantities which define the ability of an antenna to con-
centrate energy in a particular direction and are directly related to the antenna
radiation pattern.

The gain, G(0, ¢), of an antenna in a specified direction (8, ¢) is defined as
the ratio of the power radiated per unit solid angle, P(0, ¢), in the dircction (6,
¢) to the power per unit solid angle radiated from an isotropic antenna supplied
with the same total power, Pr. (The isotropic antenna is a hypothetical antenna
which radiates uniformly in every direction.) Thercfore:

P60, ¢) .
Py /in (5.2)

G(0, ) =

This quantity is an inherent property of the antenna and includes ohmic and dis-
sipative losses arising from the conductivity of metal and diclectric loss.

The dircctivity, D(8, ¢), of an antenna does not include these dissipative
losses and is defined as being the ratio of P(f, ¢) to the power-per-unit solid
angle from an isotropic antenna radiating the same power, Pp. Therefore:

P(0, ¢)
Pr/4n

The ratio of G(8, ¢) to D(0, ¢) is termed the radiation efficiency of the antenna.

D, ¢) = (5.3)
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The value of G(0, ¢) where maximum radiation occurs is simply called the
gain of the antenna and in most cascs is expressed in dBi (decibels relative to
1sotropic). This value corresponds to the peak ol the main beam of the radiation
pattern which is generally in the direction (0, 0) referred to as the antenna
boresight direction. This value of gain, G, is related to physical aperture area, 4,
of the antenna by the expression:

4
G= lOloglO(A—inA)dBi (5.4)

where 4 is the operational wavelength and # the antenna efficiency. In the case
of a circular antenna aperture of diameter D, the gain is expressed by:

D 2
G = 10log,, "(ﬂT) dBi (5.5)

The antenna-cfficicncy factor, #, used in the above cxpression is always less
than unity although it is more often expressed as a percentage. For a practical
antenna configuration, the efficiency factor comprises several components which
may, for example, include:

77 = illumination efficiency, which accounts for the nonuniformity of the illumina-
tion and phase distributions in the antenna aperture;

ns = spillover efficiency, which represents the ratio of the total power in the antenna
aperture (o the total power radiated by the primary feed horn;

1z = blockage factor, which allows for the incomplete utilisation of the antenna
aperture owing to the blocking effect of supports, subreflector, etc.;

71z = losses due to manufacturing and alignment errors, which include variations
from a uniform phase distribution in the antenna aperture owing to irregula-
rities in the reflector profiles;

7o = ohmic losscs in the primary feed chain.

5.2.5 Antenna noise temperature

In satellite communications, the noise caused by the thermal loss of the ground
and the atmosphere is received via the sidelobes of the antenna and degrades the
overall receive-band performance of the antenna. The antenna noise tempera-
turc in degrees Kelvin at an antenna elevation angle of (g, can be expressed as:

2n om
T 4(00) = 4—17[J J T'(0, 0, $)G(0, Pp)sin O dO d¢ (5.6)
0o Jo
where T'(0y, 0, ¢) is the brightness-temperature function T(f), transformed
into the coordinate system of the antenna gain function, G(6, ¢). The brightncss-
temperature function can be found from consideration of atmospheric attenua-
tion under clear-sky conditions at the frequency of interest, and is usually
determined from tables.
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An estimate of the antenna noise temperature can be found by considering
the overall antenna efficiency factor, #, and its various contributions, 3, #s, %z,
ng and fo defined in the previous Section. The noise temperature at an elevation
angle of 0 is given by™:

T4(00) = nT(00) + (1 —n,)T(6o)
+ (1 =ng) -3 [T0) + T(0)]
+ (1 =ng) - 5-[T(8) + T(0)]
+ (1 = 1) T(00)
+ (1 —np)-290 (3.7)

5.2.6 Reflection coefficient, voltage standing-wave ratio and return loss

For satcllitc communications applications, a conjugate match is desired
between the antenna and the transmission line or device to which it is connected.
When such a match does not exist, some of the available power is lost by reflec-
tion. The ratio of the reflected power to the incident power is related to the
voltage reflection coeflicient, I', by the expression:

_ reflected power

ITf? (5.8)

incident power

The voltage standing wave ratio (VSWR) is related to the voltage reflection
coefficient by:

1+ I

VSWR =
I ~|I]

(5.9)

The return loss is the logarithmic form of the voltage reflection coeflicient and
is given by:

return loss (dB) = 20 log |I'| (5.10)

Typical values for an earth-station antenna might be: a voltage standing wave
ratio of 1.2:1, a voltage reflection cocflicient of 0.091 and a return loss of

—20.8 dB.

5.2.7 Polarisation

Both the antenna and the electromagnetic field received or transmitted have
polarisation propertics. The polarisation of an electromagnetic wave describes
the shape and orientation of the locus of the extremities of the field vectors as a
function of time. A wave may be described as linearly polarised, circularly
polarised or elliptically polarised.

Linear polarisation is such that the E-field, electric field, is oriented at a
constant angle as it is propagated. The angle may be arbitrary but often for con-
venience is defined as being either vertical or horizontal.
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direction of
propagation

anticlockwise
or left hand
rotation

Figure 5.2 Schematic of left-hand circular polarisation

Circular polarisation is the superposition of two orthogonal linear polarisa-
tions, for cxample vertical and horizontal, with a 90° phase difference. The tip of
the resultant E-field vector may be imagined to rotate as it propagates in a
helical path as illustrated in Figure 5.2. If the wave intersects a stationary plane
normal to the direction of propagation, then the circular path which the
rotating E-vector traces out on the plane defines the hand of polarisation. In
Figure 5.2, a left-hand circularly-polarised (LHCP) wave is shown since the
circular path, viewed as the wave propagates away from the observer, describes
an anticlockwise rotation. A clockwise rotation would indicate a right-hand
circularly-polarised (RHCP) wave.

An elliptically-polarised wave may be regarded as either the resultant of two
linearly-polarised waves or as the resultant of two circularly-polarised waves
with opposite directions.

5.2.8 Crosspolarisation and polarisation discrimination

The crosspolarisation of a source is becoming of increasing interest to satellite
communication antenna designers.

In the case of an antenna transmitting, or receiving, a linearly-polarised
field, the crosspolar component is the ficld at right angles to this copolar
component. For example, if the copolar component is vertical, then the cross-
polar component is horizontal.

Circular crosspolarisation is that of the opposite hand to the desired
principal or reference polarisation. Impure circular polarisation is, in fact, ellip-
tical. The level of impurity is mcasured by the cllipticity and known as the axial
ratio.
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A detailed definition of crosspolarisation has been considered by Ludwig.
Of importance in a dual polarisation frequency reuse satellite communication
system is the polarisation discrimination between the copolar and crosspolar
signals, especially in (he antenna main beam region as illustrated in Figure 5.3.

5.2.9 Aperture distribution and tllumination taper

For an antenna which generates a single focused beam, the principal
parameter affecting the antenna radiation pattern, after the aperture size, is the
aperture lllumination distribution; the radiation pattern being essentially the
Fourier transform of the illumination distribution.

Since the majority of antcnnas cmployed in both the space and carth
segment of satellite communications utilise circular apertures, we will consider
this case as an example. We define an aperture illumination distribution £,(r, /)
which is dependent on the polar coordinates (7, ) as defined in the geometry
shown in Figure 5.4. The amplitude of the far-field radiation pattern at the point
(0, ¢), normaliscd to unity, is given by:

2T pa
E(0, ¢) = ! J J E(r, ) expl—jkrsin 0 cos(¢p — ¥)]rdrdif (5.11)

0
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Figure 5.3 Polarisation discrimination
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Figure 54 Geomelrical paramelers relating to far-field radiation pattern of an antenna

For circularly symmetric aperture illumination distributions, this expression
reduces to:

E0) = J E,(r)- Folkrsin®) - r dr (5.12)

where 7 is the Bessel function of the first kind and order zero.

In general, the integral above has to be evaluated numerically, although, in
certain cases it is possible to find an analytic solution.

A most useful aperture distribution for circular aperturce antennas is:

EN=0—-7"/d)+b (5.13)

where n is an integer and & the level of the field at the edge of the aperture. The
antenna radiation pattern resulting from this distribution can be written as:

i) | Fan()
E(u) = 2b p— +n! (nu/?)"H (5.14)
where
U= %sin 0

Fa(mu) being the Bessel function of the first kind and order z.
For the special case of uniform illumination in the aperture, 5=0 and n=0
and the antenna radiation pattern becomes:

2 71 (nu)

E(w) = (5.15)
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For a reflector antenna, the aperture distribution and the illumination taper (the
relative level of the aperture distribution at the edge of the aperture to that at the
centre) are controlled by sclection of the feed horn radiation pattern and the
reflector geometry such that the reflector edge angle intersects the feed pattern at
the desired relative level. In general, the ratio between centre and edge power
densities will lie between —3 dB and —30 dB, depending on the application.

5.3 Typical antenna configurations for satellite
communications

5.3.1 Horn antennas

Horn antennas opcrating at microwave frequencies are used to produce wide
beam coverage, such as global coverage from a satellite antenna, but more fre-
quently arc employed as feeds for reflectors when higher gain and/or narrower
beamwidths are required, as in the case of earth-station antennas.

5.3.1.1 Simple pyramidal and conical horn antennas

The simplest forms of horn antenna arc open-ended waveguides of either
circular or rectangular cross-secion. However, to provide a narrower
becamwidth, a flared section of waveguide is used resulting in a radiating
aperture several wavelengths wide and giving risc to a good match between
waveguide impedance and free space. _

By choosing the aperturce dimensions of a rectangular apertured horn with
tundamental TE) mode excitation such that the beamwidths are equal in the
two principal planes (E- and H-planc), a radiation pattern with good circular
symmetry can be achieved. Typically, the full —10 dB beamwidths in the two
plancs are given by:?

884 b
E-plane: 0{10 & e degrees, 7 < 2.5 (5.16a)
A
H-plane: (')1_110 & 31 + 79— degrees, 0.5 < % <3 (5.16b)
a

where a and b are the aperture dimensions in the two planes. Such a horn, unfor-
tunately, suffers a high crosspolarised component in the diagonal 45° planes.

More frequently, horns with circular aperturcs arc employed in satellite com-
munications applications. The radiation pattern of such a conical horn with
fundamental 7E;, mode excitation and small flare angle is given by simple
formulae involving Bessel functions, viz:

E-planc: Fg(u) = Eo J1(w)/u (5.17a)
Ji(u)

I u_\?
B (1.841)

where a is the aperture radius, Fq is constant and u = (27a/1) sin 6.

H-plane: Fy(u) = Ey (5.17b)
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For large aperture diameters, the E- and H-plane pattern beamwidths differ,
implying that a high crosspolar component exists in the diagonal plane. The F-
plane pattern also suffers from high sidelobe levels.

For smaller aperture diameters, the radiation-pattern performance of
conical horns is very dependent on the flange surrounding the aperture.

5.3.1.2 Dual-mode conical horns

The dual-mode concept, originally proposcd by Potter,® relies upon the use of
the higher-order TM;, mode to symmetrise the aperture distribution of large-
aperture conical horns excited in purely TE), mode. The presence of the TM,,
mode does not affect the H-plane radiation pattern but, when properly phased
and combined with the fundamental TFE); mode, improves the E-plane
radiation characteristics. The resultant radiation fields exhibit near axially
symmeitric copolar patterns with low sidelobes, low crosspolarisation and a true
phase centre.

The overall bandwidth of the dual-mode horn is limited. by the nced to
maintain the correct phase relationship between the two waveguide modes at
the horn aperture. In the original Potter design, the 7M,; mode is generated by
a step caused by an abrupt change in the horn radius and the correct phase rela-
tionship achieved by a straight section immediately following the step. The
design is, therefore, frequency dependent with crosspolar suppression of better
than —30 dB being realisable over typically five per cent bandwidth only.

5.3.1.3 Hybrid-mode corrugated conical horn

Corrugated conical horns are capable of providing radiation fields with circu-
larly symmetric copolar pattcrns, low levels of crosspolarisation and low
sidelobes over relatively broad frequency bandwidths. The fundamental modec
associated with the corrugated structure is the HE;; mode which can be consid-
ered as a hybrid of the TE); and the 7M,; modcs of smooth-wall waveguides. In
contrast to the dual-mode smooth-wall configurations, however, the TE and the
TM componcnts in the HE;; mode have the same cut-off frequency and the
same phase velocity. They, therefore, remain in the correct phase relationship
along the guide, independent of frequency, so that the bandwidth limitation of
dual-mode horns is removed.

Two distinct versions of hybrid-mode horns are common: one in which the
flarc anglc is large and the horn is relatively short, the other in which the flare
angle is very gradual so that the horn may be long, Figurc 5.5. The first of these
is often termed the scalar horn. Its distinguishing feature is that the large flare
angle causes the spherical wave in the horn aperture to depart from a plane
wave by half a wavelength or more. Because of this, the shape of its radiation
pattern depends very little on frequency, being determined almost entirely by
the flare angle. Over at least a 1.5:1 frequency range the width of the pattern at
the —15 dB level is about equal to the total flare angle in the horn. The E- and
I-planc phasc centres are coincident being located at the apex of the flare, and
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Figure 5.5 Geometry of the corrugated horn

a Narrow flare

b Wide flare

there is virtually no sidelobe structure to the pattern. These desirable properties
hold for semiflare angles of up to 70° and for horn apertures exceeding about
2.5 4 in diameter. Thus such a scalar horn is well suited for prime-focus reflector
applications.

The other version of the corrugated configuration is cxemplified by a conical
horn with a flare angle sufficiently small that the spherical wave in the aperture
is within 4/5 or less of a plane wave. The bandwidth is thus limited by this
condition and by the additional circumstance that the phase centre is now
located between the apex and the aperture, its exact position depending on the
frequency.

In all cascs, the crosspolar bandwidth of corrugated horns 1s limited, first by
the departure of the HE;; mode from the so-called purely balanced hybrid
condition and, secondly, by the excitation of higher-order modes along the
length of the horn. The dependency of these factors upon the horn design para-
meters such as the corrugation depth, period, horn flare angle and the aperture
dimensions are generally well understood, however, and relatively broadband
performances can be realised with good design practice.

Considering the casc of conventional single-depth corrugated horns with
moderate (<15°) flare angles and aperture dimensions in excess of about 34, the
present state-of-the-art suggests bandwidths of typically 15 per cent over which
the crosspolar radiation ficlds can be suppressed to below —35 dB relative to the
copolar peak. Wider bandwidths of typically 35-40% can be realised with wide
flare angle horns.
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Corrugated elliptical and rectangular aperture horns offer a mcans of
realising elliptical bcam patterns with low crosspolar characteristics. Their use
in space applications to date has been very limited.

5.3.2 Reflector antennas

When higher gain and narrower beamwidths are required from an antenna it
is necessary to increase the aperture dimension and simplc horn antennas
become impractical. For these applications a passive reflecting surface is utilised
which is illuminated by a smaller primary feed horn.

5.3.2.1 Prime-focus paraboloidal reflector antenna

The simplest form of reflector antenna is the axisymmetrical paraboloid with a
feed horn located at its focal point, as illustrated in Figure 5.6. A spherical wave
emanating from the fced horn at the focus is converted into a plane wave
radiated (rom the aperture of the antcnna. The antenna is characterised by its
diameter, D, and focal length, F, with the rellector curvature being a function of
the ratio F: D. :

Such a configuration can be employed for antenna diamecters typically of up
to 3 m. For larger diameters the necessary long waveguide run from the feed at
the focus to a conveniently located electronics box, gencrally at the rear of the
reflector, is undesirable.

reflector

feed

Figure 5.6 Axisymmetric single reflector system
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3.3.2.2 Dual-reflector axisymmetric reflector antennas

For larger reflector antenna diameters, a more compact axisymmetric config-
uration can be realised by the introduction of a smaller subreflector as illustrated
in Iigure 5.7. The primary feed horn is now located near the rear of the main
reflector, eliminating the need for long and lossy waveguide runs to the electro-
nics box.

Two types of subrcflector configuration are possible:

(1) The Cassegrain arrangement where the subretlector is a section of hyperbo-
loid situated within the focus of the paraboloidal main reflector.

(ii) 'The Gregorian arrangement where the subreflector is a section of an ellipsoid
located outside the focus of the paraboloidal main reflector.

Both systems result in similar RF performance characteristics, although the
Cassegrain is more commonly employed in earth-station applications.

5.3.2.5 Asymmetric {or offset) reflector antennas

Axisymmetrical reflector antennas, such as those described in the previous
Sections, have been favoured because of their straightforward geometry and
mechanical simplicity. However, the electrical performance of an axisymme-
trical antenna is limited by the efllects of aperture blockage caused by the
primary feed horn and, in dual-reflector systems, the subreflector. Although the
geometry of an asymmetric, or offset, reflector is less straightforward than that
of its axisymmetric counterpart, and various ellects due to the asymmetry must
be considered, the removal of all blockage effects brings about major improve-
ments in both antenna efficiency and sidelobe performance.

Similar to its axisymmetric counterpart, the offset parabolic reflector can be
realised as a single reflector fed from the vicinity of its prime focus, as shown in
Figure 5.8, or arranged in a dual-reflector configuration where the main offset

main reflector main reflector

subreflector subreflector

teed feed

a ’ b
Ingure 5.7 Axisymmetrical dual-reflector systems

a Cassegrain
b Gregorian
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reflector \

\ feed

Figure 5.8 Asymmetric (or offset) single-reflector system

reflector is illuminated by the combination of a primary fced horn and subre-
flector as shown in Figure 5.9. The latter can be arranged such that the axes of
the main reflector and subreflector are coincident or tilted with respect to each
other so that no blocking of the optical path occurs either by the primary feed or
subreflector. The dual-offset configuration can be realised in either a Cassegrain
type in which the subreflector is a section of a hyperboloid, or a Gregorian type
in which the subreflector is a section of an ellipsoid with both focii situated
between the two reflecting surfaces.

5.3.3 Array antennas

Array antennas comprise a series of discrete radiating elements fed from a
single input source. The type of radiating elements depends on such parameters
as the application, frequency bands and polarisation and, typically, could be
dipoles, waveguide slots, horns or microstrip patches. A beamforming network is
used to distribute the input power either uniformly or, with a prescribed
weighting factor, to ecach of the elements. The beamforming network also
ensures that each element is phased correctly. For a beam to radiate normal to
the plane of the array, each element should be in phase with the others. By
creating a linear phase tilt in a particular plane across the array, the radiated
beam can be made to scan in that plane. An antenna in which the direction of
the radiated main beam is controlled by changing the phase distribution applied
to the individual clements is known as a phased array.

The secondary radiation pattern associated with the array comprises the
product of the element pattern and the array factor. The latter is solcly a
function of the array geometry, i.e. the element spacing and the array lattice
structure, typically triangular or square. If the element spacing is too large,
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Figure 5.9  Asymmetric (or offset) dual-reflector systems

a Cassegrain
b Gregorian

there will be more than one direction in which the radiation from all the
elements adds in phase, giving rise to extraneous main beams known as grating
lobes. To avoid grating lobes, the element spacing, d, must be related to the
.maximum scan angle, 4 0,, of the main beam by the inequality:

d - 1
A 1 +sin0,
For many applications, this criterion for the element spacing may not be compa-

tible with the element type, and the resultant grating lobe will give rise to a
reduction in gain and be a potential source of interference. Several techniques

(5.18)

are available for suppressing grating lobes.”
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Chapter 6
Propagation considerations relating to
satellite communications systems

P.T. Thompson

6.1 Introduction

A number of factors resulting from changes in the atmosphere have to be taken
into account when designing a satellite communications system in order to avoid
impairment of the wanted signal. Generally, a margin in the required carrier-to-
noise ratio is incorporated to accommodate such effects.

6.2 Radio noise

Radio noise emitted by matter is used as a source of information in radioastr-
onomy and in remote sensing. Noise of a thermal origin has a continuous
spectrum, but several other radiation mechanisms cause the emission to have a
spectral-line structure. Atoms and molecules are distinguished by their different
spectral lines.

For other services such as satellite communications noise is a limiting factor
for the receiving system; generally, it is inappropriate to use receiving systems
with noise temperatures which are much less than those specified by the
minimum external noise.

From about 30 MHz to about 1 GHz cosmic noise predominates over
atmospheric noise except during local thunderstorms, but will generally be
exceeded by man-made noise in populated areas. Above | GHz, the absorptive
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constituents of the atmosphere (water vapour, oxygen, hydrometeors) also act
as Nolse sources,

In the bands of strong gaseous absorption, the noisc temperature reaches
maximum values of some 290 K. At times, precipitation will also increase the
noise temperature at frequencies above 5 GHz.

Figure 6.1 gives an indication of sky noise at various elevation angles and fre-
quencies.

The sun is a strong variable noise source with a noisc temperature of about
10° K at 30 MHz and of at least 10* K at 10 GHz under quiet sun conditions
(see Figure 6.2); large increases occur when the sun is disturbed. In general, the
sun interferes with the wanted signal for short periods (<10 min) about 8 days a
year. The noise temperature of the earth as seen {rom space 1s about 290 K.
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Figure 6.1  Sky-noise temperature for clear air (6 is the elevation angle)

100000~
< [
g i
p )
<
e sun spot sun spat
£ 20000 min. max.
o
@
' 10000
< -

5 10 50 100
frequency, GHz

5000 i 1 1 3 b1l 1 I ]
i

Figure 6.2 Nouse temperature of the sun



Propagation considerations relating to satellite communications systems 101

The radio noisc temperature obscerved with an antenna having an infinitely
narrow beam, pointed towards the zenith but away from any localised noise
source, 1s about 3 K for frequencies from about 2 GHz to about 10 GHz. For
decreasing elevation angles the noise temperature increases, reaching about
80 K when the antenna is pointed at low angles in clear-air conditions. The
above is normally adcquatce for system design but occasionally a more detailed
analysis may be required where noise contributions through both the main beam
and the sidelobes (including the contributions from the ground) will need to be
considered.

6.3 Ionospheric effects

Although radio waves at frequencies greater than 100 MHz can normally pass
through the ionosphere between earth and space, they may be modified by the
presence of free clectrons and the carth’s magnetic ficld. Effects due to bulk ioni-
sation include absorption, propagation time delay, refraction and polarisation
rotation, all of which vary with position on'the earth and with time according to
the various long and short-period changes of the ionosphere. The existence of
small-scale irregularities in the electron concentration also gives rise to relatively
rapid fluctuations of a number of signal parameters, these fluctuations being col-
lectively known as scintillation.

All of the ionospheric effects mentioned above show a progressive decrease
with increasing radio frequency.

Table 6.1 gives estimates of maximum values of various ionospheric effects at
a frequency of 1 GHz, together with their respective frequency dependences.

Table 6.1 Estimaled maximum values of tonospheric effects for elevation angles of about
30° one-way traversal ( TEC = 10" electron/ m’)

Effect Magnitude at Frequency
1 GHz dependence
Faraday rotation 108° 1/£2
Propagation delay 0.25 ps 172
Refraction <0.17 mrad 1/£2
Variation in the direction of arrival 0.2 min of arc 1/
Absorption (polar-cap absorption) 0.04 dB ~1f?
Absorption (auroral and 0.05 dB ~1/f?
polar-cap absorption)
Absorption (mid-latitude) <0.01 dB 1/f°
Dispersion 0.5 ns/MHz 1/f°
Scintillation see Section 6.1.2.3 no simple

dependence
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The figures relate to one-way traverse of the ionosphere at an elevation angle
of 30°, the vertical total electron content (TEC) being 10"® electron/m?

0.3.1 Ilonospheric absorption

At VHF and above the absorption at a frequency f on an oblique path with
angle of incidence i at the ionosphere is in general proportional to (sec ) /f%. At
middle latitudes, thc absorption for a onc-way traverse of the ionosphere at
normal incidence is generally less than 0.1 dB at [requencies greater than
100 MHz. Enhanced absorption can occur as a result of solar flares, and during
auroral and polar-cap events, but an upper limit of about 5 dB should be
expected.

6.3.2 lonospheric effects depending on total electron content

The total electron content (TEC), which is the integral of the electron concen-
tration along the ray path, expressed in units of electrons/m?, is significant in the
determination of phasc path, group delay, dispersion, refraction and Faraday
polarisation rotation of transionospheric signals. These parameters are all
directly proportional to either TEC or, in the case of Faraday rotation, to the
integrated product of the electron concentration and the componcent of the
magnetic field along the propagation path.

Anisotropy of the ionosphere produces Faraday rotation of the plane of polari-
sation of a linearly polarised wave. The rotation at a given radio frequency
cxhibits fairly predictable diurnal, scasonal and solar cyclical variations which
may be compensated for by adjustment of the polarisation tilt angle of the carth-
station antenna. However, large deviations from the regular behaviour can arise
for small percentages of the time, and cannot be predicted in advance. Statistical
data on TEC variations experienced for small time percentages are lacking,
existing data indicates peak Faraday rotations of 9° at 4 GHz, 4° at 6 GHz and
1°at 12 GHz.

6.3.3 lonospheric scintillation

Amplitude, phase, polarisation and direction-of-arrival scintillations may
represent practical limitations to spacc communication systems. They are
produced as radio waves propagate through electron-density irregularities in
the ionosphere.

Scintillations are commonly observed at VHF and may occur at frequencics
at least up to 7 GHz. Scintillation activity is mostly a night-time phenomenon.
It is most scvere in the vicinity of the geomagnetic equator and at high altitudes,
least severe at mid-altitudes and increases with solar and geomagnetic activity.
For example, scintillations with peak-to-peak amplitude fluctuations exceeding
10 dB at 154 MHz have been observed for 7 per cent of the time at night
at Huancayo, an equatorial station; at Narssarssuaq, an auroral station, the
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corresponding time percentages were 0.9% and 8:4% undcr quiet and
disturbed magnetic conditions, respectively.

6.4 Tropospheric effects

In addition to the thermal-noise radiation from any absorbing constituent in tro-
posphere, the following factors need to be considered:

attenuation by gases, clouds and precipitation, sand and dust storms;
various aspects of refraction (including scintillation, loss of antenna gain
and possible limitations in bandwidth);

e dcpolarisation by precipitation.

In general, the effects become increasingly important above about 3 GHz and
atlow elevation angles. Above 40 GHz, especially in the region of the absorption
lincs of water vapour and oxygen, significant attenuation can occur even in clear
conditions.

6.4.1 Attenuation due to precipitation and clouds

The principal factor when considering attenuation caused by precipitation and
clouds is rain, and the attcnuation it causes increases with rainfall rate, with
frequency {up to about 100 GHz) and with decreasing elevation anglc. Rain
attenuation can normally be neglected at frequencies below about 5 GHz.

Snow, especially dry snow, is much less serious than heavy rain, but melting
snow can cause significant attenuation. Also, snow on the antenna and feed can
be more serious than heavy rain.

The effect of clouds is small compared with that of rain and is only a serious
factor at frequencics well above 30 GHz. The attenuation is proportional to the
liquid-water content, which will vary with cloud type. Thunderstorm clouds
{cumulo-nimbus) cause the maximum attenuation.

To predict attenuation due to precipitation along a slant path, it is necessary
to obtain information on its distribution in space and time. A gencral mcthod
developed by the ITU for calculating attenuation is presented below.'

If reliable long-term statistical attenuation data arc available, which were
measured at an elevation angle and frequency (or at frequencies) different from
those for which a prediction is nceded, it may often be preferable to scale this
information to the elevation angle and frequency in question rather than using
the general prediction formula. Frequency scaling is discussed in more detail in
Reference 1.

To calculate the long-term statistics of the slant-path rain attenuation at a
given location, the following parameters are required:

Ry = point rainfall rate for the location for 0.01% of an average year (mm/h)
hs =height above mean sea level of the earth station (km)
§  =celevation angle (degs)
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@ = latitudc of the carth station (degs)
S = frequency (GHz)

The latest method detailed by the ITU' consists of the following steps 1 to 7 to
predict the attenuation exceeded for 0.01% of the time, and step 8 for other time
percentages.

Step I: 'The effective rain height, Ap, is calculated from the latitude of the station ¢:

hp (km) = 5.0 — 0.075(¢p — 23) for ¢ > 23° northern hemisphere

=5.0 for 0° < ¢ < 23° northern hemisphere
=5.0 for 0°> ¢ > — 21° southern hemisphere
=5.0+0.1(¢ + 21) for —71° < ¢ < —21° southern hemispherc
= 0.0 for ¢ < —71° southern hemisphere
(6.1)
Step 2: For @ > 5° the slant-path length, L, below the rain height is obtained from:
hp — 5
L, = M km (6.2)
sin 6
For 0< 5° a more accurate formula should be used, that is:
hy — hy
L=— 2 k) (6.3)
(sin” 8 + 2(hgp — h)/R,)'* + sin O

where R, =radius of the earth =6378 km

Step 3: The horizontal projection, L, of the slant-path length is found (see Figure
6.3):

Lg = L;cosf km (6.4)

hg

Figure 6.3 Schematic presentation of an earth-space path giving the parameters to be
tnput into the attenuation prediction process

A frozen precipitation
B: rain height

C: liquid precipitation
D: earth-spacc path



Propagation considerations relating to satellite communications systems 105

90° 90°

60° 60°

30° 30°

0° 0°

30° 30°

A - A

1 1 | ] 1 1 60°

1
105° 75° 45° 15°

60° L
165° 135°

Figure 6.4  Rain climatic zones (15°W - 165°W)

Step 4: Obtain the rain intensity, Ry, exceeded for 0.01 % of an average year (with
anintegration time of | min). If this information cannot be obtained from local data

sources, an estimate can be obtained from the maps of rain climates given in Figures
6.4,6.5 and 6.6 together withTable 6.2.2

Step 5: The reduction factor, 7o), for 0.01 % of the time can be calculated from:

1
(14 Lg/Lo)

where LO =35 CXp( —0.015 RO.OI) for Ro_()] < 100 mm/hr, if R().()l > 100 mm/hr
then calculate Ly with 100 mm/hr instead of Ry g;.

70.01 (6.5)

Step 6: Obtain the specific attenuation, Y g, using frequency-dependent coefficients
derived from Table 6.3 (also see Reference 3) and the rainfall rate, Rgq(, determined
from step 4:

Tr = KRo01)" dB/km (6.6)
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To use Table 6.3 coeflicients additional steps are needed to arrive at £ and o as
follows: Based on the assumption of spherical drops, values of £ and « have been
calculated at a number of frequencies between 1 and 1000 GHz for scveral drop
temperatures and drop-size distributions. Values of £ and « for a Laws and
Parsons drop-sizc distribution and drop temperature of 20°C have also been cal-
culated by assuming oblate spheroidal raindrops aligned with a vertical rotation
axis and with dimensions related to the equivolumic spherical drops. These
values, which are appropriatc for horizontal and vertical polarisations, are
presented in Table 6.3 (denoted &y, oy and £y, ay). Values of £ and o at frequen-
cies other than those in Table 6.3 can be obtained by interpolation using a
logarithmic scale for frequency and £, and a linear scale for «.

For linear and circular polarisation, the coefficients in eqn. 6.6 can be calcu-
lated from the values of Table 6.3 using the approximate equations given
below:

k=T[kn + kv + (kg — ky) cos® 0 cos 27]/2 (6.7)

o = [kyoy + kyay + (kuay — kyay) cos” 0 cos 27]/2k (6.8)
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Figure 6.6 Rain climatic zones (60°E—150°W)

Table6.2  Rainfall intensity exceeded (mm/h) for specified time percentages

150"

°©°
150

107

% of Rain climatic zone

time A B C D E F G H J K L M N P Q
1.000 - 05 07 21 06 17 3 2 8 15 2 4 5 12 24
0.300 08 2 28 45 24 45 7 413 42 7 11 15 34 49
0.100 2 3 5 8 6 8 12 10 20 12 15 22 35 65 72
0.030 5 6 9 13 12 15 20 18 28 23 33 40 65 105 96
0010 8 12 15 19 22 28 30 32 35 42 60 63 95 145 115
0003 14 21 26 29 41 54 455545 70 105 95 140 200 142
0.001 22 32 42 42 70 78 55 100 150 120 180 250 170

65 83
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Table6.3  Regression coefficients for estimaling specific allenuaiion in egns. 6.6 —6.8

Frequency (GHz} ki ky oy ay
1 0.0000387 0.0000352 0.912 0.880
2 0.0001540 0.0001380 0.963 0.923
4 0.0006500 0.0005910 1.121 1.075
6 0.0017500 0.0015500 1.308 1.265
7 0.0030100 0.0026500 1.332 1.312
8 0.0045400 0.0039500 1.327 1.310
10 0.0101000 0.0088700 1.276 1.264
12 0.0188000 0.0168000 1.217 1.200
15 0.0367000 0.0335000 1.154 1.128
20 0.0751000 0.0691000 1.099 1.065
25 0.1240000 0.1130000 1.061 1.030
30 0.1870000 0.1670000 1.021 1.000
35 0.2630000 0.2330000 0.979 0.963
40 0.3500000 0.3100000 0.939 0.929
45 0.4420000 0.3930000 0.903 0.897
50 0.5360000 0.4790000 0.873 0.868
60 0.7070000 0.6420000 0.826 0.824
70 0.8510000 0.7840000 0.793 0.793
80 0.9750000 0.9060000 0.769 0.769
90 1.0600000 0.9990000 0.753 0.754
100 1.1200000 1.0600000 0.743 0.744
120 1.1800000 1.1300000 0.731 0.732
150 1.3100000 1.2700000 0.710 0.711
200 1.4500000 1.4200000 0.689 0.690
300 1.3600000 1.3500000 0.688 0.689
400 1.3200000 1.3100000 0.683 0.684

where £ is the path elevation angle and 7 is the polarisation tilt angle relative
to the horizontal (t =45° for circular polarisation).

Step 7: The attenuation exceeded for 0.01% of an average year may then be obtained
from:

Agor = YrLsRyo1 dB 6.9)

If alternative attenuation statistics are required then the following steps may be
applied:
Step 8: The attenuation to be exceeded for other percentages (P) of an average year,
in the range 0.001 % to 1.0% (1 % often being appropriate for broadcasting services),
may be estimated from the attenuation to be exceeded for 0.01 % of an average year
by using:

A}J — AO.OIO- 1 Qp—(0.54—6+0.043 log P) dB (6 1 O)
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System planning often requires the attenuation value, exceeded for the time
percentage p, of the worst month. For a definition of the worst month see
Reference 4.

Using the following approximate relation (which relates to the case for
global planning purposes), an annual time percentage, g, corresponding to p,
may be obtained:

p=0.3p-1 (%) 6.11)

Conscquently the attenuation exceeded for this annual time percentage, p, cal-
culated using the eight-step method above may be taken as the atlenuation
value exceeded for p,,% of the worst month.

6.4.2 Atmospheric absorption

As well as attenuation caused by rain and other particles the gases present in
the atmosphere cause attcnuation cspecially at low clevation angles. Figure 6.7
depicts typical values for this atmospheric attenuation for which an additional
link margin must be provided. Reference 1 gives dctails on the calculation of
gaseous absorption should it be required.

attenuation, dB

0 | 1 ] | | ] ] ] ] j
o] 2 4 6 8 10
elevation, deg

Figure 6.7 Attenuation due to atmospheric absorption for waler vapour densily
3
p=2g/m
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6.4.3 Sute diversity

The small geographical extent of high-rain-intensity rain cells can be advanta-
geous in combating signal fading by appropriately combining signals from two
or more earth stations which are located some reasonable distance apart. Two
methods of indicating the cffectiveness of such space diversity are presented by
the ITU. The first is called the ‘diversity-improvement factor’ and is given as the
ratio of the single-site time percentage and the diversity-based time percentage.
The second indicator is termed ‘diversity gain’ and is the difference (in dB)
between the single-site and diversity-based attcnuation values for the same per-
centage timec.

It can be shown that the diversity-improvement factor, 7, is approximately
given by:

I=pi/ps =1+ 1008%/p, (6.12)

where p; and py are the respective single-site and diversity-based time percen-
tages and f is a parameter bascd on the link characteristics. Based on the results
of extcnsive measurement programmes it is found that betwcen 10 and

20 GHz:
pr=10"44"%3 (6.13)

where d is the distance between the diversity stations in km. Figure 6.8 gives po
against p; for a range of percentage times and distances.
Calculation of diversity gain can be undertaken as follows: Given that

d = separation between the two sites (km)

A = path rain attenuation for a single site (dB)

JS=Irequency (GHz)

f = path-elevation angle (degs)

1= angle (degrees) made by the azimuth of the propagation path with respect to
the baseline between the two sites chosen such that 10 < 90 degs

Step I: The gain contributed by the spatial separation is:
Gy = a(l — ¢ %) (6.14)
where

a=10.784 — 1.94(1 — ¢ 114
b =0.59(1 — ¢ %14

Step 2: The frequency-dependent gain is:
Gp = ¢ OO (6.15)

Step 3 The elevation-angle term is:

Go = 1 +0.0060 (6.16)



Propagation considerations relating to satellite communications systems 111

| - .
7L
s T 2
. o y.
; ey /;
2 = 1 / I
] IR SRR / :/// /|
T e _ A/ '1/"/ il
- Zkm — ’Il L =1
o 5 Skm TN TR 717
:'; 10 km V. 7 / 4
2 20km —] P 4
s 30 km N \ PV (V484
s 50 km NN yAV AV V4
O £ o~ \'\ LAt Eah:
..5 r\;‘h XV V4 V4 -1 ] T
5 s /f\ v\ Vi 4 “%ff____.!r;.
g [ / 7 4 ! AR
: A /) IR
a, 2 - — A po——et e
_ VAW 8. 4N 411‘;
10-} 7 / / / ‘ | "‘«Iw
e i Al & s i T B S
y A 4w 4 ! B8 1
s f-—1- / L fii bgid 4oz Ry
! /. —t ; i |
N4 VAVAV AN EE L]
)7 AN BEREN
| y. L
s I VO S |- 4
Sy aw gyl ransugiy ;.%-'_ﬁ
I H
IRV A0S SRR Rl
S
10-3 1072 : g 107! : * 1

Percentage of time for a single site, p,

Figure 6.8 Relationship between % of time with and without diversity for the same
atienuation

Step 4- The baseline-dependent term is:
Gy = 1+ 0.002y ‘ (6.17)

Step 5: The nct diversity gain is:
G=0Gyq-Gr-Gy-Gy dB (6.18)

6.4.4 Depolarisation

Depolarisation effects on earth-space paths can be due to both rain and ice {as
well as antenna imperfections). In the following I'TU calculation method a sim-
plified approach for calculating the depolarisation based on rain effects and then
correcting for ice is adopted.

To calculate long-term statistics of depolarisation from rain attenuation statis-
tics the following parameters are needed:
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Ay therain attenuation (dB) exceeded for the required percentage of time, p, for

the path in question, commonly called copolar attcnuation, CPA

7:  the tilt angle of the lincarly polarised electric-field vector with respect to the

horizontal (for circular polarisation use 7= 45°)
NE the frequency (GHz)
0:  the path-elevation angle

The method described below to calculate XPD (crosspolar discrimination) sta-
tistics is based on the fact that there is a high correlation with rain-attenuation

statistics.

The method is valid for 8 < f < 35 GHz and 6 < 60° and consists of the
following steps 1 to 8 to compute the respective contributions due to separate

factors (for /< 8 GHz see later):
Step I: Calculate the frequency-dependent term:

Cr =30log f for8 </ <35GHz

Step 2: Calculate the rain-attenuation-dependent term:
Ca = V(S )log(4y)
where:

V(f)=12.8/%9 for8<f <20 GHz
V(f)=226 for 20 < f < 35 GHz

Step 3: Calculate the polarisation-improvement factor:

C: = 10log[l — 0.484(1 + cos(47))]

Step 4: Calculate the elevation-angle-dependent term:

Cyp = —40log(cos0) for 8 < 60°

Step 5: Calculate the canting-angle-dependent term:

C, = 0.0052¢2

(6.19)

(6.20)

(6.21)

(6.22)

(6.23)

¢ is the cffective standard deviation of the raindrop-canting-angle distribution,
expressed in degrees. ¢ takes the value 0°, 5°, 10° and 15° for 1%, 0.1%, 0.01%

and 0.001% of the time, respectively.
Step 6: Calculate rain XPD not exceeded for p% of the time:
XPDmin = G/ - CA + Ct + Cb' + Cg‘ dB

Step 7. Calculate the ice-crystal-dependent term:

Cire = XPD,iu % (0.3 + 0.11og p)/2 dB

(6.24)

(6.25)
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Step 8 Clalculate the XPD not exceeded for p% of the time and including the effects
of ice:

XPD, = XPD,;, — Ci,, dB (6.26)

Figure 6.8 indicates typical results using the above method.

A design approach based on joint probability cumulative distributions of
XPD and 4, is preferable, particularly for earth-space paths where the varia-
bility in XPD for a given 4, is large for the low attenuation margins normally
cmployed. It should be noted, however, that the use of an equiprobability
relation between XPD and 4, for outage calculations may give the same results
as the use of joint probabilitics if it is applied to the calculation of fading margins
in systems using dual polarisation.

For the frequency band 4—6 GHz, where attenuation is low, A, statistics are
not uscful in predicting XD statistics. For frequencies below about 8§ GHz, it
may be more useful to employ relationships between XPD, point rain rate and
effective path length.”

6.4.4.1 Frequency and polarisation scaling of XPD

Long-term XPD statistics obtained at onc frequency and polarisation tilt angle
can be scaled to another frequency and polarisation tilt angle using the semi-
empirical formula:

XPDy = XPD,
—20log{ fo/fi(1 — 0.484(1 + cos415)"/* /(1 — 0.484(1 + cos 47)'/*}dB
for4d < f), o <30GHz (6.27)
where XPD, and XPD, are the XPD valucs not exceeded for the same percen-

tage of time at frequencies f; and f, and polarisation tilt angles 7; and 1y,
respectively. :
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6.4.5 Tropospheric refraction and scintillation effects

The refractive index of the atmosphere is variable in both space and time, and
the effective path length through the lower layers of the tropospherc depends on
the angle of elevation of the antenna beam at the earth station. The irregular
refractive-index structure of the troposphere can cause signal fluctuations (scin-
tillation) and a loss in antenna gain owing to phase incoherence across the
aperture. For the former effect, measured data at elevation angles of 20°—30°
and at 23 GHz indicate that, in temperate climates, the fluctuations are of the
order of 1 dB (peak-to-peak) in clear sky in summer and 0.2—0.3 dB in winter.
Clouds can produce fluctuations of 2—4 dB (occasionally 6 dB). Fading rates of
about 1 Hz are typical but components of at least 10 Hz have been detected. A
slower fading rate, at about 0.01 Hz, has also been observed. This is probably
due to angle-of-arrival variations caused by relatively large-scale changes in
refractive index. A detailed method of calculating tropospheric scintillation
from meteorological data is given in Reference 1. This requires a knowledge of
average surface ambient temperature at the site for a period of onc month or
longer along with a knowledge of the average surface relative humidity for the
same period.

6.4.6 Shadowing and multipath effects

Link margins must be included in certain satellite communications applications
to account for shadowing and/or multipath effects (more details will be found in
Chapter 19 and an overview only is given here). As an alternative to simply
using power margins, certain modulation techniques designed to combat
multipath effects may be used. Applications include maritime mobile, land
mobile and aeronautical mobile satellite systems, generally using low G/T
mobile earth stations and opecrating, typically, below about 3 GHz. Three
specific ITU recommendations cover the calculation of signal impairments for
these three cases (given in References 5; 6 and 7). These References provide
formal methodology for calculating signal impairments for the different services
and in many cases refer back to the techniques detailed above but supplemented
with service-specific situations. The following gives a brief review of these more
specific aspects. Should more precise values be required then the reader will
need to perform the calculations detailed in the above References.

For maritime applications, multipath effects predominate at low elevation
angles and increase in severilty as the mobile earth-station antenna gain
decreases. I'or a maritime mobile earth-station antenna gain of 20 dB, an
elevation angle of 5° and a rough sea, multipath fading of 2.7 dB and 4.8 dB are
not exceeded for 95% and 99% of the time, respectively; decreasing to 0.5 dB
and 0.6 dB, respectively, at an clevation angle of 20°. For a smooth sea and an
elevation angle of 10°, the corresponding values are 3.2 dB for 95% of the time
and 5.4 dB for 99% of the time (these figures relating to operation in the
1600 MHz band).
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For land mobile satellite application, both shadowing and multipath effects
must be taken into account. For a suburban/rural cnvironment, link margins of
the order of 10 dB to 15 dB are required for 90% of locations for 90% of the time
at an operating frequency of 860 MHz. Significantly, greater link margins, of
the order of 30 dB, are required to provide the same performance in an urban
environment.

Satcllite sound-broadcasting systems operating in the 500 MHz to 2 GHz
region of the spectrum will, like the land mobile satellite systems, experience
shadowing and multipath effects. Results of measurements conducted in Europe
are of the order of 15 dB. The effects of shadowing and multipath may necessi-
tate that between 5 dB and 30 dB link margins be required for rural and urban
arcas, respectively. Additional studics and cxperimental data arc required, par-
ticularly since there are differences in terrain and building features in different
countries.
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Chapter 7
Interference considerations relating to
satellite communications systems

P.T. Thompson

7.1 General

Congestion of the radio-frequency spectrum has necessitated the sharing of fre-
quencies between a number of services, involving both terrestrial and space
systems. The possibilities of interference arise therefore between terrestrial and
satellite systems and between systems of the same type. Thus, the designer needs
to take account of potential interference when designing systems. Clearly, due
account needs to be taken of existing, planned and future systems when allowing
for interference in the system design.

In order to estimate mutual interference between different radio systems it is
necessary to know the statistical distribution of the difference in decibels of the
level of the interfering signal and the level of the wanted signal. For most radio
systems, except transhorizon radio-relay links, the wanted signal level may be
considered to be approximately constant, although multipath fading of the
wanted signal can cause complications. Therefore, it is essential for the engineer
to have statistics describing the occurrence of the interference, the variability of
which is duc to the cxistence of several different propagation mechanisms, each
of which is itself subject to variations arising from the nature of the tropospheric
propagation medium. Changes in the medium are a function of climate, and it is
necessary to take into consideration both the cffects duc to the propagation char-
acteristics in clear air and phenomena which may arise owing to the presence of
hydrometeors in the propagation path.
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In system planning it is generally required to estimate the level of interference
not to be cxceeded for both the small-time percentage (<1% of the time), and
for about 30 per cent, the propagation mechanisms mainly to be considered
are:

line-of-sight;
diffraction over isolated obstacles;
diffraction over irrcgular terrain,

tropospheric forward scatter.

At time percentages below about ten per cent, additional mechanisms require
consideration for the evaluation of the stronger interference levels. These are:

e supcrrefraction and ducting;
e scatter from hydrometeors (mainly rain);
e reflections from aircraft.

In considering satellite-communications systcms design there are cases which
need specific consideration:

interference from other satellite networks into the one being designed;
interference from the network being designed and into other networks;
interference from terrestrial networks (including radar) into the network
being designed;

e interference from the new satellite nctwork into terrestrial scrvices.

Wherever possible the ITU has arranged the sharing of services such that they
are reasonably compatible and can be coordinated. This last term relates to the
process of achicving agreement between the operators of the different systems on
the acceptability, or otherwise, of interference.

There are well laid down rules on how to coordinate systems and these arc
contained in the radio regulations of the ITU [1]. Consequently, it is not
proposed to give specific numerical rules for calculating such interference cases
here but to concentrate on the factors to be taken into account, thus giving the
satellite system designer a feel for the magnitude and scope of the problem. It
should also be noted that from time to time the ITU updates the coordination
procedurcs and the latest set should be used in detailed analysis [1].

7.2 Interference between satellite networks

Interference analysis of separate systems is a complex procedurc which
depends both on the parameters of the various systems and the impact which
interference has on the wanted signal. The deterioration of a wantced signal by
an interferer can be determined both analytically and subjectively. The latter is
often needed if the interferer causes intelligible signals to appear in the wanted
signal, such as onc tclevision signal interfering with another television signal.
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If the interference is not correlated with the wanted signal it is generally
assumed to be noise like and account is taken of it in the satellite system design
by having an allowance of extra noise in the link budget. Thus, the critical factor
in the link budget is carrier-to-noise level (C/N) which gives the required
quality of performance at systcm threshold. The actual G/N must be increased
to account for interference as well as propagation effects.

In considering interference in satcllite systems account should also be taken
of interference from other transponders on the same satellite, especially if dual
polarisation or multiple beams are used where several additional interference
entries would exist.

Figure 7.1 depicts the various signal and interfering paths associated with
two adjacent satellites. Clearly, both up-path and down-path interference need
to be cvaluated.

7.2.1 Bastc first-stage analysis

Owing to the many complex parameters associated with interfcrence asscssment
the ITU has adopted a rather simplistic model from which to determine the
worst-case potential for interference. This is described in appendix S8 of the
Radio Regulations.* If when using this model the threshold of acceptable inter-
ference is exceeded then the network operators must get together and find ways
of performing a more detailed analysis and explore methods of mutually
agreeing to acceptable conditions for service to be effected.
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Figure 7.1 Interference from ( or into) systems using adjacent satellites

*Prior to WRC 95 this was known as Appendix 29,
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The simplistic model referred to above assumes that the interferer is
operating at the same frequency as the wanted signal, that the interference is
noise like and that the analysis can be performed using power spectral density
figures, i.e. the power per Hertz of wanted signal against the power per Hertz of
the interferer.

The criterion used to indicate that the interference should be analysed in a
more detailed manner is that of an increase in apparent noise temperaturc of the
signal being interfered with by more than six per cent of the noise already
existing in that system. This so called AT method is a reasonably good indicator
of potential interference which can be applied independent of precise signal
characteristics. It is valid for FM and PSK systems alike.

The reader is referred to appendix S8 of the I'TU Radio Regulations for
further details of this first-stage procedure.

Should the increase in noise level be less than six per cent then all is well and
the system should work without problems.

7.2.2 Detailed analysis

At this stage a dctailed cxamination of the interference situation is conducted
taking account of the precise frequency plans of the networks, the types ol signal
that are interfering, the relative powers of the transmitted and received signals,
the known levels of coupling between signal types, the polarisation properties of
‘the signals, the acceptable levels of carrier interference of the systems and any
possible methods of reducing interference. .

The following information gives a feel for the types of signal currently being
used in satellite systems and their associated interference characteristics.

Wide-deviation FDM/FM: covers most of the more long standing satellite trans-
missions; bandwidths range from about 1.25 MHz up to 36 MHz; spectrum has
gaussian shape.

Narrow-deviation FDM/FM: bandwidths typically 20 MHz or 30 MHz; non-
gaussian spectrum often with carrier spike, especially during light loading condi-
tions.

FM TV carriers:  complex spectrum dependent on modulation; spectrum
rectangle when energy dispersal only modulating signal; bandwidths typically

17.5 or 30 MHz.

Dugital PSK carriers:  spectrum is truncated or modified sin x/x; line spectrum
if no energy dispersal; otherwise relatively uniform and well spread.

A uniform and well spread spectrum can be advantageous and most signals
employ some form of energy dispersal which spreads the energy over the
allocated bandwidth thereby avoiding peaks in the spectral density. Naturally,
these energy-dispersal signals are normally removed from the signal upon
reception, thus restoring the signal to its original form. The following indicates
the various energy-dispersal systems employed in current systems:
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FDM/FM: a low-frequency triangular-wave energy-dispersal signal is
applied to the baseband at a frequency well below the lowest baseband
frequency of 4 kHz. Various frequencies arc used to avoid interactions. It is
unnecessary to remove the dispersal signal at the receiver. The deviation due to
the dispersal signal is chosen so that it maintains the power spectral density
under light loading conditions to within 2 dB of that applying full-load condi-
tions.

FM/TV: a symmetrical triangular waveform is added to the TV baseband
signal at a frequency equal to the frame rate or half the frame rate and synchro-
nised with the TV signal. The signal is removed at the receiver usually by means
of a black level clamp. The maximum peak-to-peak dispersal deviation is
4 MHz, but 2 MHz is more typical. For direct broadcasting satellites the figure
1s 600 kHz. Line-rate energy dispersal has also been considered in order to give
added protection for interference to SCPC.

SCPC/FM: usually no energy dispersal is applied.

PSK: to avoid strong line components in the spectrum of a digital signal
under certain traffic conditions digital-energy dispersal is performed by
applying a pscudorandom (PR} scrambler to the transmitted digital baschband
signal. The scrambling is removed at the receiver. The worst spacing between
the lines in the resultant spectrum is then the reciprocal of the reception rate of
the PR pattern. For example a 2'> 1, PR scrambler would repeat approxi-
mately every 32000 bits. In a 120 Mbit/s system this would produce lines at
4 kHz spacing. If it is a four-phase PSK system and the scrambling is applied
separately to the two orthogonal streams, the line spacing would be 2 kHz.

As well as energy-dispersal techniques there are currently under study various
forms of interference canceller which could be used to assume a higher tolerance
to interference.

In the more detailed considerations addressed in this case account can be
taken of the impact of the specific modulation characteristics of both the inter-
ferer and the wanted signal. Such an analysis is rather complex and beyond the
scope of consideration here, however the interested reader is referred to the I'TU
documentation on the subject, which is kept current and details most of the
signal formats in use today. It should be noted that for digital signals the
measure of interference is that of an increase in bit error rate (BER) and that
some digital techniques have a high tolerance to interference.

7.3 Interference with terrestrial networks

When the frequency bands are shared with terrestrial systems such as radio-
relay links or radar systems a number of interfering conditions need to be investi-
gated namely:
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Figure 7.2 Interference paths between systems in the fixed satellile service and terrestrial
radio services ( The frequencies shown are in the bands shared between lerres-
trial radio services and fixed satellite service, allocated to earth-to-space trans-
mission ( F;) and space-to-earth iransmission (Fs) ).
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e the signal from the satellites must not cause unacceptable interference to
the receivers of the terrestrial service, as in A in Figure 7.2

o the signals from satellite earth stations must not cause unacceptable interler-
ence to the reccivers of the terrestrial service, asin Bin Figure 7.2

e the signals from terrestrial stations must not cause unacceptable interference
to the receivers of satellite-system earth stations, as in C in Figure 7.2

e the signals from terrestrial stations must not cause unacceptable interference
to the satellite receivers, as in D in Figure 7.2.

As with interference considerations for interfercnce between two satellite
networks as detailed in Section 7.2 there exists in the case of interference
between terrestrial and satellite systems a two-stage coordination approach.

7.3.1 Basic first-stage analysis

This procedure is aimed at determining an arca around the earth station,
known as the coordination arca, within which the presence of a radio-relay link
station could lead to unacceptable interference conditions. A simplistic model
of overlapping frequency bands ctc. is adopted in a similar manner to that used
in Scction 7.2.1 above. However, in order to determine the outer contour of
the coordination area several additional factors now need to be taken into
account.

The proximity of the earth can introduce effects which influence the transmis-
sion of the radio-relay link signals beyond the horizon. These signals are not cut
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off immediately by the intersection of the earth, and thus detailed knowledge
of the diffraction of the earth’s surfacc is required. The presence of hills and
mountains makes this a reasonably complex feature.

The changing value of the radio refractive index of the air gives rise to a
beam-bending effect and this can cause the propagation of signa'ls far beyond
the horizon. Furthermore, this bending effect is variable upon the weather con-
ditions and situations can occur where the refractive-index gradient is so
configured that the signal can be trapped in a duct and propagated long
distances with little loss. This is known as duct propagation.

Irregularities of a fine nature in the refractive index of the atmosphere can
give rise to scattering in the troposphere. In general, the scattered signal is very
weak and confined to great circle paths and is the mechanism used to effect
transmission in high-power tropospheric-scatter communications systems.

Finally, scattering from rain drops in a common volume where the signal
can be directed from interfering source into the radio beam of the other system
can give rise to rain-scatter interference. The level of such interference is
dependent upon the cxact gcometrics involved and the various antenna charac-
teristics as well as the signal type.

These factors are used in determining the coordination area of the earth
station and are discussed in greater detail in Reference 2. In gencral, rain-
scatter constderations dictate most of the area except in the region of the earth-
station main beam.

Figure 7.3 indicates the coordination area of a representative BT earth
station as calculated using the method described in appendix S7 of the radio
regulations.*

It should be noted that the coordination area can extend to cover other
nations and at that stage the matter can require significant international co-
operation.

If radio-relay links exist within the coordination area then detailed interfer-
ence assessments need to be made and agreements reached between the
operators. '

7.3.2 Detailed analysis

This stage involves a much more detailed review of the situation in a manner
similar to that detailed in Section 7.2.2 but including the various propagation
factors outlined above. In many cases it is found that, owing to the specific
pointing of the signal paths, features such as rain scatter are not critical and that
the services can coexist.

Again, specific interference qualities of the signals and the precise acceptable
level of carrier-to-interference ratio arc used in the analysis which can take a

*Known prior to WRC 95 as Appendix 28.
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Figure 7.3 Typical earth-station coordination area (ITU RR appendix S7)

------ mode | contour earth station: [.ondon
coordination contour satellite: INTELSAT VF4
:325.5°E

(Note: mode 1 does not include rain scatter) TX freq. :14.25 GHz

considerable time (o conduct. The path profile of the terrain between the inter-
ferers can also be taken into account.

Techniques such as locating the carth station in a natural bowl or behind a
mountain can ease the interference situation as can locating the earth station
away from high population density areas where radio-relay systems may be
more intensely used.

With the use of smaller earth stations it becomes practical to shield the site
and reductions in interference of the order of 20 dB can be achieved.
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Chapter 8
Satellite access techniques

T. Tozer

8.1 Introduction

A satellite communication system will have a number of users operating via a
common satellite transponder, and this calls for sharing of the resources of
power, bandwidth and time. Here we describe these techniques and examine
their implications, with emphasis on principles rather than detailed structure or
parameters of particular networks, which tend to be very system specific.

The term used for such sharing and management of a number of different
channels is multiple access. Each resource is limited, and ultimately relates to
cost or revenue; their efficient use is important, as i1s meeting the needs of the
users’ traffic demands.

There are four fundamental techniques of multiple access:

frequency-division multiple access (FDMA);
time-division multiple access (TDMA);
code-division multiple access (CDMA);
packet (or random) access.

Each technique has its advantages and disadvantages, and in practice hybrid
schemes are likely to be employed, having features of each. It should also be
appreciated that a satellite transponder may be serving more than one network
simultaneously, together with a variety of modulation schemes, signal powers
and characteristics.

An outline description of spread spectrum is also included here as a modula-
tion technique allowing multiple access capability in the form of CDMA.,
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8.2 Network architectures

A group of satellite terminals may be regarded as constituting a network, and
the arrangement of their communication links as the network architecture or
configuration. The architecture of a satellite communication network is
different from most terrestrial networks, as it has all its links passing through a
common satellite transponder, which will see all the carth terminals within its
coverage area. The network may therefore in one sense be regarded as a star
topology with the satellite transponder as the central node. However, the trans-
ponder is generally transparcnt, and it is the logical connectivity and topology
of the users which is of interest, and this will be either a hub configuration,
having a large hub or anchor station, or a mesh configuration where there is
effective equity between all terminals. As well as the user links, there may be a
distinct network management function handled from a hub station (NMCC—
network management and control centre), also representing a star configura-
tion.

The simplest satellite communications configuration to be considered is
point-to-point between two dedicated earth terminals (Figure 8.1z). We may
term the combination of up- and downlink a hop. As a one way, or simplex, hop
this has sole call upon the entire transponder power and bandwidth. Different
up- and downlink frequencies will be used, and the link budget calculation is
straightforward. The two earth terminals need not necessarily have similar
antenna apertures, for example one might be a large ground station (e.g. hub)
and the other a smaller VSAT (very small aperture terminal). A practical
system may be two way or duplex, and, if the same transponder is required o
handle each direction of traffic simultaneously, then nonoverlapping frequencies
may be allocated and the downlink transmit power shared between each
direction according to relative strengths at the satellite. This represents a basic
form of frequency-division multiple access (FDMA).

Where there is onc transmit station and several receive terminals, we have a
point-to-multipoint configuration (Figure 8.15). Outgoing traffic from the large
hub station may be selected for a particular receive terminal by means of choice
of frequency or time slot, or by digital addressing. If, however, the traffic is

Figure 8.1a  Point-to-point network architecture
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A

Figure 816 Point-to-multipoint network architecture

common to all destinations, this is referred to as a broadcast network. The
converse is multipoint-to-point, where several terminals are transmitting to one
receive terminal. :

The general case with a number of users is multipoint-to-multipoint (Figure
8.1¢). If there is not a single dominant hub, we have a mesh network.

A communications network will also require a set of protocols for access into
the network itself by the user. Protocols are sets of rules for the rcliable cstablish-
ment, maintenance and termination of communications. They may be system
specific, although there are a number of international standards such as TCP/IP
or other protocols based upon a general hierarchical structure such as the ISO-
OSI seven-layer model (Figure 8.2).

In principle, these network-access protocols arc distinct from the satellite
multiple-access schemes described here, although the one will impact upon the
other. A link via the satellite will provide the means of data transmission, and
thus represent level 1, and perhaps levels 2 or even 3, of the OSI model,
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Figure 8.1c  Multipoint-to-multipoint network architecture
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depending upon the access scheme. It is the cfiicient interworking between the
internal multiple-access protocols of the satellite network and the data protocols
employed externally by the users which may represent the engineering
challenge.

8.3 Traffic multiplexing

A number of uscr channels may be combined terrestrially at or before an earth
station or terminal, for transmission with a common RF antenna as a single
composite uplink. This is known as multiplexing, and it is helpful to deal first
with this concept before examining the problem of combining signals at the
satellite. If the carrier transmitted from a terminal represents only a single uscr
channel, it is designated SCPC (single channel per carrier), and such is generally
the case with a very small terminal (VSAT) uplink. If the carrier represents a
number of multiplexed users it is designated MCPC (multiple channel per
carrier), and this may apply to a large terminal or hub-station uplink.

The principal forms of multiplexing carried out at a terminal are described
below.

8.3.1 Frequency-division multiplex (FDM)

DM involves cach individual channel being shifted in frequency and the
frequency spectra placed contiguously. The original channels may be recovered
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Figure 8.3 FDM telephony illustration ( transmat end only)

by demultiplexing, with filtering and frequency translation back to baseband.
Figure 8.3 illustrates a typical traditional example of a multiplexer for analogue
telephony; FDM has long been established for this purpose. Essentially, each
user is single-sideband (SSB) modulated onto a different carrier frequency, and
these are summed together. Small guard bands are inserted between each
channel to prevent frequency overlap or aliasing, and to facilitate demulti-
plexing. For N users the overall bandwidth will be approximately N x that of a
single channel (usually 4 kHz for analogue speech, including a guard band).

(As an asidc, onc rather different modulation and multiplexing format used
in some VSAT systems is FM® (FM squared). This involves a number of
baseband user signals being I'M modulated onto separate carriers prior to FDM
multiplexing; the composite signal then FM modulates the final carrier. Typical
bandwidths prior to multiplexing might be of the order of 20—30 kHz and the
final carrier bandwidths up to a fcw tens of MHz. The advantage of such
schemes is that simple low-cost demodulators can be used, akin to domestic FM
radio receivers, and the received multiplexed signal can be readily distributed
terrestrially for individual channels to be taken off in stages. Enhancements to
this concept include FM?, where a further stage of multiplexing and modulation
1s employed.)

8.3.2 Time-division multiplex ( TDM )

TDM involves each individual channel transmitted as a digital word, or slot,
within a high-speed digital frame. Selection of the appropriate time slots in the
[rame permits reconstruction of the original channel, and the resultant transmis-
sion bit rate is approximately A x that of a single channcl. Figure 8.4 illustrates
the concept of TDM, showing both multiplexer and demultiplexer. One or more
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words within the TDM data frame may be allocated for synchronisation
purposes (including clock or carrier recovery), or for carrying signalling infor-
mation.

TDM is well established for digital-telephony transmission, as a series of mul-
tiplexing hierarchies with data rates up to around 2.5 Gbit/s, and is widely used
for fibre-optic, microwave and satellite links. Owing to limitations in trans-
ponder bandwidths (and frequency allocations), satellite systems tend to employ
lower data rates, with 140 Mbit/s being a typical upper limit. Such data rates,
however, call for large tcrminal antennas, and small terminal systems may
operate at no more than a few Mbit/s.

Some form of carrier modulation is required to transmit a multiplexed
signal. Although an FDM signal could be transmitted directly (shifted to an
appropriate frequency band), it is usual to frequency modulate (FM) the entire
FDM block; this provides a constant envelope signal and may make optimum
use of the wide transponder bandwidth. TDM uses digital-modulation schemes
such as binary or quaternary phase-shift keying (BPSK or QPSK), or higher
order schemes, although other modulation forms such as noncoherent FSK
{frequency-shift keying) may be used.

8.4 Multiple access, and assignment strategies

Several uplink carriers from different earth stations may need to share a
satellite transponder’s resources of power and bandwidth, and also share
common transmission time. This represents multiple access, and needs to be
performed in a manner which ensures an equitable and efficient usage of these
paramecters coupled with minimisation of mutual interference. The management
and allocation of accesses may be performed on a fixed-assigned, demand-
assigned or random basis.
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Fixed, or preassigned, multiple access is a4 simple technique where FDMA
frequency slots or TDMA time slots are assigned by the network-control station
for a lengthy or indefinite period to a particular terminal. The allocation may be
varied manually according to average traflic demands or expectations. It is an
efficient method for MCPC where large numbers of multiplexed speech channels
are involved, giving relatively small statistical fluctuations, and is used for many
commercial (large terminal) fixed-route telephony systems.

Demand-assigned multiple access (DAMA) involves network capacity being
automatically allocated in the form of FDMA or TDMA slots as demanded. In
this way, power and bandwidth may be reassigned where they are needed, and
overall network capacity eflfectively optimised. It is eflicient where traffic fluc-
tuations are proportionately large, such as thin-route telephony with only a few
speech channels, or for bursty data communications.

A mechanism must be provided for requesting service and for handling the
assignment, and this can rcpresent an overhead of capacity and complexity.
DAMA schemes are also known as dynamic, reservation or controlled access.
Such schemes call for considerable intelligence (i.e. software) to manage, and
may be achieved under the control of a central hub station (dedicated or
shared), or may be distributed between all user terminals. Distributed DAMA
can reducc call sctup times, and may also provide a mcasure of redundancy, c.g.
against hub failure. Future satellite onboard processing techniques may provide
some of this intelligence in the satellite itself, with resultant system benefits.
Some DAMA systems are discussed further below.

Random access represents an alternative approach to providing capacity as
it is required. Schemes are based upon packets of data in the form of bursty trans-
missions having a low duty cycle, and hence low average traffic rate. Some
collisions between packets may be expected to occeur, calling for retransmission
(see below). There are various techniques, many of which may form part of a
hybrid access scheme, ¢.g. to reserve TDMA capacity.

8.5 Frequency-division multiple access (FDMA)

8.5.1 Description

FDMA is a traditional and popular technique whereby several earth stations
transmit simultaneously, but on different preassigned frequencies, into a
common transponder. The transmitted carriers may range from an SCPC
access, such as a single voice or data channel using FM, BPSK or QPSK, to an
MCPC signal such as FDM/TM, FM/TV or a digitally modulated carricr.

It is important to recognise first that a single transponder may well carry a
number of quite disparate groups of traffic, possibly even from different
networks, and the transponder bandwidth (BW) will be coarsely preassigned by
means of frequency division. Figure 8.5 shows a crude example of FDMA over a
72 MHz wide transponder; here a number of different types of signal are
sharing the transponder bandwidth. The analogy with FDM is apparent, and
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Figure 8.5 Example of FDMA allocations over a 72 M Hz wide transponder

guard bands need to be allocated between accesses to reduce adjacent channel
interference.

Preassigned FDMA is attractive because of its simplicity and cheapness.
Analogue FDM-FM—-FDMA has a well established history for high-capacity
telephony links between large ground stations, and SCPC—-FDMA is commonly
used for very thin route telephony, VSAT systems and mobile services. Virtually
all services are now digital, e.g. TDM/QPSK/FDMA.

A common scheme is the INTELSAT IDR (intermediate data rate) service,
with carriers providing trunk communications at bit rates between 64 kbit/s
and 45 Mbit/s. 2 Mbit/s IDR is widespread, comprising 32 x 64 kbit/s bearers,
with QPSK modulation. INTELSAT also offers IBS (INTELSAT business
scrvices) with data rates f(rom 64 kbit/s to 8 Mbit/s—again as
TDM/QPSK/FDMA —and this is similar to EUTELSAT’s SMS (satellite
multiservices) system. Future IDR schemes are expected to employ §PSK with
TCM (trellis-coded modulation), which may provide around a 25 per cent
saving in bandwidth for no increasc in power.

Commonly-used digital FDMA systems (e.g. IDR, IBS, SMS) make use of
FEC (forward error correction) encoding, typically ratc 3/4 and rate 1/2,
together with Viterbi soft-decision decoding. Options are available for addi-
tional (outer) encoding using RS (Reed Solomon) block coding, and this is
standard with TCM/IDR. For transmission rates up to around 10 Mbit/s
digital modcems tend to be referred to as channel units, being characterised by
the ability to vary the transmit and receive carrier frequencies anywhere within
thc IF (intermediate frequency) band (e.g. 70 MHz + 8 MHz, or
140 MHz + 36 MHz). A typical channel unit comprises: terrestrial interface;
FEC codec; scrambler/descrambler (for cnergy dispersal); {requency synthe-
siser; modulator; demodulator.

One illustrative, although dated, example of FDMA is the INTELSAT pre-
assigned SCPC tclephony service, having 36 MHz wide transponders
apportioned into 800 frequency slots with 45 kHz centre-to-centre spacing.
Fach slot can be occupied by a single carrier such as a 64 kbit/s QPSK voice
channel, and slots are coupled in pairs to provide each direction of speech.
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852 Transponder effects

The majority of satellite transpondcrs are transparent; that is, they amplify the
uplink signal, shift it in frequency and transmit it as the downlink. T'ypical trans-
ponder bandwidths arc a few tens of MHz, with RF output powers of a few tens.
of watts. Travelling-wave-tube amplifiecrs (TWTAs) are generally used for the
power output stages, although solid-state amplifiers are finding increasing
usage, especially where low-power spot beams are served.

All amplifiers possess limited output power, giving rise to saturation perfor-
mance, which is well charactcrised in the case of TWTAs. The effect in terms of
the carrier-to-noise density for up- and downlink signals, including intermodula-
tion products (IPs or IMPs), is shown in Figure 8.6. These IPs arisc at the output
owing to a number of different frequencies being present combined with the non-
lincarities of the transponder. Access by multiple carricrs, as in FDMA, can give
significant problems with IPs, and hence a few dB of backoff from saturation is
required. The resultant reduction in downlink EIRP may represent a significant
penalty, cspecially with downlinks to small terminals.

It is the third-order IPs which give most problems. These are (requency com-
ponents arising from two or more carriers within the transponder passband, as a
result of a cubic term in the polynomial representation of the nonlincar TWTA
transfer characteristic. Such signals may themselves fall back into the same
passband. Ior example, consider two carriers at f; and f;: one third-order
product is (2f, — f), which rcpresents a frequency that is effectively a reflection

Carrier to noise ratio dB

MAX

ideal operating point

(CMN)

input back-off :

Input power
relative to
saturation

Figure 8.6 Characteristics of satellite lransponder
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of fi the other side of f5, and which may fall directly upon another channel, f3.
This adds intermodulation noise to that signal which may be a problem, and
calls for inclusion of a G/1, term in the link budget (see Chapter 11).

Provided that the transponder is operating in the lincar region, the downlink
output power for each carrier is simply proportional to its uplink power, and
link budget calculations for cach downlink carrier arc based upon the pro rata
apportionment of the total (backed-ofl) downlink power. However, as carrier
accesses come and go, the TWTA operating point will vary. Some monitoring
may be required to maintain the degree of backoff, and careful control of uplink
transmit powers Is necessary in most FDMA systems, both to keep IPs within
limits and to cnsure cquitable distribution of the finite total downlink power.

Virtually all satellite systems operate in a backed-ofl mode, except perhaps
where a single-carrier TDMA link is concerned. If a transponder is operating in
the saturated region as opposed to the linear backed-off region, the distribution
of powers may be further slightly affected by small signal suppression™ (SSS)."

For some very low-power uplinks, the signal strength at the satellite may be
small compared to the total thermal noise at the satellite front end. In extreme
situations, e.g. low-power handheld terminals into a global or very wide-
coverage antenna, transponded thermal noise may represent the predominant
component of downlink power, and this will need to be taken into account when
determining the available downlink EIRP for the wanted signal.

Because satellite downlink power is shared pro rata, advantage can be gained
by removing accesses during periods when no information is being conveyed.
This will not only allow more EIRP for the residual signals, but may also reduce
IPs. Thus, systems handling intermittent digital traffic should endeavour to turn
off the transmitted carrier when not required. An implementation of this
strategy is voice activation, a technique whereby activity on a speech channel is
detected and used to turn the carrier on and off, and can be used with some
SCPC transmissions. A speech channel involves information in each direction
for only about 40 per cent of the time. Where a large number of voice-activated
channels are sharing transponder power in FDMA| the overall fluctuation in
total power 1s within statistical limits and there is a net gain in useful downlink
EIRP of up to a few dB. Such schemes may be particularly applicable to small-
terminal or mobile satellite communications.”

*Small-signal suppression arises when more than one signal shares a common limiting
amplifier, and the analysis of the nonlinear situation can be very complex, especially
where several signals are concerned. Two particular extreme cases are worth noting
however:

(1) A single-carrier signal with power which is far below the accompanying wideband gaussian noise:
the carrier suffers additional SSS of about 1 dB over and above the simple power apportionment
between the signal and the noise.

(i1) A singlc-carrier signal in the presence of another much higher power carrier: the carrier suffers

additional SSS of up to about 6 dB.
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8.5.3 Demand-assigned FDMA

Many SCPC users are unlikely to require continuous service, and large fluctua-
tions in traffic load can arise. In order to use bandwidth efficiently demand
assignment is commonly used, wherchy a channel between two terminals is
assigned only when communication is requested. This involves an exchange of
information bctween terminals to assign channels; the detailed protocols,
however, would be specific to a particular system.

A classic and illustrative example of FDMA DAMA is the SPADE system
which was evolved to provide economical links over thin telephony routes within
developing countries using medium to large terminal systems but where the
average traffic per channel may be small.

SPADE (single-channel-per-carrier PCM multiple-access demand assignment
equipment) was based upon the INTELSAT SCPC FDMA format described
above, It is a distributed form of SCPC DAMA, without the need for a central
control station. In addition to approximately 800 frequency slots, it includes a
common signalling channcl (CSC) which facilitates the demand assignment.
The frequency plan is illustrated in Figure 8.7.

When a call request arises, an earth station chooses a pair of frequency slots
for the duration of the call. Information about the slots chosen is exchanged on
the CSC, which has a bandwidth of 160 kHz. A separate multiple-access scheme
is required for the GSC itsclf, and this is TDMA with onc time slot preallocated
to each earth station in the system. Each station maintains a list of the available
frequency slots, and chooses a pair at random. Detailed protocols over the CSC
provide for signalling information exchange, and at the termination of a call the
slots are returned to a common pool.

Part of the early problem with SPADE was that it required a minicomputer
(in the days before microprocessors) and was ahead of its time; operating diffi-
culties led to its being discontinued by INTELSAT in around 1992. Howcver, its
principles are still of interest and newly emerging DAMA schemes are remark-
ably similar in concept.

36 MHz bandwidth

Pilot Carrier

400 403 404 799 800

I

Frequency
[ ——— —— -

160 kHz 38 kHz bandwidth 7 kHz guard-band

[=2]

Common 3| |4] {5
Signalling
Channel

Figure 8.7 Channel allocations in the SPADE system
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Various alternative schemes may be envisaged based upon centralised
control, and these would be particularly applicable to mobile satellite services.

Commercial VSAT and other satellite networks may employ their own pro-
prietary versions of DAMA, all heavily dependent upon software control.
INTELSAT is currently establishing a new SCPC DAMA scheme, initially for
the public-switched network, which is similar to SPADE, but with simpler
terminal cquipment. It will be SCPC but with a channel bit rate which can be
varied; ultimately the aim is to provide bandwidth on demand, which is particu-
larly useful for corporate networks requiring mixed service (e.g. speech, data,
videoconferencing). The INTELSAT DAMA system consists of a number of
traffic earth stations under the control of at least one network management and
control centre (NMCC). Initially, all terminals need visibility of the [requency
band allocated to DAMA, i.e. the service must be via a global beam or a looped-
back hemi/zone beam. The wide range of choice of bit rate (16 kbit/s to
8 Mbit/s) means that a fully utiliscd DAMA network could well comprise the
tull range of antenna sizes.

8.6 Time-division multiple access (TDMA)

8.6.1 Description

In TDMA each user is allocated a periodic time slot, within which a burst of
information is transmitted, sharing a common carrier frequency with other
users. The successive bursts form a multiplexed TDMA frame at the satellite
{(akin to TDM). The basic concept is illustrated in Figure 8.8. Clearly, bursts
need to be transmitted at an appropriate time such that no overlap occurs at the
satellite, and hence on the downlink, and this calls for careful synchronisation. A
small guard time may separate each burst. The simplest systems have a fixed
assignment of slots (and are sometimes referred to as F-TDMA), although
demand-assigned schemes (see below) can be very flexible, with allocation of
bursts and burst lengths as required.

Only one TDMA carrier is active at a given time, and thus the full satellite
downlink power is available for that access. Provided that there are no other
groups of users sharing the transponder by way of frequency division, intermo-
dulation products can be virtually absent as only one signal is present, and hence
the transponder may not require to be backed off. A transponder can thus

/ Guard time
Burst 1 Burst 2 Burst 3 time
'
- — - - - - — - - = -

TDMA Frame
Figure 8.8 Outline concept of TDMA frame format
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provide higher overall EIRP with TDMA than with FDMA. Care must be
taken, however, with intersymbol interference (ISI), which can arise owing to
the combination of filtering and TW'T'A nonlinearity; for this rcason a small
backofl'is normally used (typically 2 dB input BO, 0.5 dB output BO).

The length of a TDMA (rame depends on the type of traffic being carried.
As traffic in a TDMA system is transmitted in bursts, data needs to be buffered
at the ground station. TDMA has been well established for PCM (pulse code
modulation) speech, where the baschand is sampled at 8 kHz with typically
eight bits per sample, giving 64 kbit/s per (one-way) channel. Overall frame
durations may be several ms; longer frame durations may be limited by the need
to keep the end-to-end latency (delay) within comfortable limits.

One disadvantage of TDMA is that each uplink transmit station requires suffi-
cient peak power to support the high instantancous channel data rate, albeit for
a short duty cycle. This may represent a technology challenge, especially for
small handheld TDMA terminals, and is in contrast to FDMA which has contin-
uous low-data-ratc transmission. A further feature of TDMA is that the satellite
downlink power is simply wasted during any empty slots, when the network is
lightly loaded, whereas with FDMA thc power may be shared between those
carriers which are present at any time.

A TDMA network is complex to implement, and requires disscmination of a
time reference. For a large, well ordered network this is practical and straightfor-
ward, and the all-digital nature interfaces well with sophisticated network
management systems. A fixed assigned TDMA scheme will have a well defined
capacity, but may need to be reconfigured to accommodate any changes in the
number of links.

TDMA frames must be structured so that overlap at the satellite does not
occur between bursts from different earth stations. Such synchronisation may be
achieved by one earth station acting as a reference station, which then transmits
reference bursts used by all the other stations to achieve timing synchronisation.
After this initial reference burst, cach carth station transmits its own traffic
bursts, which together comprise the frame. Overlap is further prevented by
guard times between bursts; this takes into account the different distances
between the satellitc and the carth stations as well as variations in the timing
accuracies of the different stations.

TDMA systems developed for telephony will have an initial reference burst
incorporating a carrier and clock-recovery period, to help the earth station to
perform coherent demodulation and to optimally sample the received bit
stream. L'ypically, the burst continucs with a unique word, possessing a good
impulsive autocorrelation function, to provide a timing reference for the data
frame. The reference burst concludes with a control and delay channel (CDC),
which is uscd to give carth stations information about the timing delays which
they should use, and to provide control over the initial acquisition and synchro-
nisation process (scc below).

The traffic bursts each commence in a similar way to the reference burst
before the data (traflic) proper; the so-called precamble again providing carrier,
clock and unique-word synchronisation.
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Figure 8.9 illustrates an example of TDMA frame format (from INTELSAT
and EUTELSAT), employing transmission at 120 Mbit/s with a frame duration
of 2 ms. The guard band allocated between bursts here is about 1 ps. The frame
is made up of traflic bursts preceded by two reference bursts, each of which is
transmitted by a separate reference station. One is designated the primary
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reference station, and the other the secondary; normally both operate, but
tecrminals will respond to the secondary reference station if the primary should
fail.

The reference burst here consists of a preamble and a CDC. The preamble
comprises a carrier and bit-rccovery sequence, a uniquc word, teletype order
wire (TTY), a service channel (SC) for conveying management and control
information and two voice-order-wire (VOW) channels (the order wires are
used for exchanging instructions between engineers at earth stations). The CDC
may address each earth station in turn, and effectively operates on a longer
frame cycle of perhaps onc sccond.

The traffic burst comprises a preamble, similar to that in the reference burst,
and a traffic section. This includes both digital speech interpolated (DSI) and
digital noninterpolated (DNI) traffic subbursts. DSI is a technique which takes
advantage of the pauses naturally occurring within speech to improve the effi-
ciency of digital voice-carrying channels. When there is no voice activity on a
particular channel, that channel is assigned to another user which is commen-
cing activity, thereby making more efficient use of the channel capacity. The
assignment channels are used to signal the connection between the subbursts
and the reconstituted traffic channels. '

DSI has been well established in major network telephony systems, and can
provide negligible degradation of speech quality, although clearly there can be
problems under heavy demand or where usage is other than normal speech.
DNT traffic refers to such other traffic, which may be facsimile, tclex or contin-
uous data. Nowadays, DSI is often employed on voice circuits in tandem with
ADPCM speech coding; this is adaptive differential pulse-code modulation, and
is a low-rate encoding (LRE) technique which recodes conventional 64 kbit/s
PCM into 32 kbit/s, by cffectively sending differences between successive
samples rather than absolute values. The combination of DSI and LRE is often
rcferred to as digital circuit multiplication equipment (DCME), and results in a
typical capacity gain of 5:1 (around 2.5 times for DSI and twice for ADPCM).

8.6.2 Synchronisation in TDMA

TDMA synchronisation is important because of satellite motion and the
different propagation ranges, which will affect the time at which earth stations
must transmit so that their bursts do not overlap at the satellite. There are two
types of synchronisation technique: open loop and closed loop. The essential dif-
ference between the two techniques is that in open-loop synchronisation the
earth station simply estimates when it should transmit a burst, and allows
adequate guard time either side to accommodate uncertainties, but in closed-
loop schemes some feedback is applied to adjust the timing position of the bursts.
Thus, a closed-loop scheme needs to directly or indirectly monitor the trans-
ponded downlink bursts, whereas this is not a requirement in open-loop
synchronisation.
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Synchronisation may be viewed as a two-stage process:

(i)  Acquisition— this is where the traffic station first acquires its position in the
TDMA frame, and is generally open loop.

(i1) Steady-state synchronisation— this is the means whereby a traffic station
maintains its position within the frame, and 1s closed loop with feedback.

T'he precise mechanism depends upon the system architecture and the antenna
beam configuration. Generally, a hub station will control the synchronisation of
inbound (i.e. terminal-to-hub) traffic by means of timing instructions sent out to
cach terminal. If, however, a terminal is able to monitor the downlink frame
pattern, it would be able in principle to adjust its own timing. This facility may,
however, not be economic for low-cost terminals, and may not be feasible for
scenarios where the uplink and downlink beams are geographically separated.

In many systems (e.g. INTELSAT telephony TDMA) open-loop acquisition
is used initially by the reference station knowing the location of the acquiring
terminal and the present location of the satellite. It then sends a D, (delay) code
within the CDC message, to enable the acquiring terminal to enter the frame
appropriately, with sufficient guard time to avoid interference to other bursts.
Subsequently, closed-loop feedback is used in the form of periodically updated
timing information sent to enable the terminal to maintain accuratc alignment
of its burst within the frame.

8.6.3 Demand-assigned TDMA schemes

The use of fixed TDMA slots is inefficient for low-duty-cycle traffic. Demand-
assigned TDMA permits slots to be dynamically allocated to earth stations
requiring service, and the all-digital nature of TDMA coupled with software
control permits a flexible responsc. Burst lengths may be varied, or slots
allocated on a call-by-call basis, as requested through assignment control
channels. Although reallocation could be performed on a frame-by-frame basis,
it is also feasible to consider several consecutive TDMA frames as one super-
frame, and allow reallocation of slots a few times per second.

Several DAMA/TDMA schemes are in existence, but the dctails and para-
meters are very system specific. With the development of commercial VSAT
systems, a number of new and complex schemes compete against each other.
Some systems use centralised control and others use distributed algorithms.

8.7 Satellite-switched TDMA and onboard processing

In trying to improve the capabilities of satellite communications networks, spot
beams are used to cover individual rcgions rather than one beam covering all
the regions. The benefits of using spot beams are as follows: {irst, a spot beam has
a high gain which will increase the downlink EIRP to that region, permitting
better performance (higher data rates and/or smaller antennas) and, secondly,
the spot beams are isolated from one another allowing frequency reuse of the
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spectrum (provided that there is no overlap of coverage). This frequency reuse
will increase the overall data-handling capacity of the system.

In a fixed TDMA system with spot beams, beam interconnections are
normally static and only switched occasionally to accommodate major varia-
tions in traffic requirements. If full interconnectivity between the beams was
required, one transponder would have to be allocated for each separate path
between beams: this means that as the number of spot beams increases, the
number of transponders required would increase at a far faster rate. (For
example, to achieve full interconnectivity on a fixed TDMA satellite with ten
beams, 90 transponders would be needed!) Full interconnectivity is clearly
impractical if more than two or three spot beams are used.

This problem of full interconnectivity between spot beams may be solved by
using satellite-switched TDMA (SS/TDMA); here, a transponder is allocated to
each of the downlink spot beams. The uplink TDMA frames pass through the
satellite switch which then routes traffic bursts to the transponder corresponding
to the desired downlink beam. Switching takes place at various instants within
the TDMA frame. Thus, SS/TDMA effectively allows full interconnectivity
between uplink and downlink beams while employing a minimum number of
transponders. The system requires time and space switching to be coordinated
both on the ground and in the satellite. The detailed implementation and man-
agement is complex, and the subject of much development. Figure 8.10
illustrates the concept of SS/TDMA.

Figure 8.10 SS/TDMA concept
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An example of a satellite using SS/TDMA is INTELSAT VI which has a six
by six switching matrix {uscd for speech traffic). The uplink becam to downlink
beam interconnectivity pattern is changed several (e.g. 20) times during each
TDMA frame period, with the periods of switching set to suit traflic demands on
the particular uplink to downlink beam pairs.

Switching can be performed at IF within a transponder, perhaps using PIN
diodes. This is a simple form of onboard processing (OBP), which docs not
require demodulation to baseband on the satellite. More sophisticated satellites
may employ OBP with signal regeneration at baseband, which can permit not
only space switching but also time switching by means of buffering; very flexible
and efficient usage of capacity can result. Such OBP may be especially advanta-
geous, and provide necessary flexibility, for complex multiple-satellite networks,
such as emerging low-earth-orbit mobile and personal satellite communication
systems.

OBP can also provide onboard routing of packets for ATM (asynchronous
transfer mode) systems.

(It is always arguable how far OBP is appropriate in practice for many
satellite communication ventures. This 1s largely because any departure from a
simple transparent transponder places constraints in terms of irrevocably
linking the satellite to a particular ground-secgment system architecture, and
may remove the opportunity to purchase or apply transponder capacity where it
may be found.)

8.8 Spread spectrum and CDMA

8.8.1 Spread spectrum for satellite communications

Spread spectrum (SS) is a form of modulation which offers the opportunity to
partially reject interference. As such it has a long pedigree in military systems to
facilitate communications under jamming, and more recently it has found appli-
cation in some civil VSAT systems. It also offers the opportunity for multiple
access, and when used for this purpose is called spread-spectrum multiple access
(SSMA) or code-division multiple access (CDMA); CDMA is becoming increas-
ingly popular for some terrestrial cellular mobile systems, and is also planned for
some of the new LEO satellite systems.

We first consider SS, then examinc 1its development into CDMA. Spread
spectrum involves the signal being combined with a very wide bandwidth
spreading function, determined by a unique code. There are two basic forms:
direct sequence (DS) and frequency hopping (FH). In DS, the narrowband
signal is multiplied directly by a pseudorandom code, and in FH the carrier hops
in a pseudorandom pattern across a wide bandwidth, perhaps many tens of
MHz. Although FH is widely used in military systems, civil satellite communica-
tion systems tend to use DS. The principle of operation of DS SS is shown in
Figure 8.11, and that of FH in Figure 8.12.
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In DS SS the transmitter multiplies the data signal by a bipolar pscudo-
random spreading code, at a rate typically between 1 Mchip/s and 10 Mchip/s
(the term chip is used to represent a bit of the digital spreading code).
Multiplication is again performed at the receiver with the identical spreading
code, which has to be synchronised to the incoming signal to within a fraction of
a chip width. This double multiplication restores the original unspread signal; it
may be regarded as two phase reversals or, alternatively, as two modulo-2
additions. At the same time, uncorrclated interference is spread further at the
receiver, and is then largely rejected by a bandpass filter. This is illustrated in
Figure 8.13. The degree of rejection of uncorrelated signals is known as the pro-
cessing gain, and is broadly the ratio of the sprcad BW (or the code-chip rate) to
the data BW (or data rate); typical values are in the range ten to 30 dB. Not only
other SS transmissions but any uncorrelated interfering signals are similarly
largely rejected.

Spread spectrum in itself’ does not fundamentally provide any link budget
advantage in terms of performance in additive thermal noisc. The basic link bit-
error ratio 1s determined by the link carrier-noise density, C//Ny, and it is of no
first-order consequence that the carrier power, G, is sprecad. However, for a
practical system, SS can offer benefits which may be very important and even
necessary, and these will affect resultant system performance.
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SS may offer the following benefits for satellite communications:

(i)  Rejection of uncorrelated interference permits system operation where adja-
cent satellites (say at 1.5° spacing in the geostationary arc) may lie within the
beamwidth of a small-terminal antenna. This may facilitate operation with
small antennas at C-band, with its relatively longer wavelength and corre-
spondingly largc beamwidth.

(11)  Other link interference, multipath and adjacent channels may be similarly
tolerated, thereby facilitating operation in shared bands.

(1i1) The effect of SS transmissions upon other users is relatively benign, appcearing
simply as additional noise rather than as potentially destructive interference.
Again, this allows operation in shared bands.
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(iv) Power flux-density values per unit bandwidth are reduced by virtue of the
spreading (but the overall power flux density is unchanged). This may permit
operation within the letter of regulatory limits for some high EIRP downlinks.

(v)  Spread spectrum gencrally provides good LPI (low probability of intercept),
which may be highly significant in some military scenarios.

SS in itselfl makes inefficient use of bandwidth, but the bandwidth efficiency
may not always be a real problem, especially in very-small-terminal systems.
The real price paid for SS is the complexity and cost of the synchronisation
circuitry in the receiver, with the difficulty in synchronising the despreading
code. Code lock is generally maintained by means of a code-tracking loop, the
behaviour of which is analogous to that of a phase-lock loop. Prior to such lock,
however, it may be nccessary to instigate a code-search phase, where all possible
relative code states are examined to find the one producing a correlated product
within a narrow BW. Such search and acquisition processes are usually
performed sequentially, and can take an appreciable amount of timec and
represent a costly system overhead.

Spread spectrum (with or without a CDMA multiple-access capability, as
described below) has been advocated for some VSAT systems, where the small
ground terminal antenna apertures mean that interference will be received from
(or radiated to) adjacent satellitcs. The interference-rejection capability of SS
allows operation under such conditions. Essentially, the interfering power is
uniformly spread so as to constitute an increased noise level, rather than
represent potentially destructive narrowband interference against which large
narrow beamwidth antennas would be needed. The effect of terrestrial interfer-
ence (i.e. microwave links) is also mitigated.

8.8.2 CDMA

CDMA is a multiple-access technique based upon SS. Each user channel is
spread to a wide bandwidth, raising the BW from typically a few kHz to a few
MHz. The resulting SS signals are modulated onto a carrier frequency which
may be the same for all users within the subnetwork, such that all transmissions
are overlaid simultaneously within the common transmission bandwidth, with
the powers from each transmitter adding.

At the recciver the input signal is correlated with the appropriate spreading
function, suitably synchronised, to reproduce the originating data. Each
transmit—receive user pair, or channel, is allocated a spreading code which 1s
itself uncorrelated with codes in use by other channels. In this way transmissions
from the other unwanted users in the band are largely rejected by the receiver-
despreading process, as is any interference (including intermodulation
products). The residual effect of such interference, known as the self-jamming
noise, may be modelled essentially as additive gaussian noise.

The spreading codes themselves should be chosen as a set possessing low cross-
correlation properties in order to minimise interference between user pairs.
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Maximal-length sequences derived from shift registers (m-sequences) have tradi-
tionally been used, but have a limited set size with useful low crosscorrelation
properties, so other sequences may be preferred where more than a handful of
uscrs arc involved. Software techniques allow a wide range of possible spreading
codes, including Gold codes, Kasami sequences and Bent functions; for further
rcading see Reference 3. With large user populations, where some hundreds of
user pairs may each require a unique code, limitations on the number of suitable
codcs may be a constraining factor.

Besides the spreading code, data information at perhaps a few kbit/s is
modulated onto the spread signal, typically as BPSK. This data is recovered at
the receiver output, following correlation with the local spreading code. As the
number of users in the system increases, the aggregate level of self-jamming
noise at the output of the despreader will increase and degrade the performance.
The capacity limit to a CDMA system is not abruptly defined, but is a function
of this signal-to-noise ratio (and corresponding bit-crror ratio).

It can be shown that, in a simple model scenario, CDMA is fundamentally
inferior to FDMA or TDMA in terms of capacity or spectral efficiency.* Tor a
practical very-small-tecrminal scenario, however, the difference between CDMA
and FDMA is not so great, especially where performance is power limited owing
to small antenna size and where thermal noise predominates. As the total power
in the system increases, the performance of CDMA becomes inferior to that of
FDMA as the former is limited by the selfjamming noise. This lcads to a
graceful degradation of CDMA as the number of terminals in the network is
increased. Figure 8.14 gives a rough illustration of the relative performance.

CDMA does, however, offer a number of advantages when other effects are
taken into account, and particularly where interference from adjacent spot
beams, or other systems, is a factor. This is akin to the terrestrial cellular
situation with adjacent cell interference. Such factors can enhance CDMA per-
formance to a level exceeding that which may be achieved by FDMA or TDMA
in thosc scenarios.

Because satellite downlink EIRP may be shared between transmissions on a
pro rata basis, and since other users contribute to the cffective noise level, a
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Figure 8.14  Sumple system capacity comparison
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CDMA system for speech traffic can benefit dircetly from voice activation®.
If the carrier can be removed during speech pauses, the residual active channels
can take advantage of the total EIRP at the same time as the average aggregatc
sclf-interfercnce-noise contribution is reduced. Hence, the overall network
capacity 1s optimised without the need [or specific DSI techniques.

Note that in the satellite channel itself the CDMA transmission occupies a
very wide bandwidth and, consequently, the channel signal-to-noise ratio
(SNR) may be very small («1). The despreading process restores this to a
decent value. The link C/N, requirements, however, which relate to the more
relevant and fundamental noise spectral density, are unchanged to a first order.
Thus it cannot be said that either spread spectrum or CDMA fundamentally
implies low transmit power or a performance which is any different from FDMA
etc., although it may be that other practical benefits can arisc.

A feature of CDMA is that the spread signals in the satellite transponder
give rise to noise-like IPs at low level and without peaks, having an effect smaller
and morc managcable than that of narrowband IPs (as might arise with
SCPC/FDMA). As a result, a transponder may be operated closer to saturation
than may an FDMA system, giving capacity bencefits. Conversely, a CDMA
system is relatively immune to narrowband IPs or interference. Another benefit
of CDMA is resistance to multipath propagation, since once correlation lock has
been achieved other multipath signals will represent simply uncorrelated inter-
ference. This is of value especially to mobile and VSAT systems. CDMA may
additionally provide advantage where polarisation diversity is cmployed,
through rejection of crosspolar components.

CDMA offers a further practical benefit in that the frequency agility of an
FDMA transmitter/receiver is not required. In operation CDMA signals may
be overlaid on the same carrier frequency, partially overlapping, or given non-
overlapping frequencies; it is also possible to share a transponder with other
signals on an FDMA basis.

The application of CDMA tends to be limited by the cost and complexity of
the receiver, together with the time taken to achieve synchronisation. In simple
theory terms its performance is inferior to that of FDMA or TDMA for a given
power and bandwidth, but in practicc the performance can be superior to
FDMA allowing for the latter’s limitations of guard bands and TWTA backoff.
There is no need for network timing references as in TDMA, and specch duty
cycles may be readily exploited. CDMA is invariably used in conjunction with
forward-error-correcting (FEC) coding, and in practice may offer greater flex-
ibility in this regard than either FDMA or TDMA.

Some military satellite communications use CDMA as a multiple-access
scheme. These take advantage of the random-access nature of CDMA, where
fixed or highly planncd schemes arce impractical, and where downlink EIRP
needs to be maximised for operation to small terminals. (Although a degree of
jamming and interference rejection is provided, other spread-spectrum schemes
with much greater processing gain and code security tend to be used for specific
antijam purposes.)
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Sprcad-spectrum  techniques (such as GDMA) became cstablished in civil
satellite communications with the early equatorial VSAT system operating at C-
band in the US. The main reason for the adoption of CDMA in that system 1s
understood to be the need for SS-derived rejection of adjacent satellite interfer-
ence experienced with the relatively wide antenna beamwidths. It has also been
suggested that the use of spread spectrum enabled operation within the letter of
FCC flux-density regulation limits. It appears that few if any Ku-band VSAT
systems currently employ CDMA, principally because the relatively narrow
antenna beamwidths at the shorter wavelengths reduce potential adjacent
satellite interference.

As a topic, CDMA has been given a boost by its application in terrestrial
cellular systems (e.g. the US IS-95 scheme). A variant of this system is also
employed in the Globalstar satellite personal communication network of 48
satellites (see Section 18.7). In satellite systems there has been some work under
ESTEC sponsorship looking at synchronous CDMA for satellite communication
application; here all codces arce time aligned, and by choice of orthogonal scts the
selffamming noise may be reduced (see e.g. Reference 6); such schemes may,
however, have certain difficulties and practical limitations. There is also
renewed interest generally in SS, including CDMA, for new satellite services, as
pressure on the radio spectrum increases, together with the density of traflic and
band sharing.

The overall merits or otherwise of CDMA are highly scenario dependent,
and the subject of considerable debate. In essence, it may be concluded that the
main benefit to civil satellite communication systemsis the ability to operate in a
predictable and equitable manner where interference is likely, either from
adjacent satellites (due to the wide antenna beamwidth) or from other coband
operations. An operator wishing to introduce its own system into an already
crowded environment might do well to use CDMA; it is not however a universal
panacea, and if all operators used it little would be gained.

A general and readable relerence o spread spectrum and CDMA may be
found in Reference 7.

8.9 Packet-access techniques

8.9.1 Applications

Many small-terminal systems handle data in the form of occasional packets,
giving bursty transmissions at a low duty cycle, and hence low average traffic
rate. FDMA, TDMA or CDMA are generally more appropriate for real-time
usc with speech or continuous data traffic from a known sct of carth stations, and
may not be the most suitable multiple-access techniques in such cases.

Some small-terminal data systems are more concerned with EIRP and with
terminal cost than with efficient bandwidth utilisation, especially as the overall
data capacity required may not be large. This has led to the emergence of a
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variety of satellite access techniques having a pedigree based more upon local
area networks (ILANs) than upon telephony systems.

These packet-access techniques, or protocols, are generally based upon con-
tention schemes, with a performance very much a function of traffic statistics.
Their important parameters tend to be delay and throughput (i.c. channel-
capacity ulilisation}. They may be used on their own, or as part of a hybrid
access scheme, e.g. for a TDMA reservation signalling channel. They arc also
known as random-access protocols, and the term time-random multiple access
(TRMA) is sometimes used. Random-access systems are used in mobile satellite
systems for sctting up connections (Chapter 19) and in VSAT systems (Chapter
22).

8.9.2 ALOHA schemes

The simplest random-access technique is the ALOHA contention protocol.
Each earth station transmits its message whenever demand arises, as a short
data packet on a common channel shared with other users. Some packets will
experience collision with others at the satellite, and thus be corrupted or
garbled. Any such collision is detected, and the packet is subsequently retrans-
mitted, perhaps after a random delay, with the process being repeated until
successful.

Although detection of the collision could be performed by the sender moni-
toring its own transponder channel, and retransmitting when a discrepancy
from the packet sent is detected, it is unlikely that many satellite systems will be
in a position to achicve such monitoring. More commonly, the destination
station detects a packet error by means of built-in error-detection coding. Cyclic
redundancy check (CRC) coding may be employed, using a number of code
check bits appended to the data within the packet. The destination then
arranges to send acknowledgement packets (ACKs) back to the scnder for each
correctly received packet; where an ACK is not received after a suitable delay,
the sender retransmits the relevant packet. This is known as an ARQ) (automatic
repeat request) scheme.®

The merits of this ALOHA-~ARQ) access technique are simplicity and lack
of need for central coordination or timing references. The problem is that useful
throughput declines as morc user traffic is demanded of the common channel,
giving extensive collisions and large dclays. Figure 8.15a illustrates packet
collision, and Figure 8.156 shows how trallic on the channel is related to the
demanded, i.e. useful, throughput. Under light-traffic loading conditions the
system performs well, but it can saturate under hecavy demand. It can be shown
simply that the maximum throughput is 18 per cent (1/2¢) of available channecl
capacity (which may be expressed in crlangs, a dimensionless unit of traffic).

8.9.3 Enhancements to ALOHA

The basic ALOHA scheme may be enhanced in several ways to improve perfor-
mance. Variants are very well established in local area networks (LANs), for
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example Ethernet. There are also a great variety of schemes under development
for the small-tecrminal satellite communications market. Higher throughput and
reduced delays are the goal, but this is invariably at the expense of complexity.

Selective reject ALOHA (SREJ ALOHA)

This is one of several strategies for retransmitting crrored data with a
minimum of overhcad. A structure of small subpackets is formed from initial
larger data packets, and only those subpackets which are corrupted are rctrans-
mitted. Some increase in throughput, and dclay improvement, can be achieved
with this technique. Several variants exist, e.g. the simpler go-back N protocol.

Slotted ALOHA

An improvement on the above technique, in slotted ALOHA packets are all
the same size and arc constrained to begin and end at fixed, regular time
instants. Collisions caused by partial overlap of packets do not then occur,
giving a doubling of throughput. In practical satcllitc networks the advantage
over unslotted ALOHA may be less than at first sight, since difficulties arise
owing to uncertainties in propagation delay, requiring a guard time to bc intro-
duced, and there is also the overhead of maintaining a time reference.
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Reservation slotted ALOHA (R-ALOHA)

This technique employs a long frame structurc comprising numbered slots.
Once a station has successfully used a particular slot, that slot remains allocated
to it until no longer required. This is beginning to approach a TDMA format,
and can give good performance for both bursty and continuous data sourccs.

Reservation TDMA

A demand assigned packet-access scheme overcoming some of the problems
of R-ALOHA. The TDMA frame consists of short reservation slots and a
number of longer data slots. The hub controller assigns data slots to
earth stations according to their requests; at termination of data traffic, slots arc
automatically assigned to other waiting earth stations in a structured order. It
gives rise to potentially large delays, but allows ecfficicnt use of channel
capacity.

Adaptive reservation slotted ALOHA

This is a technique whereby a network controller assigns a movable boundary
within a TDMA-type frame structure, such that part is for pure slotted ALOHA
and part for reservation slotted ALOHA. At low traffic demands the whole
scheme is slotted ALOHA, and at high traffic demands it changes towards a
TDMA-type structure.

Frequency hopped (FH) ALOHA

The channels in an FDMA structure are randomly hopped, in order to
randomise traffic patterns and thereby even out the probability of collision. In
some network configurations this may prevent excessive delays owing to dense
clusters of traffic. (Such [requency hopping is not viewed as a spread-spectrum
technique, but more a method of smoothing out the traffic distribution.)

CDMA-ALOHA

A scheme where a degree of spectrum spreading is applied. This means that
packet collision will not nccessarily result in fatal corruption and, provided the
number of simultaneous users is small, several packets may be handled simulta-
neously over a single channel, yielding capacity benefits.

8.10 Hybrid access techniques, and comparisons

Many of the above multiple-access techniques may be used in combination to
provide eflicient schemes for satcllitc communication traffic demands. FDMA
accesses at the satellite can themselves each represent a number of nctworks with
different access techniques, and clearly great care has to be taken with power
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sharing and intermodulation products. Allocations may be requested and
assigned through TDMA or ALOHA-type control channels, for which a specific
frequency slot is provided.

TDMA is onc of the most efficient schemes in terms of power and bandwidth
utilisation, but in its fixed form it is unsuited to a large population of low duty
cycle users. Demand-assigned TDMA has already been described, where the
requests are made within an assignment control channel, which could again
itself have a TDMA type of structure or an ALOHA structure. The state-of-the-
art 1s represented by adaptive schemes where typically a frame structure has
portions for TDMA bursts and portions for ALOHA access, with moveable
boundaries between the two. Traffic statistics dictate which scheme is used at
any time, and may also determine the boundary position. In general, speech
would be handled by TDMA slots, and intermittent data by ALOHA slots.

There 1s usually no need for the access technique for each direction of trans-
mission to be the same, and in any hub-based network there may be considerable
asymmetry. A network with a central hub station might typically use MCPC-
TDM for hub-to-terminal links, and SCPC FDMA or SCPC CDMA for
terminal-to-hub links. (The INMARSAT system, for example, uses a combina-
tion of voice/FM/SCPC and data/TDM/PSK/SCPC for both shorc-to-ship
and ship-to-shore links, with a random-access channel for requests by ships).

The advent of spaccecraft onboard processing allows for conversion of access
technique in the payload. There is particular attraction in FDMA to TDM
onboard conversion, where a number of SCPC uplinks are transmitted from the
satellite as a composite TDM downlink stream; in this way the simplicity of
SCPC FDMA for a large population of terminals is combined with the power
efficiency of TDMA, at the expense of satellite cost and complexity.

All of the above satellite access schemes have their particular advantages,
and may be used in combination with each other. Choice must be made for the
particular network to make the most efficient use of satellite transponder
capacity in terms of both bandwidth and power (which can be not only
expensive but restricted in supply), coupled with high performance and low cost
of terminal equipment. The choice of satellite access technique may also be
affected by the need to work with the network-access protocols, and the traffic
stalistics.

Table 8.1 may represent a rough starting point in terms of the traffic model.
It is almost impossible to declare which is the best technique, as it is ‘horses for
courses’ and it 1s important to consider each network and application on its own
merits. Clearly, the type of traffic and requirements are critical to choice of
technique. Both the user and the service provider may need to optimise systems
in terms of throughput and delay parameters. The efficiency of different schemes
is also increasingly important, given the growing pressure on spectral capacity.
The end user may, however, be simply interested in cost, or in other [eatures ol
the overall network-management software (NMS) package.

Other general reading on satellite access techniques may be found in
References 9, 10 and 11.
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Table8.1  Traffic models and multiple-access schemes

Traffic model Appropriate multiple-access scheme

nonbursty traffic fixed assigned TDMA, FDMA, or CDMA

bursty traffic, short messages pure contention scheme (e.g. ALOHA)

bursty traffic, long messages, large reservation protocol with a contention
number of users reservation channel

bursty traffic, long messages, small reservation protocol with a fixed TDMA
number of users reservation channel

8.11 Conclusions

The standard multiple-access techniques in common use are FDMA, TDMA,
CDMA and packet (or random) access. Practical schemes may be hybrids,
combining the beneficial features of each, according to the traffic requirements
and the operating scenario. ~

FDMA represents the simplest technique, suitable for a varicty of system
architectures and users, but suffers from potential intermodulation products.
TDMA can provide more eftective use of transponder power, but calls for
sophisticated timing control; it is appropriate particularly for large relatively
fixed telephony systems. (Satellite switched TDMA offers additional advantages
where spot beams are employed.)

CDMA is an attractive technique where interference is a problem or where
minimal overall control is available but is complex, particularly in terms of
signal acquisition, and may not always represent optimum use of power and
bandwidth.

Packet access techniques, such as ALOHA and its many variants, are appro-
priate [or low-duty-cycle data-transmission systems with large user populations.
They are particularly suitable for request channecls in some reservation schemes,
such as demand-assigned TDMA, and may provide part of a hybrid scheme.
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Chapter 9
Modulation and modems

T.G. Jeans

9.1 Introduction

If we have some message or information signal to transmit over a distance
without using a cable, electrical or optical fibre, then we need to use a radio-
frequency signal to radiate the information. Suppose we have a digital message
to send, 1.e. a message which is just a sequence of binary digits, Os and 1s. We
could connect this signal to a piece of wire, and some of the signal would radiate
into space as an electromagnetic wave. In principle, that electromagnetic wave
would induce a voltage on a corresponding piece of wire some distance away
and, after {(much) amplification, a replica of the signal, contaminated by noise
and other interference, could be recovered.

Unfortunately, the efficiency of a piece of wire in radiating a signal is related
to the length of the wire compared to the wavelength of the clectromagncetic
wave being radiated. Since the product of the frequency and wavelength of an
EM wave in free space equates to 3 x 10 m/s, if we assume that we have a data
rate of say 9600 bits (binary digits) per second, which could be filtered to a
bandwidth of 4800 Hz, then this highest frequency component would have a
wavelength of 62500 m. Typical wire antennas radiate effectively when their
dimensions are comparable with half the wavelength, which in this example
would be 31 250 m, or 31 km. Now, although frequencies as low as 10 kHz or less
arc uscd to communicate to nuclear submarines, and conscquently require
antennas of length 15 km, most people are not able to pay for the festooning of
the coastline with this amount of wire, and this is not a proposition for mobile
receivers. Thus it is necessary to investigate how a high-frequency EM wave can
be used to transport the information signal.
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It is necessary to change some property of the transporting wave, or carrier
wave, in sympathy with the information signal, or modulating signal. This
operation is called modulation. 'T'he resulting modificd carricr wave is called the
modulated signal, and the information or message signal is called the modu-
lating signal.

In general, we can modulate (or modify) the amplitude, the instantaneous
frequency, the phase, or a combination of these parameters of a carrier wave
denoted by A4 cos(wt), where 4 is the amplitude of the carrier, @ is the frequency
and ¢ is the time. The content of the bracket (w!?) is the total phase of the wave
measured in radians, normally given the symbol 8, so that for a constant
frequency carricr, the transmitted signal is:

S() = A cos(8) = A cos(wi) (9.1)

9.2 Channel characteristics

We call the combination of the medium over which the signal must be trans-
mitted, and its properties, the channel. Different channels have different
propertics and impairments, which will degrade the transmitted signal in
different ways. For satellite communications the channel characteristics vary
according to the satellite orbit, and the carricer frequency used. For satellites
placed in geostationary orbit, the satellite appears stationary in the sky apart
from a very small pointing wander, which puts a slow phase variation on the
received signal. The main impairment on this channcl is attenuation, since the
satcllite is so far away, and the addition of white gaussian noise, called AWGN in
the textbooks.

9.21 AWGN

The noise is generated by the thermal motion of electrons in materials. It is
called additive, because it just adds to the signal; white, by analogy with white
light which contains equal amounts of all the colours and hence frequencies, so
white noise has a constant power spectral density, often given as N, watts/Hz;
and gaussian, because the noise amplitude probability density function is
gaussian shaped.

Figure 9.1 shows the probability density function for whitc noise with an
RMS voltage of ¢ volts, and gives the probability that the instantaneous noise
voltage lies between v and v + dv volts, plotted against /6.

1 2 102
roh(s < noise voltage < v+ dp) = ——¢" /%) gy 9.2
prob( g ) o (9.2)

The probability that the noise voltage is large is quite small, and the noise
voltage generally has a small value.
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Figure 9.1  Probabulity density function of Gaussian noise

The noise power received by a demodulator is directly proportional to the
bandwidth of the receiver. If the receiver bandwidth is B Hz, then the total
noise power will be B x Ny watls, which is equivalent to 6% in communications
calculations where one-ohm resistors tend to be assumed. 1t is clear that in order
to reduce the effects of noisc we want the narrowest possible receiver bandwidth,
but this can lead to other problems, as discussed later.

9.2.2 Doppler effect

In a low-earth orbiting satellite, called a LEO satellite, the path loss is not such
a problem, but Doppler shift and multipath problems bccome severe. When the
satcllite has a relative velocity of v m/s along the line of sight, then the received
signal has a frequency shift on it given by v/4 where 4 is the wavelength of the
carrier signal. The frequency shift is positive as the satellite comes towards the
receiver, and negative as it goes away. This Doppler shift can, according to the
orbit and the carrier frequencies used, be many times the bandwidth of the
receiver, for example for LEO satellites 50 kHz, and hence requires the use of
frequency tracking in the receiver.

9.2.3 Multipath and shadowing

A more major problem is that the direct line of sight from the satellite is
obscured or shadowed, so that the signal rcaching the receiver, particularly at
low satellite elevation angles, is made up of a number of signals reflected from
buildings as well as a possible dircct signal. At high elevation angles, the main
problem is shadowing due to buildings and trees, but at low elevation angles the
problem is a mixture of multipath and shadowing. In a multipath situation
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without a strong direct signal, if the path lengths of the signals differ by
amounts comparable to half a wavelength at the carrier [requency, then the sum
of the signals equates to zero! In practice, the satellite or the recciver is moving,
so that the path difference, and hence signal strength, is constantly changing,
giving fading, discussed in Chapter 19. The statistics of the fading are called
Rayleigh fading where there is no direct line-of-sight signal path, and Rician
where there is a direct line-of-sight signal in addition to other multipath signals.
Since the phase of the resultant is also varying quickly, this does cause major
problems for the demodulator, particularly where the information is being
carried as phase modulation.

9.2.4 Other considerations

Power is a major problem in satellite and mobile communication systems. Each
of these systems is power limited; the satellite by the sizc of its solar cell array
and mobiles by the size of their battery. Thus, it is particularly vital for these
systems to utilise the most power-efficient high-power amplifiers in their trans-
mitters, where most of their power is uscd. Unfortunately, at the present time,
such amplificrs become nonlinear at their most power-efficient operating points.
A typical transfer characteristic for a travelling-wave-tube amplificr is shown in
Figure 9.2. If an amplitudc modulated waveform passes through such an
amplifier, the peak values of the envelope will be flattened and the modulating
signal information held as the envelope will be severely distorted. Hence,
amplitude modulation is not suitable for satellite communication systems. In
addition, any noise spikes or interference will add to the modulated signal, and
when this is demodulated will appear in the recovered modulating signal. We
need a modulation scheme which produces a modulated signal that has a

out Nonlinear
outpu

area
power

input power
Figure 9.2 Characteristicof a TWT
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constant envelope, which will be relatively unaffected by nonlinear amplifiers
and, if possible, by additive interference and noise.

For any modulation scheme we want to get the greatest volume of data trans-
mitted for a given RF bandwidth allocation, within the limitations of our
transmitted power, which will affect the bit error rate (BER). We are interested
in the bandwidth efliciency, also known as the spectral efficiency, which is
defined as the data rate, measurced in bits per second, divided by the total trans-
mission bandwidth. Spectral efficiency is measured in bits/s/Hz. To lower the
transmission bandwidth we can transmit fewer signal symbols per second by
making each symbol represent several bits of information. Thus we could grab
two bits at a time, which gives us four possible signal states to transmit during
the time of two bits, or one symbol period. We could just transmit one of four
possible phases of carrier shilted from the unmodulated carrier for this symbol
period, as is done in QPSK modulation, for example. The number of signal
states transmitted per second is called the baud rate. Because the symbol is trans-
mitted for twice the bit period in this example, the bandwidth required is half
what it was before.

In order to compare modulations we are interested in their error rate, which
is related to the transmitter power. For constant envelope modulations, where
the carrier amplitude is 4, the carrier power, C, is 4*°/2 W. If a bit period is
given by T, seconds, then the energy per bit E, is CT, or A*T,/2. If the trans-
mitted bandwidth is B Hz, and the noise spectral power density is Ny, then the
total noise, N, is NgB W. The ratio C/N is called the carrier-to-noise ratio and is
related to £, /N by:

¢ = B 1 = Ey X (bandwidth cfficiency) (9.3)

N MTB N
The spectrum of the signal shows the frequency content of the signal, and
hence the required transmission bandwidth. For many modulations the
spectrum falls off quite slowly, either side of the carrier frequency. Adequate per-
formance can still be obtained if much of the power in the outlying parts of the
spectrum 1s removed by bandpass filtering, centred at the carrier frequency.
This, then, means that other transmissions can be packed together, side by side
in frequency. However, there will still be some spreading of signal power from
the adjacent channel, and this is called adjacent-channel interference. Severe
filtering causcs the successive symbols to be smeared out in time, which will then
lead to intersymbol interference, or ISI, which is discussed later.

9.3 Analogue amplitude modulation

If we choose to change the amplitude of the signal, then we are using
amplitude modulation, which is the method used for medium and long-wave
broadcasting in the UK. If we assume a message signal m(?), then in ordinary
amplitude modulation, the instantaneous amplitude of the carrier becomes
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Figure 9.3 Amplitude modulation, showing the modulating and modulated signal

(4 4+ m(1)) rather than A. Figure 9.3 shows the waveforms for a modulating
signal which is a single frequency tone.

The envelope of the carrier wave contains the information that is being trans-
mitted. As stated previously, because of power-amplifier nonlinearities, as well
as its susceptibility to noise, this is not a suitable modulation scheme for satellite
communicalion systems.

9.4 Analogue frequency modulation

Frequency modulation, where the instantaneous frequency of the carrier is
varied about its nominal value in sympathy with the amplitude of the modu-
lating signal, is used in satellite analogue television broadcast systems. If we
assume a modulating signal m(¢) again, and carrier frequency w,, then the instan-
taneous frequency of the modulated carricer is given by:

®; = w, + krm(?) (9.4)

where £/ is a constant. Since the instantancous frequency is the rate of change
of phase of the carrier, then the phase of the carrier is given by the integral of the
instantaneous frequency. Hence, the expression describing an FM signal is:

y
S(8) = Acos (wct + kf J m(t)dt) (9.5)
0
The carrier deviates either side of its centre frequency by an amount cqual to
the maximum value of k;m(¢) radians/s. This is called the peak frequency
deviation. When it is much larger than the highest frequency contained in the
modulating signal, then the modulated signal is said to be wideband FM. The
ratio of the peak deviation to the modulating frequency is called the frequency
modulation index, . For the standard broadcast VHF FM radio system, the
monophonic content of the speech is up to around 15 kHz, and the frequency
deviation is 75 kHz, giving a f of five for this audio-frequency component. For
satellite television the bandwidth of the video signal is 5.5 MHz and the
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deviation is around 13 MHz. Since it is difficult to calculate theoretically the
total bandwidth of an FM signal, a rule of thumb called Carson’s Rule is usually
used. T'his states that for lcss than onc per cent distortion, 99 per cent of the
modulated signal is contained within a total RF bandwidth of 2 x (peak devia-
tion 4+ modulation frequency). For satellite systems this implies a required total
bandwidth of 36 MHz.

Because the information in an FM signal is essentially contained within the
time between zero crossings of the carrier waveform, that is the instantaneous
frequency, the signal can be passed through limiting amplifiers without
increased distortion, and so amplitude noisc can cffectively be greatly sup-
pressed. An FM system exchanges increased outlput signal-to-noise power ratio
for increased transmission bandwidth. In fact it can be shown that the output
S/N ratio is 3f” greater than the input S/ ratio for the equivalent AM signal.

Figure 9.4 shows the output §//N ratio as a function of the input S/ ratio of
a typical I'M system. Note that the output §/N ratio catastrophically degrades
when the carrier-to-noise power ratio drops to around 10 dB, and this is called
the threshold effect. This is not a good characteristic for a modulation scheme to
be used on satellite systems, where transmitter power is at a premium. If the
path losses increase owing to rain attenuation, or antenna pointing errors, the
performance can change from being adequate to unusable for a few dBs
change.

The onset of threshold can be delayed by five to seven dB by using an FMFB
demodulator, shown in Figure 9.5, or by two to three dB using a phase-lock loop
demodulator. The FMFB demodulator feeds the recovered modulating signal
back to a voltage-controlled oscillator which mixes the incoming FM signal
down to the IF and frequency demodulator. The feedback is such as to reduce
the instantaneous deviation of the FM signal at IF. Conscquently, the IF can

output T DSB
amplitude
SN 1 modulation
ratio,
B ]
10 + threshold effect

s o 15 20 25 30 35
input signal to noise power ratio, dB

Figure 9.4 FM demodulalor characteristics



164  Satellite communication systems

have a narrower bandwidth and the frequency demodulator sees less input
noise, which delays the onset of threshold.

9.4.1 Preemphasis and deemphasis

The discriminator gives an output proportional to the instantaneous frequency
deviation of the FM signal from the carrier frequency, and the frequency is the
diffcrential of phase. The noise accompanying the FM signal causes the phase of
the incoming signal to vary either side of its true value, by an amount linearly
proportional to the noisc amplitude. The action of the discriminator is to give an
output noise related to the differential of the input noise which, since the power
response of a differentiator is proportional to w?, means that the white power
spectral density of the input noise is transformed into noise at the discriminator
output with a power spectral density proportional to w”. This means that higher
frequency components in the modulating signal are morc contaminated with
noise. Since the power spectra of typical modulating signals such as speech and
video reduce at higher frequencies, a technique called preemphasis/deemphasis
can bc used to improve overall performance. An cxample used in the VHF FM
band is as follows: the modulating signal is passed through a filter, the preem-
phasis filter, which boosts high [requencies from the boost frequency at
6 dB/octave. The output from this filter is uscd as the modulating signal. At the
receiver the FM signal is demodulated as normal and then the recovered modu-
lating signal is passed through the deemphasis filter with a characteristic which
falls at 6 dB/octave from the boost frequency. The result should be a signal with
the same frequency spectrum as that of the original. The output noise, with a
power spectrum that rises at 12 dB/octave, will pass through the deemphasis
filter. This will attenuate the noisc from the boost frequency upwards, with its
power response which falls at 12 dB/octave, so giving a flat power spectral
density from the boost frequency upwards and reducing the output noise power;
an improvement in system performance. Other systems may use different boost
rates, which suit the characteristics of the signal more closely.

9.4.2 Spectral spreading

Tt is important that the power spectrum of the FM signal be as flat as possiblc
so that the transmitted power is spread over the allocated channel bandwidth,

FM Input
Audio Output
IF Amplifier Discriminator .
Filter "
vCO Loop Filter ¢

Figure 9.5  Block diagram of FMFB threshold extension
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giving the lowest possible power peaks for a given total transmit power. This
means that the lowest possible power will then spill over into the sidelobes of a
receiving antenna that is aimed at a satellite next door in the geostationary
orbit. In order to ensure that this spectral spreading occurs, a low-frequency tri-
angular spreading waveform is added to the vidco signal prior to the modulator
in order to smear out any spectral line components in the modulating signal.

This waveform is below the frequency of any wanted message componcnts and
can be removed easily after demodulation.

9.5 Digital modulation methods

The main messages to be transmitted nowadays are in digital form, so the
main part of this Chapter will be concerned with digital modulation schemes.

9.5.1 Filtering and bandwidth considerations

The bandwidth required for transmission is related to the bandwidth occupied
by the original data signal, which we will assume is in the form of +1, repre-
senting logic 1 and 0, respectively. The spectrum is shown in Figure 9.65.
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Figure 9.6 Power spectra of some baseband data waveforms
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Figure 9.7  NRZ polar data filtered by an o = 0.35 RC filter
Upper trace = original data
Lower trace = filtered data (note filter group delay)

If this signal is passed through a lowpass filter, the waveforms of Figure 9.7
are obtained. The signal never reaches its maximum value if the filter has too
narrow a bandwidth, but will pass too much noise if the bandwidth is too wide.
There 1s an optimum bandwidth filter, called the matched filter, with an impulse
response which can be shown to be the shape of the reversed signal pulse which
maximises the output signal-to-noise power ratio. Passing the data stream
through a lowpass filter gives risc to intersymbol interference, since the output
response of the filter, even for a matched filter, will last for at least two bit
periods. If we assume that we have perfect timing synchronisation then we need
to look at the output of the filter only at the end of a bit period when the filter
output reaches its maximum value.

Nyquist invented a class of filters which have zero intersymbol interference
at the sampling times. The simplest is a perfect brick wall lowpass filter, the
frequency response of which extends to half the bit rate, R, = 1/7T,, shown in
Figure 9.8 (the case « = 0). This has an impulse response shown in Figure 9.9
(also for a = 0).

It can be scen that if the data is input in the form of positive or negative
impulses to this filter the output waveform will never have any intersymbol inter-
ference, as long as the output is sampled at the precisc point corrcsponding to
the end of a bit period. If the sampling point is slightly incorrect, then there is
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ISI. A filter class that has zero ISI at the sampling times is the raised cosine
(RC) family. This has a frequency response that is flat from zero frequency to
(1 — )R,/2 where R, is the bit rate, and « is the roll-off factor, which varies from
0 to 1 oris given as a percentage. The frequency response then rolls off in a cosi-
nusoidal way to zero at a frequency of (1 + ®)R, /2.

The frequency response and time response of raised cosine filters is shown in
Figurcs 9.8 and 9.9 for various valucs of «. The bandwidth of a raised cosine filter
is +(1 +a)R;/2, and the noise bandwidth of all the raised cosine filters is
+R,/2 Hz. Note that for values of o greater than zero the slope of the time
response of the filter at the zero crossings is quite shallow, so that the effect of
timing synchronisation errors is much reduced.

The effect of the intersymbol interference can be scen in the cye diagram,
Figure 9.10, where segments of the time waveform of the filtered data stream of
length equal to the bit period (or symbol period in the case of multilevel signals)
are overlaid.

All possible data transitions are shown, and the opening of the eye shows the
cxtent of the intersymbol interference. In practise, half of the filtering is
performed in the transmitter and halfin the receiver, so that each has a square-
root raised-cosine filter in it known as an RRC filter. Where the data is filtered to
band limit the transmitted signal, the filtering tends to be performed prior to
upconversion to the final output frequency because filters which operate at high
powecr levels at RF are difficult and expensive to manufacture.

9.5.2 Bipolar phase-shift keying ( BPSK)

In BPSK, the simplest example of phase modulation, the data is taken one bit
al a time, and the carrier phase is changed by 0 or n radians, according to
whether the datais a 1 or a 0. Since a phase change of 7 radians is just equivalent
to multiplying the carrier by — 1, then a BPSK modulator consists of a level
translator which changes logic levels to 41 levels, which then multiply the
carrier in an RF multiplicr, as shown in Figurc 9.11.

At the receiver, shown in Figure 9.12; a local oscillator is generated at the
same frequency as the incoming carrier, and also in phase with it. This, together
with timing recovery and synchronisation, are the most difficult parts of most
receivers to design. The incoming BPSK signal is multiplied with the local oscil-
lator to produce a DC component, positive or negative according to the data,
and a component at twice the carrier frequency. The result is filltered with a
matched filter which removes the twice-carrier component, and gives a positive
or negative output that is sampled at the end of a bit period to determine the
data value. Although the data rate may be specified, the data clock must be
generated from the received data, and synchronised to the corrcct data-
sampling epochs.
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Figure 9.10  Eye diagram for RC filtered data in gaussian noise

If there is a phase error of 0 radians between the local oscillator and the
incoming carrier {requency, then the data amplitude from the filter is reduced

by cos(0):
input signal = d, cos(wf)
local oscillator signal = cos(w? + 0) (9.6)
output from multiplier = d, cos(w?) cos(wt + ) = 0.5d,[cos(0) + cos(2wt + 0)]
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Figure 9.11  BPSK modulator
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Figure 9.12  BPSK demodulator

The filter removes the componcnt at twice the carricr frequency. If a phase
error of m/2 occurs, then the data output will always be zero! If the error is &
radians, then all the data will be inverted. It is therefore essential that the local
oscillator has zcro frequency and phase error.

9.5.2.1 Frequency and phase recovery

For BPSK-modulated signals there are two methods commonly used for carrier
frequency and phase recovery: the squaring method with a phase-lock loop and
the Costas loop.

9.5.2.2 The squaring method

If the BPSK signal is squared, that is, just multiplied by itself, then the signal
d? cos 2(w,t) will be produced, where 4, is the data, +1. By standard trigono-
metry, this can be split into a DC component and a component at double the
carrier frequency. The effect of the data is eliminated by the squaring proccss.

The double frequency component can then either be filtered in a very high
Q tuned circuit or passed to a phase-lock loop for further filtering. The
frequency is divided by two to produce a signal at the carricr frequency which is
then used to demodulate the BPSK signal as previously described.

9.5.2.3 The Coslas loop

The Costas loop, shown in Figure 9.13, consists of a voltage-controlled oscillator
nominally oscillating at the carrier frequency when its control input is at zcro
volts. The oscillator has two outputs in quadrature, that is outputs cos(w?) and
sin(w¢). If we assume that the VCO is at the correct frequency, but with a phase
error of 0 radians, then out of the top multiplier will come, after filtering, a
component &, cos(#), and out of the lower mixer 4, sin(f). These two signals are
then multiplied together to produce d°sin(0)cos(0), which eliminates the
polarity of the data and gives a signal proportional to sin(26) which, for small
phase errors, will be proportional to 8. This signal is then filtered and applied to
the VCO control so as to reduce the phase error to zero.
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Figure 9.13  Block diagram of Costas loop

In practice, an integrator is required in the control loop to cnsurc zcro phasc
error, since the VCO 1is never quite at the carrier frequency with zero volts on
the control input and to maintain the correct frequency would have to operate
with a constant phasc crror in order to generate the required DC offset at its
input. The integrator allows a constant DG offset at its output for zero DC input,
and hence zero phase error. When the loop locks, the phasc crror is zero and the
filtered signal from the top mixer is the recovered data.

Unfortunately, both of these carrier-recovery methods suffer from a n-phase
ambiguity. The squaring circuit produces a signal at twice the frequency which,
according to which cycle is input to the frequency divider first, will give rise to a
signal at the carrier frequency either in phase or 7 out of phasc with the carrier.
The Costas loop can lock with a 7-phase error, since sin(f) equals sin(z — 6). To
overcome this problem a known sequence or preamble can bc added to the
beginning of all data sequences, so that if this preamble comes out of the receiver
complemented then all the data can be complemented and thus be correct. An
alternative solution is to differentially cncodc the data prior to modulation. A
circuit for this is shown in Figure 9.14. Waveforms for data with and without a
phase inversion are shown. The disadvantage of the scheme is that if a bit is in
crror from the demodulator then after the differential decoding process two bits
will be in error. '

The transmission bandwidth for RC-filtered BPSK will be (1 + «)R, Hz, so
that the bandwidth efficiency will be 1/(1 + a) bits/s/Hz.

9.5.2.4 Error rate of BPSK

When a replica of the carrier is generated locally at the receiver, in phase with
the incoming carrier, and used to demodulate the incoming signal, then the
demodulation is said to be coherent demodulation. Under thesc circumstances,
and in the case of AWGN, the error rate can be shown to be:

BER = Q( 2(%) (9.7)
0
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Figure 9.14  Differential encoder and decoder

where the Q function is

|
Qx) = —J &% dt (9.9)
Von
The @ function is tabulated in statistics tables and in telecommunication
textbooks.

For differential demodulation, where the incoming signal is just multiplied
by a one-bit delayed version of itsclf, hence negating the requirement for a
carrier and phase recovery system but suffering the noise associated with the
previous and current input, an incrcase of about 1 dB in the bit energy is
required to achieve the same error rate as coherent demodulation at error rates
in the region of 107 Figure 9.15 shows characteristic error-rate curves for

DPSK and BPSK.

9.5.3 Quadrature phase shift keying ( QPSK)

Quadrature phase-shift keying, or QPSK, can be considered as the first
upgrade of the MPSK modulation schemes, from 2PSK to 4PSK, or as the com-
bination of two BPSK signals on carriers which are orthogonal, in this case
phase shifted by n/2 radians, to each other. In its simplest form the input data is
taken in groups of two called dibits. The even bits are doubled in length to a
symbol period and used to BPSK modulate a carrier assumed to be cos(w, ).

The odd bits are similarly time extended to twice the bit period and used to
modulate a carrier sin(w,f) also in a BPSK modulator. The two modulated
signals are then summed to produce a constant cnvclope signal which has four
possible phases relative to the unmodulated carrier, cos(w,f), of +45 and +135
degrees. A block diagram of a QPSK modulator is shown in Figure 9.16.

Figure 9.17 shows the waveform of unfiltered QPSK and the constant
envelope nature of the waveform. Since the bandwidth required for the individ-
ual BPSK signals is only that of the symbol rate, that is half the bit rate, the
bandwidth cfficiency of QPSK is twice that of BPSK.
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The spectrum of unfiltered QPSK is shown in Figure 9.18. It is esscntial to
filter QPSK to reduce its spectral occupancy. This gives an amplitude variation
of the envelope at the phase transitions of the modulated carrier waveform,
which 1s most severe at phase transitions of ® in the QPSK waveform. This
amplitude variation is of no consequence to the information content of the signal
but, when this filtered signal is passed through a limiting or hcavily nonlinear
amplifier, the peaks of the envelope are flattened and the low amplitude parts
arc amplified. In the limit, the amplitude variations of the cnvelope are
removed, which thus ncgates the effects of filtering, and hence the spectral
occupancy of the modulated signal increascs and causes severe adjacent channel
interfercnce. This is a major problem in QPSK modulation used in satellite com-
munication systems.

In order to demodulate the QPSK signal it is passed to two quadrature
mixers, as shown in Figure 9.19.

Assuming that a replica of the carricr can be generated at the receiver, in
both phase and magnitude, then after RRC filtering at the mixer outputs the I-
channel symbol data will appear in the I channel, and the Q) symbols in thec Q.
channel. If the local oscillator i1s in phasc with the carrier none of the I-channel
data will appear in the Q channel data, and vice versa. If there is a phase error,
then there will be cross talk between the I and Q channels, related to the cosinc
of the phase error. In [act, if the phase error is 90 degrees, the I and () channels
will be interchanged.

-
o
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Normalised Frequency [T,
Figure 9.18  Spectrum of QPSK and MSK
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Figure 9.19  QPSK demodulator

Because each of the BPSK signals making up the QPSK signal is modulated
on a quadrature carrier, if correct phase recovery 1s carried out there is no inter-
action between them. The error rate is then exactly the same as in BPSK. This is
the great advantage of QPSK, that for the same E;, /N, as BPSK we can transmit
double the bit rate for the same bandwidth.

Carrier recovery in QPSK is usually carried out in analogue receivers by
raising the QPSK signal to the fourth power. Squaring a QPSK results in the
production of a BPSK signal at double the carricr frequency. Squaring this
signal results in a signal component at [our times the carrier frequency which is
passed to a phase-lock loop to reduce phase noise, and then divided in frequency
by four and used to demodulate. Because of this division by four, correction must
be made for a /4 phasc ambiguity in the carrier output.

9.54 Derivative PSK modulation schemes

9.5.4.1 Offset quadrature phase-shift keving

In order to try to mitigate the effect of the large-envelope variations of filtered
QPSK, a variant called staggered QPSK (SQPSK) or offset QPSK (OQPSK)
or offsct keyed QPSK (OK QPSK) was developed. In the modulator, the quad-
rature data stream is doubled in duration to two bit periods, as in QPSK, but
delayed by one bit period relative to the transitions in the inphase channel. This
has the result that the phasc of the modulated carrier changes cvery bit period,
but only by +n/2 radians or 0. This results in reduced envelope variation when
thc modulated signal is filtered, and hence fewer problems when the signal is
passed through limiting amplifiers. Although the timing synchronisation cannot
be recovered as easily from this modulation as it can from QPSK, the error rate
and bandwidth cfficiency arc the same.

9.54.2 n/4 QPSK

A further variant of QPSK, called /4 QPSK, has become very popular for
mobile applications because of its performance with limiting amplifiers and ease
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on successive symbols

Figure 9.20  Constellation of n/4 QPSK

of demodulation. Essentially, there arc two standard QPSK signal constellations
that are rotated by n/4 as shown in Figure 9.20. The relevant signal constellation
point is chosen from each set alternately. This mecans that there is always a phase
change between successive transmitted symbols, even il the input data sequence
is just 0.

The phase change will be +7/4 or +37n/4, so the phase change is between
that of QPSK and SQPSK and its performance with limiting amplifiers is also
intermediate. Because of the phase change per symbol it is very casy to synchro-
nise to the symbols. A block diagram suitable for the generation of /4 QPSK or
n/4DQPSK is shown in Figure 9.21. The modulation is usually associated with
differential modulation, so that the phase transmitted is a function of the current
and previous input data dibits. It can be demodulated coherently, as in the
QPSK rccciver of Figure 9.19, but a major advantage is that it can be demodu-
lated without much less in performance using a limiting amplifier feeding a
frequency discriminator. This is because the instantaneous frequency of a signal
is equal to the differential of the phase with respect to time. Hence, turning this
relationship around, the phasc change over a symbol period is the integral over
the symbol period of the instantaneous frequency. Since a frequency discrimi-
nator gives an output proportional to instantancous frequency, integrating this
over a symbol period results in four different values corresponding to the four
possible phase changes available between successive symbols in n/4(D)QPSK.
These are passed to a four-level decision circuit to recover the transmitted infor-
mation. Becausc differential modulation is normally used, its performance in
fading channels is better than that of QPSK and OQPSK.

9.5.4.3 Continuous phase-shift keying

In general, one can say that the smoother the phase trajectory of a modulated
signal the faster the spectrum of a signal [alls oft and the closer such signals can
be packed together. In continuous phase-shift keying, the phase of the carrier is
allowed to be a function not only of the current data to be transmitted, but also
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of previous data symbols. This means that, on demodulation, it is necessary to
use knowledge of the previously demodulated data to recover the currcnt data:

[2Fq
S(t) = 7c0s(27§ﬂ + ¢(t, @) 08
O(t, ) = 2nh Z ag(t—1iT)

q(¢) = [g(x)dx and is the phase pulse, g(?) is the frequency pulse and extends
from O up to LT seconds, % is the modulation index and has the value 0.5 for
MSK, and a; is the ¢th data symbol, valuc +1 for binary, +1, +3 for 4ary etc.

A sequence of data at the modulator gives rise Lo a particular phase trajectory,
or a phase trellis, and the task of the demodulator is to discover the most likely
set of data to give that phasc trajectory, given that the phase estimates in the
demodulator are subject to errors owing to noise and fading.

The advantage of this modulation is that it has a constant envelope and thus
1s suitable for satellite use; it has low inherent adjacent channel interference.
However, for optimum performance it requircs coherent demodulation and
Viterbi decoding techniques, and has not found favour in satellite systems.
When ¢(¢) is a linear ramp rising from 0 to 0.5 in one bit period, 7, corresponding
to a g(£) of a pulse of width onc bit period and amplitude 1/27, the phase trajec-
tory 1s a series of ramps as shown in Figure 9.22, and for 2 = 0.5 corresponds to a
phase change per bit of /2 radians.

Since the instantaneous frequency relative to the carrier is the differential of
the phase trajectory, it can be seen that the output for this particular form of
CPSK is two frequencies, equally spaced around the nominal carrier frequency,
and spaced by 1/47 Hz from the carrier frequency. This modulation is called
MSK, minimum-shift keying, although some authors also use the term FFSK, or
fast frequency-shift keying.

Other frequency pulse shapes used are the LRC, a raised cosine shape
extending over L symbol periods and the gaussian pulsc shape, which gives a
gaussian cumulative distribution function shape for the phase pulse which for
GMSK mobile phones extends over approximately three symbol periods. It
should be noted that phase and frequency pulscs which extend over more than
one symbol period indicate that deliberate intersymbol interference has been
introduced in order to reduce the bandwidth requircments of the modulated
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signal. One of the consequences of this is that in mobile conditions, where there
is 2 Doppler shift on the incoming signal and hence an increasing phase shift in
the signal, and where there is a multipath situation, there will be an irreducible
error rate in the demodulation, even for very large reccived signal strengths.
This is of little importance if the system uses, as in GSMK systems, speech algo-
rithms which perform adequately at error rates of 1 x 107, and the system
maintains at least thosc crror rates.

9.5.4.4 Mary phase-shift keying ( MPSK')

In MPSK the input data is taken m bits at a time, where M = 2", to produce a
symbol which is then transmitted as one of M possible carrier phases. For 8PSK,
groups of three bits are taken at a time and one of cight possible carrier phases is
transmitted for a symbol period which is three bit periods in length. The
bandwidth required is thus reduced by a factor of three compared to BPSK for
the same input data rate. It is obviously more difficult to distinguish between the
received phases in the presence of noise as M increases, so that the £;/N,
required for a given error rate increases over BPSK and QPSK. For an crror rate
of 107° the E,/N, rcquired for QPSK is 10.5 dB, compared with 14 dB and
18.5 dB for 8PSK and 16PSK, respectively, assuming practical figures for raised-
cosine filtering. Since satellite systems tend to be power limited, it is rare to find
systems which do not use a variant of QPSK.

9.5.4.5 Quadrature amplitude modulation

In quadrature amplitude modulation both the phase and amplitude of the
carrier are modulated. Consequently, QAM has a high spcctral efficiency. The
signal constcllation of 16QAM is shown in Figure 9.23, where the data is taken
four bits at a time and mapped onto one of 16 possible signals.
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16 QAM Signal

° Constellation

Note that there are 4

possible levels in either I and
e o e O Q channels, but only +/-3
levels in the output modulated
signal.

Figure 9.23  16QAM signal constellation

Each signal is naturally transmitted for a symbol periad of four bit periods,
so that the bandwidth required is only one quarter of the bandwidth of the
equivalent BPSK system. Figure 9.24 shows a method of generating 16QAM,
suitable for use with relatively nonlinear amplifiers, which uses two QPSK mod-
ulators. However, when a QAM signal is passed through a nonlinear amplifier,
the signal is severely distorted and so this modulation scheme is not very suitable
for use on satellite links. If the QAM signal were to bec demodulated down to the
bit level on the satellite, and then regenerated and remodulated on board the
satellite, then QAM could be used. This requires much high-speed and power-
hungry processing on the satellite, which used to be impassible, but with the
rapid development of signal-processing technology in recent years there s a
resurgence of interest in onboard processing satellites.

Typically for 64QAM, the spectral cfficiency is around 3 bits/s/Hz, for an
error rate of 107° for an E,/ N, of 18.5 dB, assuming practical values of raised
cosine filtering. This should be compared with 64PSK, which has a spectral effi-

16 QAM

Most significant PSK
ost significan | Q

2 data bits Modulator Adder

Least significant QPSK

2 data bits M Modulator ] 6 dB attenuator

Figure 9.24  Method for generating 160 AM with two QPSK modulators
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ciency of 3 bits/s/Hz for an error rate of 107° with an E;/N, of 28.5 dB under
the samc filtering assumptions. However, being an amplitude and phase-
modulated signal, QAM is more susceptible to the effects of interference and
fading than MPSK, and so is more suitable for satellite channcls with only
gaussian impairments, such as geostationary orbits.

9.6 Practical satellite modems

9.6.1 Bit synchronisation

When the demodulator outputs the recovered stream of data the data is contami-
nated with noise and also suffers from symbol interference from the filtering
processes which it has undergone. Instead of rectangular data pulses, the
waveform is full of almost sinusoidal transitions. The receiver does not know
when a bit begins, and it docs not know the data rate exactly. Even if the data
rate is known, the precision of typical crystal-controlled clocks is only one part
in 10° so that the local bit clock would soon become misaligned with the data,
and crrors would be made. There are two problems: first, a data clock is
required, synchronised to the actual received data and, secondly, the clock must
be synchronised to the correct sampling point in the data waveform so that an
optimum decision on the data polarity can be made. For analogue-based
‘modems there are a number of common circuits; the early-late gate and the
matched filter synchroniser are only two, and the early-late gate type is shown in
Figure 9.25.

It should be noted that information to correct the frequency and sampling
point of a synchroniser is only available when there are data transitions. A

Integrator
T over T/2.
Data Barly by T/4
Input
VCO at Loop
_ BitRate [T| Shaping [ Subtract
Integrator
o overT/2.
Late by T/4 Timing Clock
v

Figure 9.25  Early-late gate synchroniser
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simple way to think of the operation of the system in Figure 9.25 is to think of
the integrator as a correlator for the square input data pulses. The early inte-
grator gives an output related to the time shift between the data and the VGO
transition time, and the data polarity. The circuit then multiplies this signal by
its sign so as always to obtain a positive result. Similarly, the late integrator gives
an output corresponding to a delayed autocorrelation. If the early and late time
shifts arc cqual rclative to the data transitions, then the two outputs will be
equal. If they are then subtracted a zero correction voltage will result. If the
timing 1s early, the early integrator will output a lower voltage than the late
integral, which on subtraction will lead to a negative timing-crror voltage. This
is then applied via loop-shaping filters to the VCO timing oscillator, which will
alter its frequency and hence phase so as to reduce the timing error. In reality,
the wavelorms do not correspond to square pulses and compromises have to be
made in the loop bandwidth. The lower the loop bandwidth the more noise is
rejected, but the longer the loop takes to lock to the data rate.

In a coherent demodulator the recovered carrier has phase noise impressed
on it from the carricr recovery loop. The higher the bandwidth of this loop, the
faster the acquisition, but the larger the phase noise. If there is a residual
Doppler shift on the incoming signal, then this leads to a phase shift during a
symbol period. This may be large enough, togcther with the phase noise, to
cause the phase-recovery circuit to cycle slip (because of the periodic nature of
most phasc-crror detectors), or may cause the phase demodulator to make an
incorrect decision as to the quadrant of the phase of the incoming phase-
modulated signal.

With the advent of digital signal processing, more modulators and demodula-
tors are being implemented as DSP systems, which use samples of the underlying
data waveforms. Timing correction has to be performed rather differently, either
by using a timing-error indication to change the frequency of the main sampling
clock or by increcasing the sampling rate to, say, 16 times the symbol rate and
moving Lo the sample which is nearest to the correct sampling point prior to
reducing the sampling rate to one sample per symbol again. Another alternative
1s interpolating the theoretical value of the sample at the correct sampling
instant {(from a timing-error detector) [rom the sample values available.

Similarly, rather different techniques have to be used for frequency and
phase-error detectors. Since the sampling rate has to be at least twice the
frequency of the information content of the signal, such techniques as raising
signals to the fourth power as in QPSK carricr recovery are not used. Rather
noisy algorithms for phase and [requency detectors are used, and joint estima-
tion of timing, frequency and phase carried out. All-digital chips are now
available for demodulating QPSK signals, with symbol rates up to
45 Msymbols/s, designed for digital television broadcasting.

In general, the satellite modem has the problems of very small amplitude
signals, with £,/ N, of less than 6 dB on occasion, and interference from adjacent
frequency channels, as well as adjacent satellites in orbit, thermal noise, Doppler
shifts on received signals, nonlinear amplifiers, and fading and shadowing to
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contend with., Compare this to the relatively easy lifc of a modem used over a
tclephone line, with large signal margins, low attenuation, low interference, no
Doppler, fading or shadowing. Hence the use of QAM for the telephone modem,
and the overwhelming use of QPSK for satellite modems.



Chapter 10
Channel coding

P. Sweeney

10.1 Introduction

Channel coding is a signal-processing technique which makes the representation
of information bits interdepcndent and introduces redundancy into the
sequences so that noise averaging and error protection can be achieved. It origi-
nates from the development of information theory by Shannon'? in the late
1940s which showed that any channel of known characteristics has a calculable
capacity for information transfer. Provided that capacity is not being excceded,
it should be possible to achieve reliable communications with an error rate
which can be reduced to any desired level by increasing the length of the codes
used.

The passage of 50 years since Shannon’s discoveries has not yielded practic-
able coding schemes which allow theoretical channel capacity and crror rates to
be achieved. There are certain recently discovered codes which appear to
provide the closest approach to the Shannon performance, but mainstrcam
practice is content to adopt morc modest. aims. These could include the
reduction of error rates to be suitable for a particular application or to allow the
extension of operations to difficult areas. A common objective would be to
reduce the power requircments for acceptable error rates, since high power
brings with it several expensive problems including effects induced by nonlinear
power devices. In this cost-conscious age, it is unlikcly that cost-effective
solutions to digital communications can be achieved without coding.

10.2 Coded systems

Coding is usually introduced immediately prior to modulation, and decoding
performed after demodulation, as shown in Figure 10.1. In principle, the
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functions of coding and modulation should be integrated. For binary channels
the separation of the functions is acceptable, but a multibit interface between
demodulator and decoder is desirable so that the demodulator can indicate con-
fidence in its decisions on the binary symbols reccived over the channel. This
soft-decision demodulation can virtually double the error-control power of the
code compared with the having only hard-decision binary output from the
demodulator. Not all decoders, however, can make eflective use of soft
decisions.

10.2.1 Types of code

An encoder takes a [rame of £ symbols at the input and computes a corre-
sponding output frame containing a larger number (n) of symbols. The ratio of
input to output symbols, £/n, is known as the code rate (R). Within this common
approach there are many different algorithms for obtaining the output from the
input, but two main classes of algorithm can be defined. For block codes the cal-
- culation of the output frame depends only on the current input frame, in other
words the encoder has no memory of previous output frames. For tree codes the
encoder retains memory of previous input frames and uses this in the encoding of
the current input frame. If the tree code has finite memory and is linear (a
property with a mathematical definition, but closely related to concepts of
linearity in any system), then it is a convolutional code.

Block codes arc commonly used for error-detection purposes, for protection
of highly block structured data and for data-oriented applications requiring very
low residual error rates. They are available in a range of lengths (output frame
sizes, n) and dimensions (input frame sizes, £) and often called (n, k) codes.
Examples include BCH codes, the Golay code and Reed—Solomon codes. The
latter group togcther several bits into multilevel symbols before carrying out the
encoding and decoding operations; this gives them an ability to correct errors

Digitised
Information

>

Modulator Encoder

G e

|, Decoded

Demodulator Decoder Information

Figure 10.1  Channel coding in digital communication system
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which occur in bursts on the channel. Block decoders cannot usually make use
of soft decisions from the demodulator.

Convolutional codes are commonly used in applications requiring only
moderate error protection, such as digitised speech. They are usually rate 1/2
having an input frame ol one bit and an output frame of two bits. The perfor-
mance of the codes improves with increasing memory, although this causes an
expénential increase in decoding complexity. Higher-rate codes are available,
although this, too, increases decoder complexity. Convolutional decoders can
make use of soft decisions from the demodulator and many of the advantages of
convolutional codes derive from this fact.

10.2.2 Channel types

The classic channel model against which codes are evaluated is the additive
white gaussian noise channel. This assumes that noisc is broadband with a
gaussian (normal) amplitude distribution and that this noise is added to the
received signal. The attractions of the modecl have more to do with ease of
analysis than with its accurate representation of realistic channel conditions.
Fortunately, conventional satellite communication channels, i.e. those using
geostationary satellites communicating with fixed ground stations well within
the antenna beam pattern and at moderate latitudes, conform reasonably to the
AWGN modecl. The signal-to-noisc ratios at the receiver will fluctuate slowly
with atmospheric conditions, but over a reasonable period of time the AWGN
model can be applied.

New developments in satellite communications are commonly concerned
with communication to mobile terminals. Low-earth orbit (I.LEO) and other
nongeostationary orbits are proposed to provide lower delays for such applica-
tions. Such applications bring problems of multipath interference and
shadowing, resulting in a channcl with bchaviour which is quite unlike the
AWGN model. The errors tend to occur in bursts and overall error rates are sig-
nificantly higher than with AWGN for the same signal-to-noise ratio. The
channel bit error rates fall more slowly as signal-to-noisc ratio is increased and
there may be a point where increasing signal-to-noise does not bring further
reductions in error rates. Designing codes for such conditions is more difficult
than for AWGN, but the potential gains are much greater.

10.3 Error-detection strategies

The simplest use of codes is to detect errors and use some other means to deal
with those errors when they arrive. This can be done reasonably simply. For
example, a block code may use ¢ parity check bits on each frame. The probability
that crrors will produce a correct set of parity checks is 27°. We can easily set the
value of ¢ to make this probability as low as we like. For example, 20 bits of
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parity checks will reduce the probability of undetected errors below 107°, even
in the worst reception conditions.

Having detected the presence of errors, it remains to decide how those errors
will be handled. If the data has residual redundancy, it may be possible to apply
some signal processing which will disguise the errors to make them insignificant.
This is called crror concealment. For example, corrupted pixels of an image or
samples of a wavelorm could be reconstructed by interpolation from adjacent
values or by extrapolation from previous values. If the received data is intended
for human appraisal, the subjective quality may be little affected even when
several errors occur. Error-concealment techniques obviously need to be
designed with some knowledge of the application data, the inherent redundan-
cies and the subjective effects of errors. They are of value in, and are being used
for, many real-time applications.

The alternative to crror conccalment is to call for retransmission of data
affected by errors. This requires the presence of a reverse channel and a propor-
tion of channel capacity will be taken up by retransmissions. A particular
problem is that the delays will be variable, depending on how many retransmis-
sions are needed. As a result, retransmission techniques are difficult to use with
real-time applications. Fortunatcly, these arc often the applications for which
error concealment can be used.

Retransmission-error control is often known as automatic repeat request
(ARQ). Two important versions of ARQ are go-back-N¥N (GBN ARQ) and
‘selective repeat (SR ARQ), described in some detail by Lin and Costello.” In the
former casc, the transmitter rcturns to the point in the sequence where the errors
occurred and repeats all frames from that point, regardless of whether they all
contain errors. In the latter case, the transmitter repeats only frames that were
in error; this is clearly more efficient, but the receiver must take responsibility
for buffering the frames and putting them into the correct order. In both cases,
achicving low frame error rates is important for efficiency. This can to some
extent be achieved by making the frames relatively short, but fixed frame
overheads such as parity checks and frame numbers eventually reduce the effi-
ciency as frame sizes are reduced.

10.4 Forward error correction

A more powerflul, although less reliable, use of codes is to attempt to recover
the original information directly from the received data. This is known as
forward error correction (FECG). To undcrstand how a code may be used to
correct errors, consider the example of a simple (5, 2) block code in Table 10.1.

The cncoding of two-bit sequences can simply be done by looking up the
appropriate sequence in the Table or by constructing logic which calculates the
bit values in the code. In this case the code is systematic, having the information
directly represented in the code. The other bits, known as parity checks, can be
produced as the outputs ol exclusive-OR gates with appropriate inputs —a char-
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Table 10.1  (5,2) block code

Information Code
00 00000
01 01011
10 10101
11 11110

acteristic of linear codes. Note that at least three bits would have to change in
any code scquence in order to produce another code sequence; the code 1s said to
have a minimum distance of three.

If a sequence is received with no errors, that sequence can be located in the
Table or the validity confirmed by the correctness of the parity checks. In the
case where errors are received, the decoder may compare what has been
reccived with cach code sequence in turn, counting the number of differences.
The code sequence with the fewest differences from what was received is selected
by the decoder as the most likely transmitted sequence. This method is called
minimum-distance decoding or, somctimes, maximum-likclihood decoding,
although it is truly maximum likelihood only if all information sequences are
equally likely and the errors are independent from bit to bit.

As the code has minimum distance of three, we expect to be able to correct
singlc bit crrors sincc at least two more bits must change to reach any other code
sequence. For example, if the code sequence 10101 1s corrupted to 10001, it has
two differences compared with 00000, three compared with 01011 and four
compared with 11110. On the other hand, two crrors may produce a sequence
which is closer to a different code sequence. If 10101 is corrupted to 10011 then it
1s only one bit different from 01011, two different from the original sequence and
three different from 00000 and 11110; it will therefore be miscorrected by the
decoder. In some cases, however, the decoder will be able to recognise that more
than onc crror has occurred and declare that there are uncorrectable errors. If
the received sequence i1s 11001, for example, this differs by two bits from 10101
and 01011 and by three bits from 00000 and 11110. The detection of uncorrect-
able errors may be a valuable featurc of codes, particularly block codes.
Additional error detection may also be incorporated to improve reliability and
used in a hybrid scheme in conjunction with error concealment or ARQ),

104.1 Effects of forward error correction

The performance of an FEC scheme is usually assessed in terms of the bit error
rate achieved for a particular value of £,/Ny. Here Ny is the (single-sided) noise
power spectral density and E, 1s the energy per bit of information. The effect of
this latter definition will be studied shortly.
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When coding is added to a communication channel, there will be two effects
on the channel’s behaviour. The code will affect the error rates in a way which
can be determined from the channel characteristics and the code properties. In
the AWGN case it can be calculated, but for other channels it may be necessary
to resort to simulation. The intention will be to reduce the error rates.

The other, unwanted, effect is to reduce the information bandwidth of the
channel. We can now see the effect of our definition of E} since more bits, and
hence more encrgy, must go into transmitting the same amount of information.
As a result, the value of £} is increased by 10log,,(1/R) dB for a code of rate R.
For example, a half-rate code will increase the value of E, by 3 dB, corre-
sponding to the doubling of the number of bits required for each message. This
increase can be thought of as a penalty applied to the code performance becausc
of the reduction in information throughput.

The overall effect of FEC is illustrated in Figure 10.2. For a given point on
the uncoded performance curve, established either by calculation or simulation,
there will be a corresponding point representing the coded performance. The
former point will represent the value of £;//N, expericnced by the demodulator
and the corresponding channel bit error rate. The latter point will represent the
(higher) value of F,/N, experienced by the decoder and its resulting, usually
lower, output bit error rate.

If the final output bit error rate (BER) {rom the decoder is achieved with a
lower value of F; /N, than would be needed to achieve that same BER uncoded,
then the reduction in E, /N is called the coding gain. Itis a function of BER and
can be negative (i.e. coding loss) at relatively high BER. Note, however, that the
quoted BER and E, /N, are the conditions relating to the decoder. The demodu-
lator is experiencing a lower E, /N, and a higher BER, which may be significant
when considering the specification of the demodulator.

It should, perhaps, be pointed out that there arc many applications in which
BER is not the primary concern. In data messages, for example, the rate of
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Figure 10.2 Overall effect of forward error correction
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message errors will be far more important than the number of bit errors in any
message error. It should also be realised that the characteristics of a coded and
an uncoded channel will not be the same even when they provide the same bit
crror rate. In the case of the coded channel the bit errors will be clustered into
bursts corresponding to decoder errors with long error-frec intervals. The
uncoded channel will tend to have its errors more evenly spread.

10.5 Convolutional codes

Convolutional encoders® ® incorporate memory of previous input frames of
information and usc thosc remembered frames along with the current informa-
tion to determine the output frame. The input {rame is almost always a single bit
- and the output frame is usually two bits (rate 1/2). The remembered frames are
held in shift registers and encoding is carried out by fixed patterns of additions
on current and remembered bits to produce the output bits. A typical schemalic
for a rate 1/2 encoder is shown in Figurc 10.3.

The additions are by exclusive-OR gates (modulo-2 adders), required to
producc a lincar code. In this example, the encoding is carried out using the
input bit and six previous input frames retained in memory. The codc is said to
have constraint length seven, indicating the number of input [rames involved in
the operation. The action of the ecncoder may be represented by a set of polyno-
mials showing the contribution of the input and delayed inputs to each of the
outputs. For this code, the polynomials would be:

dDy=D+D*+ D"+ D% +1
PW)y=D"+D*+D°+D+1

These may be represented by bit patterns in octal or hexadecimal form, e.g. 79,
5B in hexadecimal: ,

“Encoding produces a continuous sequence of frames which could, in
principle, be infinitely long. Nevertheless, analysis of this code will show that a
finite number of bits can be changed in any code sequence in order to produce

“OX®—0U—~—¢c 3
Y
»
3

Figure 10.3  Convolutional encoder
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another valid sequence. In this case, at lcast ten bits must change and the code
is thus said to have a free distance (dj,.) of ten.

Decoding of convolutional codes is usually by the Viterbi algorithm. This
method models the cncoder as a finite-state machine, the states being the
encoder memory contents. The possible state transitions and associated outputs
can then be determined. The incoming sequence is compared, frame by frame,
with every possible code sequence; the method is thus a true implementation of
maximum-likelihood decoding. The complexity is, however, contained by recog-
nising that when two code sequences end at the same state the less good sequence
can be discarded. Thus, the maximum number of sequences to be retained and
updated depends on-the number of encoder states, increasing exponentially with
constraint length. This, in turn, limits the constraint lengths to relatively small
values.

The Viterbi algorithm is usually implemented with soft-decision decoding.
In principle, the entire sequence should be received before decoding, but in
practice it is possible to decode after a delay of four to five constraint lengths
with the decoder operating within a fixed window over the received sequence.
Decoder errors produce bursts of output crrors of around four to five constraint
lengths.

Higher-rate convolutional codes can be produced from rate 1/2 codes by a
process known as puncturing. Certain bits in the encoder output are omitted
from the (ransmission to increase the effective code rate. For example, three bits
into the encoder will produce six bits out; if two of those bits are not transmitted
then the code will be effectively rate 3/4. The original rate half code (parcnt
code) and the puncturing pattern must be carcfully chosen to ensure that the
final code is a good one, but good punctured codes are readily available. The
decoder window must, however, be extended significantly compared with that
for the parent code.

The convolutional code will produce a coding gain of up to
10 - log, (R - df.) dB in AWGN conditions, assuming unquantised soft decisions
from the demodulator. Practical coding gains will be less because the operating
BER is not low enough to reach this asymptotic valuc and the usual three-bit
quantisation scheme for soft decisions will reduce coding gain by around 0.2 dB.
The rate 1/2 code above, [or example, gives coding gains of around 5 dB at an
output BER of 107°. Using hard decisions would reduce coding gain by at least
2 dB.

Longer constraint lengths can be used in conjunction with another decoding
method called scquential decoding. This is slightly suboptimum as it concen-
trates on the sequences which appear most likely, rather than considering all
possible code sequences. 'The loss relative to Viterbi decoding is, however, small
and is more than compensated for by the greater constraint lengths, and
therefore more powerful codes, which can be used. Soft decisions can be used
and may produce computational benefits, but extra coding gain may be
produced more cheaply by using longer codes, so sequential decoding is not
always associated with soft-decision decoding. The main drawback of sequential
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decoding is that the delays are variable and increasc dramatically as the
channel noise increascs. This can make it difficult to implement [or real-time
applications. Sequential decoding is therefore more often a technique for offline
decoding to produce low error rates.

10.6 Binary block codes

Block encoders operatc only on the current input frame with no memory of
previous frames. To compensate for this lack of memory, they often have large
values of length 7 and dimension 4. The codes are usually decoded with hard-
decision demodulator outputs only. For a code of known minimum distance dpy,
various combinations of error detection and correction capabilities are
available, according to the formula:

dmin >i+s

where ¢ is the maximum number of errors to be corrected and s {>1) is the
number of errors that will be detected. For example, for a code with d,;, = 7, the
possibilities are:

(=3, s=3
t=2, s=4
t=1, s=5
t=0, s=6

The required number of errors to be corrected is set by the decoder, leaving the
error detection determined by the formula, although it is possible that larger
numbers of crrors will result in detected uncorrectable errors rather than miscor-
rections.

The probability that a received scquence cannot be correctly decoded is
casily calculated for.random error channels. The output bit error rates arc,
however, more difficult to determine becausc of the possibility of detected un-
correctable crrors. Asymptotic coding gains for a rate R, t-error-correcting
code with hard-decision” demodulation can, howcver, be calculated as
10 - log,,[R(¢ + 1)]. Many block codes have higher asymptotic coding gains than
thosc of commonly used convolutional codes, but the practically obtained valucs
are less impressive unless low output BERs arc required (below 1078,

Most of the uscful block codes are of a type known as cyclic codes™’. The
encoding can be done using arrangements of shift registers with feedback to
calculate the parity checks. Examples are the Golay code, a three-error-cor-
recting (23, 12) code, and binary BCH codes, a family of codes of length 27 — 1
(integer m) requiring up to m parity checks for each error to be corrected.
Decoding mcthods can be based on shift registers with feedback or can be
algebraic, setting up and solving a set of simultancous cquations to locate the
errors.
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Block-code parameters can be modified in various ways to suit the application.
One common modification is shortening, which reduces the number of informa-
tion bits while maintaining the number of parity checks. Expurgation and
expansion are two methods for increasing an odd value of d,,;, by one; the former
converts an information bit to parity, kceping the same length, and the latter
increases length by adding an overall parity check.

10.7 Coding for bursty channels

The codes encountered so far are suitable for random error channels. In many
real situations there is some tendency for errors to occur in bursts. There are two
approaches to coding for bursty channels. The first is to reorder the encoded bits
before transmission so that bursts of errors on the channel are randomised when
the bits are reordered before decoding. This approach is called interlecaving. The
second approach is to use special codes suitable for bursty conditions. Reed
Solomon codes provide the most important burst-error-correcting codes.

The concept of interleaving can most easily be understood by considering
the block interleaving of block codes, as shown in Figure 10.4.

The rows of the array are filled with A code words and the order of transmis-
sion is down the columns. A burst of errors spanning 2 bits, as shown by the
shading, affects only one bit in each code word. A f-error-correcting code thus
‘corrects a burst spanning up to At bits on the channel or a mixture of shorter
bursts and random errors. The parameter 4 is called the interleaving degree.

This typc of interlcaving can be carried out on convolutional codes,
although it interferes with the continuous flow output of the encoders, imposing
additional delays. An alternative is convolutional interleaving which can
achieve similar interleaving degrees with lower delays. The information is
demultiplexed into 4 separate streams which are separately encoded. The output
frames arc remultiplexed, but with an offsct applicd to onc bit of cach output
frame to offset them. The drawback is that A separate decoders must be provided
at the receiver. Convolutional interleaving can be applied to block codes as well
as to convolutional codes.

Reed- Solomon (RS) codes are members of the BCH family. They are multi-
level block codes, which mcans that bits arc grouped togcther into symbols for
encoding and decoding operations and the error-correction capabilities apply to

« code words iength n >

order of
transmission

[
== rows

Figure 10.4  Block interleaved block code
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symbols. The length of the code, measured in symbols, is one less than the
number of values which any symbol can take. In bursty conditions many bits
may have errors in a short interval but relatively few symbols may be affected.
Although there are other multilevel codes, RS codes are of special interest
because they necd only two parity check symbols for cach symbol error to be
corrected.

As an example of an RS code, consider a code with eight-bit symbols. Since
an eight-bit byte can take 256 values, the code is of length 235 bytes. To provide
crror correction for up to 16 byte errors, 32 parity checks are needed, resulting in
a (235, 223) code, i.e. there are 233 bytes of information. A burst of errors
spanning 15 bytes plus one bit (121 bits) could not possibly affect more than 16
bytes and hence will be correctable, although bursts spanning 122 to 128 bits
might be correctable depending on their location relative to the symbol bound-
aries. In practice, the code could be used for mixtures of shorter bursts and
random errors. The code is said to be phased-burst error correcting because of its
sensitivity to error location relative to symbol boundaries.

Apart from being able to deal with a wide variety of different error character-
istics, many RS codes have the property that uncorrectable errors are highly
unlikely to be miscorrected, the probability of detected uncorrectable crrors
being much larger than the probability of miscorrection (often several orders of
magnitude larger). This makes concepts of coding gain, measured on plots of
BER, highly dubious. In terms of coding gain on the AWGN channel, the appli-
cation must require very low error rates for RS codes to appear superior to
convolutional codes, but their very low failure rate, ability to cope with a wide
range of errors and high decoding speeds mean that they are well worth consid-
ering for many cmerging applications.

10.8 Concatenation

The concept of applying two codes to a channel is well established. The more
conventional way is to apply the second code after the first so that the decoder
for the first corrects the errors of the second decoder. This is sometimes called
serial concateriation to distinguish it from parallel concatenation where the two
codes arc appliéd in parallel and cooperate in the decoding.

Serial concatenation was first described by Forney® and is illustrated in
Figure 10.5. The inner code is intended to correct most of the channel errors; it
could be a convolutional code or a short block code and could be interleaved if
the channel characteristics so dictate. The outer code is usually an RS code
intended to correct the occasional bursts of errors from the inner decoder. With
an inner block code with dimension which is the same as the symbol size of the
outcr code, cach inncr decoding crror will be a onc-symbol phased-burst error to
the outer code. If an inner convolutional code 1s used, the inner decoder errors
will be longer, requiring interleaving between the inner and outer codes, and
they will not correspond with symbol boundaries.
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Figure 10.5  Serial concalenation

Since RS symbols are fairly short (usually no more than eight bits), thc
number of code words of an inner block code will be relatively small. This means
that soft-decision dccoding using full minimum-distance decoding will often be
feasiblc for the inner code, even if it is a block code.

Parallel concatenation has been known for some time in the form of product
codes where data is written into an array and different block codes applied to the
rows and columns of the array. The decoders for the rows and the columns then
cooperate to corrcct the errors. The subject has been given new impetus,
however, by the use of tree codes known as recursive systematic convolutional
(RSC) codes in conjunction with an iterative decoder (turbo decoder) to
provide a coding scheme widely known as turbo codes.’

A typical parallel concatenation of recursive systematic convolutional codes
is shown in Figure 10.6. Because of the feedback in the encodcrs, the effect of any
information bit persists indefinitely providing infinite constraint length. The two
encoders are the same in this cxample, although different encoders could be
used. One encoder works on a data stream which is intcrleaved with respect to
the original data stream, so the two streams of parity checks are essentially inde-
pendent. Usually, the parity check streams are punctured to provide an overall
code rate of 1/2 (all the data bits plus half the parity checks from each
cncoder). .

The decoding process is an iterative one, with the data bits plus parity
checks from one code being decoded to provide a new estimate of data bits to be
interleaved and used with the parity checks from the second code for the next
decoding. 'T'his process-may continue for several iterations. Soft decision
decoding is used which means that each decoder has to provide reliability
estimates for its outputs. Two algorithms for decoding may be encountered, one
called MAP (maximum a posteriort) and one called SOVA (soft-output Viterbi
algorithm), an extension of the familiar Viterbi decoder.

The performance of this type of code is very dependent on the number of
stages in the decoding, but BERs around 10~% have been reported with E, /N,
around 2 dB. The interleaving means that bursty crrors should be correctable.
Overall this seems to represent an exciting development in coding, although
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Figure 10.6  Parallel concatenation of RSC codes

there remain many theoretical and practical problems to solve, including com-
plexity, delay, interleaver structures, channel estimation, quantisation and
overcoming a BER floor which is often seen in the performance curves.

10.9 Coding for bandwidth-limited conditions

A problem of increasing concern to satellite communications is the availability
of adequate bandwidth for a data channel. The approach to such a problem is to
use a multilevel modulation which can carry scveral bits in each transmitted
symbol. The difficulty is that this increases the error rate so that the need for
coding is increased. The codes used need to be designed specifically for the mod-
ulation since crrors are not all equally likely. Taking account of different error
likelihoods is essentially the same problem as soft-decision decoding, so convolu-
tional codes are the most likely choicc. '

. The best-established method is that defined by Ungerboeck'® who approached
the problem of creating an overhead for coding by expanding the signal constel-
lation and designing a code which would give the same information throughput
as the original uncoded constellation, but with better error performance.
Ungerboeck coding is therefore a performance/cost trade off rather than the
more familiar performance/bandwidth trade offin coding.

Consider as an example the 8PSK constellation shown in Figure 10.7. The
allocation of bit values to points has been done by a sct-partitioning method so
that adjacent points fall into different sets. One bit is left uncoded but the other
bits, representing the sets, are encoded using the encoder of Figure 10.8. This
arrangement is found to give 3 dB coding gain compared with uncoded QPSK.
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10.10 Application considerations

Choosing the best code for any application requires consideration of the data,
the channel, the availability of bandwidth for coding and the development costs
assessed against the projected market. The error-rate requirements must be
judged realistically for the application since completely error-free communica-
tions cannot be achieved within a finite time and a finite budget.

Information intended for subjective human appreciation, e.g. digital voice,
can often tolerate relatively high data rates. Digital speech, even when com-
pressed using modern vocoders, can tolerate bit error rates of 1077 or higher
before the quality falls unacceptably. On the other hand, the transfer of large
amounts of data for machine use (e.g. computer programs) requires cxtremely
low undetected error rates. Fortunately, the applications which are the least
tolerant of error often have the least delay constraints so that very long codes
(e.g. from serial concatenation) or ARQ) can be used. Real-time applications,
particularly intcractive oncs, will have tight constraints on dclay which mcan
that higher error rates are inevitable. If data rate 1s a problem, RS codecs will
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often be able to support higher bit rates, although Viterbi decoders are capable
of several Mbit/s and the precise comparison will depend on the symbol size and
error-correction capability of the RS code.

Although AWGN channels can be countered by convolutional codes if
modcrate BERs are needed, or by binary block codes for lower BER, bursty ar
fading channels will cause additional problems. Techniques such as interleaving
arc commonly uscd, but it is necessary to interleave over periods which are long
compared with the fades or bursts, and this creates its own declays which may
cause problems for the application. Convolutional interleaving can improve the
interleaving achieved within a given delay, but at a cost of complexity.

If bandwidth is tight, the overhead of a rate 1/2 code may not be affordablec
and the higher complexity of punctured codes may be considered. Block codes
generally correct fewer errors at higher rates and their decoder complexity falls
accordingly; the rate/complexity trade off is therelore the opposite of convolu-
tional codes. In case the bandwidth constraints are so tight that 8PSK or higher
constellations must be used, convolutional codes again come into their own,
although somc block-coded solutions are available.

Since coding must be cost effective, significant development costs can be
borne only if a mass market is envisaged. As a result, many applications adopt a
solution which may not be ideal but has been chosen because of the ready avail-
ability of chip sets for the codecs. Constraint length seven, ratc 1/2
convolutional code chips are readily available at low cost and provide solt-
decision Viterbi decoding, sometimes with provision for puncturing to higher
rates. Some RS codccs are also available, mostly using eight-bit symbols as con-
venient to byte-oriented data. Some, such as the cxample discussed earlier, are
often employed for concatenation.

The conventional satcllitc communications emphasis on digital voice and
other applications requiring low or moderate BER has led to an approach where
a rcasonable BER is provided for a specified proportion of the year, usually
without coding. Users requiring coding then adopt a rate 1/2 convélutional
code, perhaps with some interleaving, because of the near-gaussian conditions of
the channel. At present, the penetration of other codes into satellite communica-
tions is limited. The scope for new solutions is, however, considcrable given the
prospect of data-oriented applications, high data-rate networks, mobile com-
munications and the development of new éoding concepts. Engineers providing
the satellite-communication solutions for tomorrow’s applications will have the
need and the opportunity to consider a full range of techniques.
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Chapter 11
Satellite systems planning

B.G. Evans

11.1 Introduction

The overall design of a complete satellite communications system involves
many complex trade offs in order to obtain a cost-cffective solution. Factors
which dominate are the size, weight and thus DC power that can be gencrated
from the satellite, earth-station size, complexity and frequency of operation and
constraints upon interference which may apply via international bodies such as
the I'TU. We will concentrate here on a single satellite link which is applicable to
both GEO (geostationary-earth orbit) and nonGEO systems, but with modifica-
tions to allow for the dynamics of the latter. Moreover, we will be concerned
with the so-called link planning or link budgets. This is illustrated in Figure 11.1
in which a single link consists of:

¢ uplink (earth station to satellite);
e downlink (satellite to carth station);
e asatellite path.

Such a link, from earth station to earth station, does not form the total overall
connection between customers or users. In the early days of fixed-service satellite
communications cach country had onc or more large international gateway
earth stations which interconnected to the terrestrial network (and hence the
users) via the international exchange. Such earth stations (e.g. INTELSAT
Standard A) were large (30 m (NB now 16 m) diameter dishes) and costly
{=US$5-10 million). The user-to-user connection, which defines the overall
path over which quality of services must be planned, thus involved terrestrial-
network tails (Figure 11.2¢). Modern satellite communication systems, on the
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SAT.

—__>
satellite path
up-path down-path

Figure 11.1  Single satellite link

other hand, can go direct, from user (o user, and omit any switched path over a
terrestrial network (Figure 11.24). For a mobile system one connection will be
direct to the satellite from the mobile and the other will be to the GES (gateway
earth station) which again connects into a terrestrial network. In planning the
end-to-end quality of a connection to international standards as laid down by
the I'TU, one must bear in mind the overall configuration into which the link
fits, and make allocations accordingly.

Figure 11.2 assumes a single conncction via the satcllite which is not realistic,
as most satellite systems operate in a multiple-access mode (e.g. FDMA,
TDMA, CDMA etc.) with many earth stations accessing the satellite simulta-
ncously. This situation is depicted in Figure 11.3, from which it will be seen that
the satellite path itself, as well as the up- and downpaths, will introduce degrada-
tions to the transmission.

Now, with the above in mind, lct us look at the individual sections of the link
and calculate the power budgets for each. These will determine the sizes of
satellite and earth stations needed, if the quality of service has been fixed and the

Figure 11.2 User-to-user connections

a Via switched network
6 Point-to-point
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Figure 11.3  Multiple-access satellite system

traffic is known. Before embarking on (his link-budget description we will
introduce a few basic principles of transmission.

11.2 Basic transmission principles

11.2.1 Power levels

If one considers an isotropic transmitter in free space radiating total power
P W, uniformly in all directions, then at a distance d metres from the source the
power will be spread over the surface of a large sphere, on which the power flux
density (PFD) is:

Pr
4md?

In practical satellite systems we usc dircctional antennas with gains G(6, ¢),

PTD = W/m? (11.1)

defined as the ratio of power per unit solid angle radiated in a given dircction to
the average power radiated per unit solid angle:

P(0, ¢)
P()/4TE

GO, ¢) = (11.2)
The reference-angle condition ¢ =0 =0 is called the boresight and is the
maximum radiated power direction. The maximum gain, G(0,0), is thus a
measure of the increase in power over that from an isotropic antenna emitting
the same power. The PFD is thus:

Pr-Gr

PFD =
4rd?




202 Satellite communication systems

(Note:  From this point we assume that boresight conditions apply,
G(0,0) = G, the transmit antcnna maximum gain.) The product, PrGr, is
called the effective isotropic radiated power (EIRP). Thus:

EIRP

PFD =
4nd?

W/m? (11.4)

(Note: In logarithmic terms with power being expressed as 101og ,(P) dBW.)
PFD - dBW/m? = EIRP - (d{BW) — 10log(4nd?) (11.5)

For an ideal receiving antenna with a physical aperture 4 m? we would collect
power Pr W at the receiver given by:

Pr=PFD x 4 (11.6)

A practical antenna with physical aperture 4 will not deliver this power as
some energy will be reflected and some will be absorbed by lossy clements. Thus
the actual power received will be:

Px = (n4) x PFD (11.7)

where 7 is the antenna cfficiency and 74 is sometimes called the ‘effective col-
lecting area’ ol the antenna A,. The antenna efficiency n accounts for all losscs
between the incident wavefront and the antenna output port (see Chapter 5 for
details). For large parabolic reflector antennas the valuc of 17 is between 50 and
75 per cent, although for horn antennas it can be as high as 90 per cent. A funda-
mental relationship in antenna theory is:

4nde
G="3 (11.8)
thus the received power is:
2\
Pr=PrGrGpl — 11.9
o= PrGr6a( 12 ) (1.9

This is the transmission equation in which the frec-space path loss is [A/4nd]".
Whence again in logarithmic terms:

4md
PR:P-T+G-»,-+(;R—201og(%> (11.10)

Note that in a practical system there will be additional loss due to absorption
and scattering of the signal, which will almost certainly consist of a statistical
parameter [,(%) for precipitation, scintillation, multipath/shadowing etc. and
a fixed component L, to account for atmospheric absorption, antenna-pointing
loss etc. The propagation loss L,(%) on the slant path is explained in Chapter
6 and the multipath/shadowing in Chapter 19.

(Nate: Tt is sometimes confusing that the free-spacc loss is a function of 4.
This is merely due to the definition as the loss between two isotropic radiators
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and the fact that the gain of an isotropic radiator is by definition one giving

Ay = 27 /4m)

11.2.2 Noise levels

All radio reccivers will have associated with them thermal noise of spectral
density kT W/Hz. Thus the thermal noise in a bandwidth of B, Hz is:

P=kTB, W (11.11)

where £ is the Boltzmann constant in multiplicative form (= 1.38 x 1072 J/K)
and K is the Boltzmann constant in additive or logarithmic form
{=—228.6 dBW/K/Hz) and T is the noise temperature of the receiver.

In satellite communication systems the reduction of noise is all important
owing to the low signal levels, hence the bandwidth is usually reduced to contain
just the signal and immediate sidebands.

(Note. B, above is the noise bandwidth of the receiver.)

Noise can emanate from purely physical components (anything that is lossy)
and will be dependent on the physical temperature. However, it can also arise
from pick up via an antenna in which case we define an effective noise and an
effective noise temperature which is not related to a physical temperature but
merely related in parametric form via eqn. 11.11.

A receiving system used for satellite communications comprises many
different parts and we can define a system noise temperature of the whole
receiving system ( 7,), measured at its input, which when multiplied by £B gives
the same noise power as the overall receiver, including all of the noise compo-
nents. Thus with reference to Figure 11.4 the noise power at the input to the
demodulator is:

P,=kT,BGW (11.12)

where G 1s the total gain of the receiver to intermediate frequency (IF). Thus,
if the antenna system (including feeders) delivers to the receiver input a power
P, W, the carrier-to-noise ratio at the demodulator input is given by:

C PG
W:kTyBC (11.13)
K T
IRF IF baseband
|
M L
feeder | IV|RF | down- s demod
system [~ amps. [ | convertor [~ emod. A"
|
antenn
@ : C/Nror S/N BER

Figure 114 Satellite recetving system
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It does not matter where the C/N is calculated but the defining point is at the

input to the demodulator as the total noise here will determince the baseband

quality. { Note: B 1s then the bandwidth of the filter prior to the demodulator.)
Now we can combinc eqns. 11.13 with 11.10 to produce, in logarithmic terms:

v

, 4
+(4B) = EIRPBW) — 20log (%) +Gr—10log(kT,B)  (11.14)

Notice that in so doing we have equated £ with P, and thus assumed that the
gain of the receiving antenna subsumes also the loss of the antenna feeding
system, i.e. that Gy and 7, refer to the same physical point in the system (see
Figure 11.5). Py is the carrier power level denoted henccforth by C. For noise cal-
culation the reference point is usually taken as the input to the first amplifier,
c.g. the LNA.

Eqn. 11.14 gives us the basis of link planning, but prior to doing this let us
look at the calculation of system noise temperature (7,). In Figure 11.5 we show
a typical communications recciver system with two RF amplifiers and one single
down-conversion chain to IF. It can easily be shown that the cascaded amplifier

:LNA 1PA down-conv. IF amp.

I
LdB { 6 5
T Tt ( ) "
|
T 1| T T Tn
a 7
]S
|
| a
|
|
|
HE-{ 61 O %2 FO{ 6@
|
:T1 T2 Tm T;
| b
|
|
|
G4 G35 Gi
I
T Te ¢

[G/T] reference plane
Figure 11.5  Noise equivalent circuits of receiver

a Physical system
b Equivalent ideal amplifier circuits
¢ Overall equivalent circuit
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system to the right-hand side (RHS) of the reference plane has an equivalent
noisc temperature {(7,) given by:
TQ 7‘711 7“[

T,=T)+—+—+
g1 5182 £1828n

(11.15)

where g 1s the numeric gain of the sections and not the dB gain e.g.
G dB=10log,,(g). Note also that sections can have ncgative gain, c.g. loss
LdB=—-GdBorg=1/L

Note: The rclationship between noisc temperature, 7, and noise figure, Ng,
is:

T
= — )dB 11.16
Nr 1010g<1+290) ( )

that is, succeeding stages of the receiver noise contribute less and less noise as
the gain from cach stagce is accumulated. Certainly, the contribution from all but
the first two stages is usually negligible and the importance of a low-noise front
end is clearly seen.

Now, there is also a noise contribution from the left-hand side (LHS) of the
reference plane from the antenna and from the lossy feeder system. Treating
losses as gains of less than unity, then the contribution of the LHS is given by:

oT,+(1 —a)T; (11.17)

where the feeder decibel loss L = 10log(1/a)dB. The first term is the antenna
effective noise or sky noise, 7,, referred through the loss of the feeder to the
reference point and the second term is the output noise of the lossy feeder itself
and is dependent on the physical temperature, T;, of the feeder.

Thus the total system noise temperature is given by:
Ty Tm 7—1

Ii=al,+(1-)T,+T +—+ +
F4! 8182 81828m

(11.18)

Hecre we see the importance of reducing the loss of the feeder system and of main-
taining a low antenna noise temperaturc. The latter is an effective noise
temperature that would produce the same thermal noise as actually measured at
the antenna terminals duc to the external pick up via the radiation pattern,

P,
L:(E)K (11.19)

1e.:

The noise measured at the terminals of an antenna pointed towards the sky
depends upon frequency of operation, elevation angle and the antenna sidelobe
structure, In more formal terms the noise temperature will be derived from a
complete solid-angle integration of the noise power received from all noise
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sources (e.g. galactic sources, stars, the earth’s surface and surrounding
objects): '
1 .
T = —J G0, p)T(0, §)d0 dop (11.20)
4n Q
We see here that to produce a low-noise antenna its sidelobes must be
minimiscd, especially in the direction of the earth’s surface.

The earth-station system noise temperature described above is for clear
weather conditions. When calculations of carrier-to-noise are performed for the
worst-case weather conditions it is important to include the increase in system
noise produced by the propagation fade, as well as the reduction in carrier
power. For example, in a propagation fade:

¢l and NT, - thusC/N||
(the arrows represent a reduction | orincrease T in the value).

The increase in noise owing to a propagation fade, Lg dB, can be modelled
by a lossy transmission line, the output noise temperature of which is given by:

(1 —oar)Ter (11.21)
where:
1
L= 1010g(—>dB (11.22)
xR

and Ty is the equivalent temperature of the precipitation, which will vary from
location to location. Note: In Europe, 7z ~ 275 K. The additional noisc tem-
perature given in eqn. 11.21 must be added to 7, before calculating 7T as in eqn.
11.18. The increase in noise due to rain can be similar in dB magnitude to the
reduction in carrier due to the fade, and thus we have almost a double reduction

of the C/N.

11.3 Downlink budgets

Now referring to the downlink of the satellite connection as shown in Figure
11.6 we have:

C

.]v])

= EIRPy. — (Lp + Lo + L(%)) + G — 101log(k TsB) (11.23)

where Np is the downpath thermal noise power, EIRP,,, is the available
satellite effective isotropic radiated power, L 1s the downpath free space loss:

4md

= 20log (T)dB (11.24)
d

For fixed nontracking antennas the value of G in eqn. 11.23 will be reduced by
the pointing loss of the antenna. This represents the movement of the satellite
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free space loss
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Figure 11.6  Downlink budge!

over the main beam of the antenna pattern (which can be assumed to be
parabolic) and is given by:

2
AG:lOlog(ea ) dB (11.25)
3dB

where a is the off-axis pointing angle and 8545 is thc becamwidth of the
antenna, both in degrees. :

The value of 4 to be used in eqn. 11.24 is the path length from the earth
station to the satellite. For a geostationary orbit satellite placed at ¢, longitude
and an earth station at latitude 0, and longitude ¢, the elevation, azimuth and
path length to the satellite are:

elevation angle = arctan (cos.ﬂi—a) (11.26)
sin f§
where
B = arcos(cos 8, cos ¢.s)
¢es = (¢P - ¢s)
r
a fnd
r+h
r = earth’s radius
h = satellite height above equator

an ¢€5

. t
azimuth angle = arctan (

sin 6,

) + 180° from true north (11.27)

Slant path d =35786(1 4+ 0.4199(1 — cos BN'* km. For nonGEO satellites
there will be a range of d from a minimum at zenith to a maximum at the
minimum operational elevation angle of the system. Thus, the FSL variation
needs to be considered.

It is convention in satellite communications to lump the receiving antenna
gain and system noise temperature together to producc a figurc of merit for the
equipment called the G/ T ratio, with units of dB/K.
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Thus from eqn. 11.23 we have;

Cv

D

= EIRP,,, — (Lp + L, + Le(%)) + (—GY:) — 10log(£B) (11.28)
The G/T is usually defined and standardised by a satellite operator in order to
ensure compatibility, homogeneity of service and tarriffing, c.g. INTELSAT
standard-A, G/T > 35 dB/K at 4 GHz and 5° elevation angle, INMARSAT
standard-A, G/T > — 4 dB/K. Hence it can be seen that G/ 7 can be positive or
negative and this merely reflects the numeric valuc of G with respect to 7.

For downlinks the ITU often specifies a maximum PFD on the surface of the
earth in shared frequency bands and this needs to be checked with the appro-
priate ITU recommendation.

11.4 Uplink budgets

The uplink equation is very similar to that of the downlink and from Figure
11.7 is given by:
C G
— =EIRPg —[Ly+ L, + L(%)]+ | ==} — K — 10log(B) (11.29)
NU ' T 5
where Ny is the uppath thermal noise, EIRPg is the earth-station effective
isotropic power, Ly; is the uppath free space loss

20log ( 4;‘1 ) dB

and (G/T),is thc G/ T ratio of the satellite.

The G/T of the satellite is usually around 0 dB/K (slightly negative or
positive) as the satellite antenna is small and the satellite noise is driven by the
earth at temperature 290 K in the main beam for GEO satellites. There is thus
not so much need for an ultra-low-noise amplifier on the satellitc.

The EIRPy, of the earth station is usually large (=80 to 90 dBW for the
FSS) and must be carefully controlled since this will determine the carrier level

| rs;t—elﬁt-e: _____ —:

| | |

HPA f free space loss ' |

— Py (@BW) 'P/Z;— +Lg(h)+L g —r’L—ﬂl Ry -:-
! | |

| | I

Gr | e _——= a

|
EIRPg flux Ny
density

CIN,=EIRP=(L L +L (%) +[6/T]  ,_ K-10l0g(B)

Figure 11.7  Uplink budget
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through the satellite and hence the EIRP output from the satellitc. There are
ITU limitations on the transmitted EIRP from an earth station into the GEO
and between orbits. These are designed to limit interference between orbit slots
in GEO and between the GEO and other slots. For example in the FSS GEO
situation there is a recommended antenna profile (29 — 25log(f) for off-axis
angle 0) and limitation on ofl-axis power spectral density.

The C/N on thc uppath will only be affected by rain in terms of the
reduction of the carrier by the uppath rain fade as the noisc scen by the satcllite
is dominated by the earth noise of 290 K which is similar to the rain noise, and
thus this will to a first approximation not affect the background noise. So, unlike
for the downlink, there is only a single eflect on the uplink C/N | .

11.5 Satellite path

The satellite path degradation is dominated by the nonlinear final-stage power
amplifier in the transponder. This can be either a TW'T or solid-state amplifier.
Typical nonlinear characteristics are shown in Figurc 11.8. The received carrier
levels on the uppath determine the output carrier levels, thus we can think of the
amplificr as having transfer characteristics: PFD (dBW/m?) in, to EIRP, (dBW)
out. The input-power flux density may be related to the earth-station transmit
EIRP via:

PFD;, = [EIRP; — 10log(4md?)|[dBW /m? (11.30)
g

where again d is the slant range to the satellite.

Owing to the nonlincar power transfer characteristic, it is impossible to run
the amplifier close to saturation for multicarrier operation. This will produce
intermodulation products for FDMA and spectral spreading for TDMA
operation. In Figure 11.8 we show diagrammatically the IMPs produced by
several carriers occupying the same transponder. For multicarrier operation the
spectral densities of«individual IMPs will be approximately gaussian and
overlap to produce a pseudointermodulation noise floor to the transponder (N;).
The characteristics of the latter are approximately gaussian as per the thermal
noise. It 1s thus possible to trade off thermal and intermodulation noise as shown
in Figure 11.8 in order to arrive at an optimum back off for the amplifier which
maximises the total C/(Ny + Np + N;). The transponder can then be assumed
to operate linearly and the input PFD; will determine the output EIRPgat.

The back off for FDMA i1s usually in the range 3—10 dB and is determined
by the uplink carrier power at the spacecraft. Accurate control of the carrier
powers (£0.25 dB) is needed to control the IMPs. In gencral, an operator will
define a frequency plan for transponders to minimise intermodulation noise both
within and between transponders. This can be done with a simple computer
program knowing the nonlinear characteristics of the transponder and using a
graphical interface; carriers can be moved around to determine optimum
spacings. Note that the addition of new carriers will entail replanning. For
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Figure 11.8  Intermodulation in satellite amplifier

TDMA the major consideration is spectral spreading and AM/PM conversion
in the amplifier, and in general one can work much closer to saturation (I
2 dB).

It should be noted that the EIRP of the satellite is usually given in terms of
an effective single carrier for link-budget calculations. In addition, this EIRP
value is usually quoted as the on-axis (c.g. at the subsatcllite point) value.
Sometimes it is quoted as the beam edge EIRP (=3 dB down on the former
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value), but the earth-station aspect ratio with respect to these boundary values
should be taken into account for accurate calculation, at a specific earth
station.

The transponder will also introducc thermal noise which is amplified into
the downlink. However, this is usually small compared with other components.

11.6 Overall link quality

As shown in Figure 11.9 the major consideration in planning an overall satellite
link is the quality in the baseband. This is measured in terms of /N for an
analogue satellite system and in terms of BER for a digital system. In both cases
the quality can be linked to the carrier to total noisc ratio (C/Nro7) at the input
to the demodulator via the modulation equation, e.g.:

SN

C
or = function of [ } (11.81)
BER Nror

The exact details of the function will depend on the modulation scheme used,
which is discussed in Chapter 9.

The total noise for a transparent transponder is a summation of all the link
contributions, i.e.:

N7‘07-:Znoise:NLz+ND+N1+(Ne+N,-) (1132)

NtoT=ZEnoise=Ny+Np+Np+(N+N)

analogue

S/N
—»—{ Rx/demod ‘<
C/Nror

~__ 7  digitl

function of modulation type Fe: BER

Figure 11.9  Ouverall noise and relationship belween C/ N rorand baseband qualily
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where N, is the transmit earth station plus satellite equipment noise and V; is
the allocation made by the system planner for total interference noise. The
ovcrall carrier-to-noise is then obtained from:

C
Nu + Np + Nr+ (N + V)

c1' 1re1' rey’! ¢ 1"
-] %) %] tlasm] Lo

C/Nror =

Note: when performing the calculations in eqn. 11.33 the C/N values must be
numeric and not in decibels. It is sometimes easier to evaluate these cquations in
terms of noise density (Ny) rather than the noise power (N). Thus C/N; replaces
C/N in the above:

C/Ny dBHz = C/N + 10log(B) (11.34)

11.7 Satellite-link design for specified quality

As previously mentioned, a complete connection from user-to-user will have
associated with it an ITU-T specified quality of service. Following normal trans-
mission system design practice I'TU defines a hypothetical reference circuit for a
satellite link which encompasses earth station to earth station equipment. It
must be remembered that the hypothetical reference connection may involve
some terrestrial tails and therefore some of the noisc or errors must be associated
with these. Provided that this is accounted for, then the remaining problem is to
determine the link between baseband quality and demodulator C/Nvor. The
latter will be modulation and service dependent. Normally, analogue satellite
links operate in [requency modulation (FM) and digital satellite links operate in
phase-shift keying (Mary PSK) or derivative modulation schemes {see Chapter
9).

11.7.1 Analogue frequency modulation

The familiar FM cquation relating input C/N and output baseband S/ N for a
linear demodulator may be expressed as:

S € 3B Af?
NN D)
where B is the noise bandwidth at the input, Af is the frequency deviation and

Ju, i the baseband signal limits. The above equation applies provided that the
demodulator is working above threshold. Normally one would arrange a

(11.85)

working point which was L,(%)dB, (i.e. the propagation margin) above
threshold for a given per cent of time as speccificd by the ITU availability
requirements for the service.
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Now for an FDM block of multichanncl telephony the above in logarithmic
form may be reduced to:

s ¢
N Nror

Arm; Bl” -
+201og[J{ }+101og[7f]+w+13 | (11.36)

where N is the baseband noise in the top telephone channel of width 4 Hz and
Jw 1s the top modulating frequency. Af,,; is the so-called test-tone frequency
deviation and is the deviation produced by the 1 mW test-tone injected at the
cero reference point of the system, i.e. §'is a | mW signal, hence the quality can
be expressed simply in terms of the noise N, usually expressed in pWOp.(NB.O
refers to the georeference point and p the fact that the noise is psophometrically
weighted.) The latter assumes that the noise 1s weighted (W), using standard
ITU weighting circuits (W =2.5 dB) and that preemphasis is applicd yiclding
an advantage in the top channel of P=4 dB.

Some domestic satellite systems use single-channel-per-carrier (SCPC)
companded FM modulation schemes and the equivalent signal to baseband
noise for these is given by:

s ¢ 3 Af, By
— = +201 \ﬁ[ ]]+101 |:—]+CA+W+P/ 11.37
No Ntor °g[ 2| I T (11.37)

where Af, is the RMS frequency deviation produced by the single channel, C4
1s the companding advantage due to the action of the syllabic compander
employed (15 19 dB), and P’ is the preemphasis characteristic in the SCPC
system.

Broadcast quality television is still mainly transmitted via FM (1998),
although digital transmission is now being introduced. The performance of

TV /FM is given by:

’ AF, By
+2010g[\/§|:r f””]]+1olog[ff]+wy-+1>7 (11.38)

where §'1s the peak-to-peak amplitude of the picture luminance, N is the RMS

S_
N Nror

weighted noise power, AF,, is the peak-to-peak frequency deviation produced by
a sinusoidal bascband signal at f;, f,, is the top frequency of the unified weighting
filter used, e.g. 5 MHz, and 7 is the ratio of peak-to-peak amplitude of the
luminance signal to peak-to-peak amplitude of the video signal including syn-
chronising pulses (r =0.7 for 625/50 systcms).

The sinusoidal signal, f,, is usually taken as 15 kHz (representing a test
signal of half white plus half black lines) and for this frequency the preemphasis
and weighting advantages (W, and P/) for different TV systems are given in
Table 11.1.

The IF bandwidth, B, is the noise bandwidth and is related to the FM
carrier bandwidth by:

By = (AF,y + 20K (11.39)
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where f is the top frequency in the baseband video signal (6—8 MHz) and £’ is
a constant which relates the signal-energy spectrum to the noise bandwidth;
K ~1.1.

11.7.2° Digital modulation

A digital baseband bit stream modulates an RF carrier in either amplitudc,
phase or frequency or in some hybrid combinations of these. The choice of
digital modulation type is governed by the reduced power available from the
satellite (hence the nccd to operate at low C/N) and the spectral cfficicncy and
encrgy distribution of the modulated waveform. One problem with the satellite
channel is that the nonlinear power amplifiers tend (o restore sidebands in the
modulated RF spectrum. Hence, the choice is a trade off of the above and will
depend greatly on the systems application.

For conventional satcllite systems where spectral efficiency is not so
important but power conservation is, phase-shift keying (PSK) is the usual
choice. Here, one codes the phasc to M = 27 symbols at T second intervals, and
in the presence of thermal noise at the demodulator one may derive the bit error
rate (BER) performance against the cnergy per bit to noise density ratio
(E,/Ny) (see Chapter 9). The two most commonly used modulation schemes are
binary (BPSK) and quaternary (QQPSK) and both have the same BER perfor-
mance for Gray encoded phases with coherent demodulation when expressed in

terms of £,/ Ny:
(BPSK) _ 1 [ /E
BER (QPSK) ~ 2 erfc M, (11.40)

However, note that when considering Mary PSK (M > 2) the error rate perfor-
mance should be specified in terms of the symbol-error rate (SER), and a good
approximate relationship is:

SER

BER = ————
log, (M)

(11.41)

For BPSK, M =2, symbhol rate R, = R;, £, = E;,, BER =SER.

But for QPSK, M =4, symbol rate R, = R,/2, E, = 2F,, BER, =% SER,.

It should be noted that modems work on incoming symbols, but performance
in the baseband is still required in terms of BER.

Now the relationship back to C/ N7 is given by

C E, R E R
S [ AVG A N RV (11.42)

Nror LM B No B
The spectral impurity of the carrier when transmitted through a nonlinear
channel can be improved by using variants of PSK. In particular offsct-keyed
PSK and MSK have this characteristic but require morc complex demodulators.

OK QPSK and MSK have the samc BER performance as QPSK, as seen from
Figure 11.10. The latter Figure also shows differential modulated PSK (DPSK
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and DQPSK) and diflerentially encoded but coherently demodulated versions
of the modulation schemes (for morc dcetails sce Chapter 9).

Differential encoding is sometimes used to avoid phase ambiguity of the demo-
dulator, and differential modulation is adopted for its simplicity. Both schemes
operate for the same BER at higher £, /N, and hence will require more satellite
power. For greater spectral efliciency (R,/B transmitted bit rate/bandwidth,
bit/s/Hz) one needs to increase the number of phase states, M. Current work on
trellis-coded modulation and QAM shows great promise in providing good
spectral efficiency as well as good spectral purity.

Although large valucs of E;/N; reduce the errors caused by thermal noise,
the error rate in a practical system is also influenced by intersymbol interference,
and this increases with R,/B. An ideal Nyquist filter with minimum bandwidth
would allow R,/B of unity. Theoretical analysis tends to use a unity value, but
practical satellite links operate with (R,/B) values in the range 1.2 to 2. For a
raised-cosine performance channel the bandwidth is R(1 4+ o') where o is the
roll-off factor of the f{ilter e.g. 0.5 or 50 per cent roll-off factor. A full analysis of
the intersymbol-interference performance incorporates the complete link and
involves all filters in transmitters and receivers as well as nonlinear performance

10
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£ B
= 105 =
o =
s
F
F 108
-g 10 E
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e o
5 E
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F BPSK QPSK ,OK-QPSK and
| MSK (Gray-coded)
108 E-DEBPSK and DEQPSK
; DPSK
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105 L + '
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Figure 11.10  Power ¢fficient modulation lechmiques for satellite channels. Theoretical
Po=f(Ey/Ny) performance of coherent MPSK, DEBPSK, coherent
QPSK and DQPSK modems (Gray encoded ). Additive white gaussian noise
and intersymbol-interference-free model
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in the satellite transponder. Filter characteristics are then sclected to minimise
the overall ISI.

11.7.3" Channel coding

Channcl coding involves taking # source-information bits and in the encoder
adding r redundancy bits in either a block or a convolutional manner for
purposcs of error control (detection, or detection and correction (FEC) see
Chapter 10 for details). The cncoded output bit rate is thus increased to
R.(R. > Ry) by the reciprocal of the code rate, g, as shown in Figurc 11.11.

R, = & (11.4%)
P
where
H
p= o (11.44)
typically
7 3 1

p= g, 1, §, ctc.
The mechanism of adding the redundancy bits and detection and correction of
errors is the property of the code type. Various FEC code types (e.g. Hamming,
BCH, Reed—Solomon) are selccted according to the types of errors needing cor-
rection, which depends on the channel characteristics and on the permissible
complexity of the decoder (e.g. syndrome, Viterbi ctc.). As far as the transmis-
sion is concerned this allows an improved BER for the same transmitted power
(e.g. E3/Ny). This improvement is measured in terms of the coding gain, see
Figure 11.12, which can be between three and six dB. Note that this operation
relates to the baseband and not the RF section of the link; coding may be added
to a system, without change of its modulation, to enhance its performance. The
enhancement in dBs of the coding gain can be traded off via the link budget, in
terms of reduced satellite power, smaller antennas, improvement in interfer-
ence protection etc. which, with the falling cost of clectronics, may be a very

N=2" ’ N=2"
data ¢ encoded
symbols data symbols
channel )
-
encoder modulator
o= n
-1 Tndr =l=
Ry= Tp code rate Re Te Rplp
input rate output rate

channel encoeder inserts redundancy (r bits for n
information bits) for purposes of error control and
error correction '

Figure 11.11  Channel coding



218 Satellite communication systems

1 without coding 1
-— —_—

bit rate bit rate
Ry —encoder |—-~--- —{ decoder |——s Rp
(C/N°)2 2 Ep
py=BER=p(:2)
P Ep_c 1
3 N, No Rp
2 1
desired __\coding
BER gain
r Y

&), &)

Figure 11.12  Coding gain ( afier Maral and Bousquet, Wiley, 1986)

attractive systems option for buying dBs. Alternatively, coding can be chosen
to optimise the power and bandwidth available from the satellite.

11.7.4 Interference degradation

It has already been mentioned in eqn. 11.33 that interfercnce (N;) can reduce
the ovcerall quality of the satellite link; for analogue systems it increases the noise
and for digital systems the BER. As an example, if we add an interfering carricr
to the thermal noise for digital demodulation we will degrade the BER
according to the C/I ratio as shown in Figure 11.13. Usually, satellite systems
design assumes a certain value of C/N; or C/I in the link budget calculations,
e.g. eqn. 11.33. A detailed analysis of the interference between all types of
carrier, e.g. FDM/FM, SCPC CFM and PSK, TV/FM and PSK, is carried out
in the procedures of Appendices 57 and 58 of the radio regulations when deter-
mining internetwork interference of earth-station coordination (see Chapter 4).

11.7.5 Service quality and availability

The remaining information needed for the design of the satellite system is the
type of service, the service quality (S/N or the BER) required and the avail-
ability of the service.

A summary of the quality-of-service requirements as defined by the I'TU is
given in Section 11.10. These are given in terms of allowable baschand noise,
signal-to-noise or BER and may be converted into C/Nq¢7 via appropriate mod-
ulation equations given in this text. Satellite systems design is then a matter of
sharing the degradations out between the various parts of the link and the
cquipment, intcrference etc., so as to obtain an economic solution in terms of
transmitter power, antenna sizes, satellite size and interference minimisation.
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Fzgure 11.13 BER=f(C/N, C/I) for BPSK (a), QPSK (b) both for gaussian noise
interference and for a single unmodulated tone interference. ( After Prabhu,
1969). ( Reprinted with permission from the AT& T Technical Fournal, ©
1969 AT& T) (Figure 11.15¢ is reproduced with special permission of the
International Telecommunication Union (ITU), Geneva, Switzerland,
Srom the latter’s publication “Volume IV /XL2 of the Recommendation and
Report of the CCIR, Report 388-5 figure 6b page 165° (1986) )

The availability of the service is a function of the propagation-link availability
figure (e.g. 99.9%) and the earth-station and satellite availabilities. The latter
are usually high compared with the propagation-link availability and thus this is
usually assumed to approximate to the service availability. However, one must
check, via the earth-station-availability calculations, e.g. MTBF etc., and the
satellite operator’s published reliability figures that this is a reasonable assump-
tion. Overall availability figures may range from 99.99% for a high-quality
international satellite link to 95 per cent for a handheld mobile system or a tele-
vision broadcast system. ‘

11.8 Link budgets

Finally, to the link budget and the bringing together of all the components in
the Chapter. The basic idea is to start from the scrvice requirements of QoS and
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availability and to calculate from these and the modulation/coding schemes to
be ecmployed a required C/Nro7 to provide the service. The second step is to
perform the physical link equations—up, down and satellitc—and to sum up
the C/Ns so calculated to determine what the satellite system can provide in
terms of power, noise ctc. Comparison of the latter with the requirements will
leave a link margin which should be positive but not excessively so, otherwise the
link has been overengincered. A positive margin of between 1-3 dB is quite
usual and represents all those components which it has not been possible to
calculate in the budgets but which may affect the link quality (examples may be
phase noise, a.m./p.m. conversion in amplificrs, nongaussian interference cte.).
The link budget is usually performed in dBs and set out in tabular form so that
simple additions can be made of the component parts. An example is shown in
Figure 11.14.

In the above all of the losses and gains should have been included once. It is
easy to double count and thus over engincer the link. The margin should rcally
be a true margin of those incalculable items.

The theory in this Chapter has tended to concentrate on FSS links where
rain is the predominant cause of fade margins. However, exactly the same tech-
niques can be used for MSS links where the fade margin will be dominated by
the multipath and shadowing loss (see Chapter 19) statistics and for the lower
frequency bands, below 3 GHz, rain will be negligible.

11.9 Conclusion

The above theory should enable the reader to design satellite links for prescribed
quality of service and availability and to dimension the earth stations in terms of
dish sizes, transmitter powers, receiver noise, performance cte. Familiarity with
the concepts and technologies will only be acquired by performing sample calcu-
lations. Some examples of such calculations are to be found in Appendix A at the
end of this book.

11.10 Appendix: service specifications™
11.10.1 Analogue

(1) Vowe circurts (GCIR Rec. 353-4, 1982)

Noisc power at a point of zero relative level in a telephone channel should not
exceed:

e 10000 pWOp, | minute mean powecr, for more than 20% of any month;

e 50000 pWOp, | minute mean power, for more than 0.3% of any month;

e 1000000 pWOp, unweighted (with an intcgrating time of 5 ms) for more
than 0.01% of any year.

*CCIR is now ITU-R; CCITT is now I'T'U-T
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Uplink from hub
Transmit power 0 dBW
Hub antenna gain +50 dBi
Hub EIRP +50 dBW
Free space loss (14 GHz) - 207 dB
Atmospheric loss -1 dB
Rain loss -3 dB
Pointing loss -06 dB
Satellite G/T +3 dB/K
Boltzmann constant —228.6 dBW/Hz/K
Uplink C/Ngy 70 dB-Hz
Satellite
Saturated EIRP +45 dBW
Back-off output —15 dB
Downlink EIRP/carrier +30 dBwW
C/Now 70 dB-Hz
C/lou=C/lyp 73 dB-Hz
Downlink to VSAT
Free space loss (12 GHz) - 2057 dB
Atmospheric loss -05 dB
Rain loss -6 dB
Pointing loss —1 dB
VSAT antenna gain (D=1 m, n=06)
x including 1 dB feeder loss +38.8 dBi
VSAT noise temp +255 dB-K
VSAT G/T worst case +13.3 dB/K
Boltzmann constant —228.6 dBW/Hz/K
Downlink C/Nop +58.7 dB-Hz
Overall C/Noror +58 dB-Hz
Requirements of service
Service bit rate (100 kb/s) 50 dB-bit
Ep/Ng (inc. 3 dB coding gain) 6 dB
Required C/Nygeq 56 dB-Hz
Margin +2 dB

Figure 11.14  An example of a link budget from a hub earth station to a small VSAT
terminal via a Ku-band satellite
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(12) TV broadcast quality (CCIR Rec. 567-1, 1982)

The quality objective corresponds to a minimum signal-to-weighted noise
power ratio:

ﬁ — 901 Vier > 53 dB for more than 1% of any month.
= oY% Vs || = 45 dB for more than 0.1% of any month.

11.10.2 Digital

(1) Voice circurts (CCIR Rec. 522-1, 1982)
This deals with PCM telephony applications:

e 10 °for more than 20% of any month (10 min mean value);
10~* for more than 0.3% of any month (1 min mean value);
1072 for more than 0.01% of any year (1 s mean value).

(i) Voice and data within the ISDN (CGCIR Rec. 614)

(See also CCITT Rec. 982 and CCIR Rec. 521 for the hypothcetical reference
digital path HRDP.)
This applies to FSS satellite systems operating below 15 GHz, and stipulates
“that the BER of the 64 kbit/s connection at the instant of the HRDP should not
exceed, during the available time, the following objectives:

e 1077 for more than 10% of any month;
10° for more than 2% of any month;
10~ for morc than 0.03% of any month.



Chapter 12
Earth-station engineering

J. Miller

12.1 Introduction

It is important to understand why satellite communications have become
popular in recent years and to what uses they are put. Satellitc communications
can bc madc available from almost any point on the earth’s surface to any other
point, in both an international and domestic environment. They are high in
quality and reliability, and it is thesce attributes which have led to the popularity
of satellite communications.

We are familiar with the televising of great international events via satcllites
as well as the convenience of worldwide telephone and data communications.
We have also become more familiar, over the last few years, with an increasing
number of data scrvices and the development of low-bit-rate television for video-
conferences and visual information trans(er.

As system planners, it is our task to ensure that any carth-station design intro-
duced into a satellite communications systems has the necessary virtues of giving
reliable, high-quality communications. This Chapter will examine the ways of
achieving these ends.

There may well be instances of marginal services where the quality and relia-
bility may not be as important as the capital cost of supplying such a scrvice. In
thesc cascs we may have to turn our ideas upside down in search of a cost-
effective solution to this problem.

12.2 What is an earth station?

Let us first look at the types of communication covered by ‘satellite, so that we
can build up a picture of the services required from our earth station. These fall
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antenna transmit
system system
channelling
equipment
terrestrial
interface
receive
system

Figure 12.1  Simplified earth-station block diagram

into a number of categories, for example, services such as telephony, data com-
munications and videoconferencing require earth stations which can transmit
and receive simultaneously. Other techniques, such as telemctry, data collection
and distribution, television broadcasting, electronic-document transmission etc.
may require one central station and large numbers of remote stations with either
receive-only or transmit-only capabilities.

We can thus build up the simplified earth-station block diagram of Figure
12.1, which shows our station consisting of an antenna system, a receiving
system, a transmitting system and channelling equipment; the latter processes
whatever kind of signal we are dealing with into a suitable form for onward
transmission by satellites or for use terrestrially. This block diagram covers all
types of earth station although not all will employ every block shown.

12.3 Typical system configuration

The next step is to look inside the blocks to discover the kinds of process which
are required to complete an earth-station design and how these are accom-
plished.

Figure 12.2 shows a typical earth-station system block diagram, excluding
the power system.

For most carth stations the largest item, in terms of size and cost, is the
antenna system—including antenna, drives and tracking system. This should
provide sufficient low-noise gain to help establish an economical, efficient com-
munications system and, in cases with narrow antenna beamwidths operating to
inclined orbit satellites, an antenna-pointing capability. This is not considered in
detail in this chapter as the antenna subsystem is covered in Chapters 5 and 15.

The low-noise receiver system, in combination with the antenna, must
provide sufficient amplification to the extremely weak satellite signals, without
the addition of much thermal noise, to enable the following receiving stages to
perform their functions with an adequate carrier-to-noise ratio. It must cover
the complete band of interest (c.g. 3.625 to 4.2 GHz for G-band on most
INTELSAT satellites) and may be used to supply reference signals to the
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Figure 12.2  Typical earth-station block diagram

antenna tracking system, as well as providing the main receiver communication
signals. The amplifier gain of the low-noise receiver system is an important
factor in reducing the contributions of subsequent stages to the overall receiver
systcm noisc temperature, 7, which is part of the figurc of merit or G/ T
described in Chapter 11. For this reason the low-noise receiver system is
normally located as near as possible to the antenna feed.

The microwave receiver system or down convertor must accept the
broadband (multicarrier) signal from the low-noise receiver and split it into
scveral narrowband chains, cach of which will be dedicated to one reccive band.
This will require a power division of the receive signal followed by a down con-
version of the wanted signal to a common intermediate frequency (IF) which
may be at 70 or 140 MHz. At this stage, by the usc of suitablc filtering, the single
carrier or band of interest can be selected. After this selection, the IF-based
signal undergoes a demodulation process appropriate to the modulation scheme
applied to the transmitted signal.

In some arrangements, the down convertor may well be located remote from
the antenna structurc, and consequently a so-called interfacility link, normally
consisting of lengths of semiflexible elliptical waveguide or coaxial cable, may be
employed. For some earth stations 4 GHz optical-fibre systems are used to
provide the interfacility link.
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The engincering service circuit (ESC) system will contain thc necessary
patching, calling and signalling facilities to give communications with other
earth stations, network control centres and other important locations, usually by
voice and/or teleprinter links. This, then, is a typical earth-station receiving
system.

For the transmitting system, the earth-station multiplex will arrange the
outgoing signal from the terrestrial link, if this cxists, into a form suitable for
modulation, where IF carriers at 70 MHz or 140 MHz will be produced.

These IF signals will then be processed separately, or together, in frequency
convertors which produce suitable low-level output carriers in the appropriate
frequency band (e.g. 5.850 to 6.425 GHz for C-band).

The resultant upconverted microwave signals will be amplified by the
power-amplificr system. This will consist of one or more power amplificrs, either .
broadband (travelling-wave tube, solid-state powcr amplifier) or narrowband
(klystron), and with suitable power combining to give a unified output for con-
ncction to the transmit portion of the antenna feed. TWTs and SSPAs are
wideband devices where the entire band of interest {e.g. C-band) is instanta-
neously available. Klystrons operate over a narrower band and arc tunable
across the band ol interest in 40 MHz or 80 MHaz steps.

The power combining may be by the use of fixed couplers, variable ratio
couplers, filter circulator combiners or other low-loss techniques.

Figure 12.3 shows a typical earth-station power-distribution system with com-
mercial power available. In this Figure, the incoming high-voltage feeder is
terminated at t(he unit substation, where all voltage transformation and
metering functions (for costing purposes) are performed. This substation will
normally form part of a power building which will also contain the standby
engine generators and the switching-control cubicle. The engine generators will
supply the station complex in the event of a failure of the commercial power.
This is normally detected in the control cubicle in terms of overvoltage, under-
voltage, overfrequency and underfrequency.

incoming
HV feeder
L unit antenna de-icing feeder
1 —
substation T antenna drive teeder
switching b=
control bay g AC static
-2 no-break - comms load
0 suppl
standby w 2 PPy
engine © 2 DC stati
atic
generator \J = no-break — comms load
B 0 supply
©
c
‘© spare position
standby E I— -
engine | | equipment room utitity feeder
generator admin. building utility feeder

Figure 12.53  Typical earth-station power-distribution system
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Any such failure will initiate the starting sequence for one of the engine gen-
erators which, after a run-up period of a few seconds, will supply the station
load. If the first engine generator fails to start, or fails while in service, the
starting sequence for the second engine generator will be initiated and again,
after a run-up period of a few seconds, this latter generator will supply the
station load. On the return of the commercial power to its normal condition,
after a period of time during which the power is checked, the station load will
revert to the commercial supply and the engine generator will be run down auto-
matically.

From the switching control bay, a feeder runs to the main distribution board
from which the main facilities feeds are run via fused switches or nonfused circuit
breakers. Two of these feeders are of interest as they supply the AC to AC no-
break power and the AC to DC no-break power. In order to ensure the no-break
nature of these supplies, each unit is equipped with standby batteries which are
normally being trickle charged. In the event of failure of the commercial power,
and during the time that it takes for the engine generators to run up and take
over the load, the batteries supply the necessary power to those portions of the
equipment which require an uninterrupted supply of power.

For earth stations without a source of rcliable commercial supply, it is
usually to supply three engine generators, any one of which is able to take the
station load, a second one would assume a standby role and a third could be
subject to regular routine maintcnance.

12.4 Major subsystems

12.4.1 Power amplifiers

Power amplifiers can range [rom solid-state amplifiers (SSPAs) of a few watts
of output power to large travelling-wave (TWT) tube amplifiers with output
powers of up to 3 kW. At the upper range, the costs of prime power and space
required become dominant, whereas at the lower range, the adequacy of the
device to perform the required task and whether or not there is any margin for
expansion may well dominate. Smaller earth stations may utilise SSPAs for a
small number of channels. The robust design of the smaller SSPAs and thcir
reliable nature makes them ideal for remote sites. Typical examples would be a
20 W SSPA for a small remote terminal transmitting, say, ten SCPC channels,
and a 3 kW TWTA for a large earth station operating in a multicarricr mode
transmitting, say, a number of high-capacity digital carriers.

The maximum output power from SSPAs has increased steadily, with 400 W
now available at C-band. The improved lincarity of SSPAs compared with tube
amplifiers increases their useful capacity for multicarrier operation, owing to
improved intermodulation performance. Their useful capacity for multicarrier
operation 1s therefore comparable (o that of a considerably larger TWTA.
However, large SSPAs can have high-power consumption and cooling require-
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ments. For this reason in some applications a small TWTA will sometimes be
used when power consumption is critical. For example a single 400 W SSPA unit
may require 3 kW of prime power and therefore need to be cooled to maintain a
stable equipment-room temperature. The costs of airconditioning plant and
power for a 1:2 redundant system can be prohibitive unless cooling air for the
SSPA can be sourced from and exhausted o the outside environment. This
cooling arrangement is standard practice for large klystron and TWT ampli-
fiers.

From the above examples of amplifier design a number of choices arise. For
stations having a requirement to transmit morc than onc carricr, a choice
between wide and narrowband transmission has to be made. Under these cir-
cumstances, multicarrier intermodulation considerations have to be balanced
against narrowband combining losscs, and in both instances output power
requirements have to be balanced against prime power costs. For stations trans-
mitting only a single carrier, it is necessary to have somc idca of whether
cxpansion of the station is likely and in what form it will occur (i.e. more carriers
or expansion of exisling carrier). In either case, provision should be made in the
original system design. For stations opcrating with single-channel-per-carrier
systems it is likely that narrowband multicarrier operation will occur, again
leading to intermodulation limitations.

In Chapter 11, the satellite link has been analysed and noise budgets
produced. An amount of noise can be allocated to that produced by so-called
third-order intermodulation products from multicarrier transmissions. From
this noise level an intermodulation EIRP density limit can be deduced, which
can then be used as a basis for the selection of amplifier size.

12.4.2 Low-noise amplifiers

Low-noise amplifiers have changed dramatically in construction over the past
twenty years. Initially they were cryogenically-cooled parametric amplifying
devices, giving noise temperatures of around 20 K at 4 GHz, which needed
large amounts of external equipment such as helium compressors, stainless-steel
gas lincs, charcoal absorber traps etc. The costs and frequency of maintenance
were high and often the amplifiers were rather inaccessible.

Improveménts in antenna efficiency and feed techniques, as well as increased
satellite capability, have led to a need for less stringent noise-temperature
requirements for low-noise amplifiers. The amplifiers have also developed to
such a state than now uncooled gallium arsenide field-effect transistor
(GaAsFET) and high electron mobility transistor (HEMT) amplifiers are
available with noise temperatures as low as 30 K at 4 GHz. Such dcvices are
morc compact than parametric amplifiers, with a far higher reliability and
almost no maintenance requirements, as well as being far cheaper. These ampli-
fiers are also inherently wideband devices.

For a number of small-dish applications, such as television receive-only and
business services, the low-noise amplifier has been further refined into the low-
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noise converter. This consists of several stages of FET amplifiers followed by,
usually, a single down-conversion process to a standard IF signal of around
1 GHz. The unit is normally attached directly to the antenna feed on the
antcnna structurc itsclf.

12.4.3 Ground communications equipment

Generally, this area of equipment covers frequency conversion, modulation
and demodulation. In particular cascs, the methods of achicving these may vary
in detail, but the same overall concepts are used.

124.3.1 Frequency converters

The upconverters translate the incoming IF signals of 70 MHz (or 140 MHz)
from the modulator subsystem into RF signals of 6 GHz (C-band) or 14 GHz
{Ku-band), using double frequency conversion. Conversely, the down converters
translate the incoming RF signals into IF signals for application to the demodu-
lator subsystem. The group delay equaliser (GDE) preequalises the delay caused
by the reactive components in the system and satellite transponder. The IF filter
in the transmit IF module filters out any unwanted frequencies of the transmit
signal to ensure that it is within the bandwidth allocated by the satellite
operator. A typical simplified upconverter system is shown in Figure 12.4.
Irequency synthesisers are most commonly used in the up- and downconverter
modules to provide greater ability to change the RF carrier frequencies. The
converters are required to have good lincarity to prevent unwanted intermodu-
lation products from forming in the system. For digital systems the phase-noise
performance of the converters is also critical, especially for low-bit-rate digital
applications, to ensure a good bit-error-rate performance.

12.4.3.2 Modulation/demodulation

The function of modulators in an earth-station system is to superimpose
analogue or digital information onto an IF carrier. The demodulators cxtract
the analogue or digital information from the incoming IF carrier.

Indigital transmission, phase modulation is used and is most commonly quadra-
turc phasc-shift keying (QPSK). In the INTELSAT system, intermediate data rate

6 GHz upconverter module

transmit IF module 70-700 770 -
1F EIRP MHz 770 MHz 6GHz 5.85-6.425
e filter attn. amp mixer [Ffilter amp mixer filter
1P| QP
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Figure 12.4 ' Typical simplified upconverter system
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(IDR) and INTELSAT business services (IBS) modes of digital transmission
have almost replaced older analogue FDM/FM and SCPC techniques (see
Chapter 8).

Modern digital modem designs generally fall into two distinct classes. Closed
network modems tend to be simple in design and only operate to other identical
modems. Opcen network modems generally have increased flexibility of program-
mable settings and conform to recognised international standards (such as
INTELSAT or EUTELSAT) to ensurc intcroperability between manufacturers’
cquipment.

Many designs include the capability to operate at a wide number of data rates,
usually at set multiples of 64 kbit/s. Some designs allow operation at custom data
rates and sub-64 kbit/s. Common data rates used in international telephony
include 512 kbit/s, 1 Mbit/s, 2 Mbit/s, 6 Mbit/s and 8 Mbit/s. Earth stations
used to restore high capacity cable networks often operate at 45 Mbit/s, with a
36 MHz transponder, and as high as 140 Mbit/s and 155 Mbit/s where 72 MHz
satellite transponders are available. Forward error correction (FEC) is applied at
rate 3/4 or 1/2, or occasionally rate 7/8, which reduces the bit error rate (BER) of
the data carricr. Somctimes outer coding such as Reed —Solomon coding is applied
to further improve the link BER. Carriers over 45 Mbit/s may have particular
modulation, FEC and outer coding schemes applied to ensure optimal perfor-
mancc.

Modems may have a variety of terrestrial data interfaces depending on custo-
mer/network requircments. At lower data rates V33 and RS449 interfaces are
used. Telephony earth stations operating sub 2 Mbit/s carriers often use
standard G703 interfaces. These interfaces operate at 2 Mbit/s, with internal
drop and inscrt multiplex in the modem sclecting the appropriate part of the
2 Mbit/s data stream f[or transmission on and reception from the satellite
carrier. Often each one of these interfaces will be available on the modem in
order for the manufacturer to standardise manufacturing processes. This also
allows the use of a common standby modem, capable of supporting any specifi-
cation of satellite carrier or terrestrial interface.

An overhead framing structure (additional 96 kbit/s) has been defined to
allow transmission of engineering service channels (ESCs) and maintenance
alarms. A typical configuration of the modem system is shown in Figure 12.5.
The required configuration should consider the degree of redundancy required
and the number of upchains/downchains for which the station is being
equipped. Allowance must be made for the differences in clock frequency
between distant earth stations, and for the effects of a constantly moving satcllite
(the Doppler effect). Many modem designs include a Doppler/plesiochronous
buffer as a standard feature. The required buffer size is dependent on the data rate,
satellite Dopplershiftand whether the distant carth stationderivesits timing froma
receive IDR carrier or national clock source. Typical designs for 2.048 Mbit/s
carriers allowselection of buffer sizes up to 32 msin4 msincrements.

In analoguc systcms, frequency modulation is the normal modulation
process, and the most commonly used analogue modes of operation are
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FDM/ITM and TV/FM for television carriers. In the FDM/FM mode of
operation, where the audio channels are frequency-division multiplexed, the
terminal cquipment modulates and demodulates the carrier as well as providing
preemphasis, deemphasis and energy dispersal. For the TV/FM mode of
operation, the most common method with INTELSA'T is to use an FM carrier
utilising the FM subcarrier technique for sound, which combines one of two
sound subcarriers above the video baseband. The transmit/receive systems then
deal with this composite carrier, ensuring that filtering is adequate for both the
video and audio channels. The use of digital transmission for television is
increasing, typically using QPSK carriers of various bandwidths, depending on
the quality of video required.

12.4.4 Multiplex equipment

The multiplex equipment is generally located at the earth-station site,
although some of the equipment may also be located at the intcrnational
switching centre.

Digital multiplex can take individual digital channels and assemble them,
using time-division multiplex techniques, into a single digital bit stream for
application to the modulator subsystem. The reverse process takes place in the
receive direction. It can also be used to cxtract certain designated data strcams
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from larger bit-rate streams. We must therefore make a careful choice of the
multiplex cquipment required to fulfil the traffic plans.

The use of circuit multiplication is increasing in order to reduce the amount
of satellite bandwidth required for a given number of voice circuits. Low-rate
encoding (LRE) provides a gain of 2:1 for both voice and data by using four-bit
ADPCM encoding instead of eight-bit PCM encoding. If digital speech interpo-
lation (DSI) is employed, gains of up to 3:1 can be achicved on voice circuits.
Digital circuit multiplication equipment (DCME) incorporates both LRE and
DSI and theorctical gains of 5:1 are possible. In practice, however, the gain
rarely exceeds 4:1 owing to the increasing amounts of facsimile and data in the
public-switched telephone network.

With increasing amounts of data traffic, especially on corporatc nctworks,
packet multiplexers are increasingly being used. These systems efficiently utilise
the available bandwidth where a mix of voice, data and perhaps videoconferen-
cing services are required. Low-rate encoding algorithms are used to packetise
voice onto a frame-rclay-compatible data stream. Data services such as LAN
conncctions can share the same transmission path, with their apparent data ratc
varying with the available bandwidth.

The choice of DCME must be considered against the background of the
equipment cost, the space segment cost and the size and number of the carriers
to be transmitted.

12.4.5 Control and monitor equipment

Equipment for control and monitoring can currently takc many forms, from
the simplest local panel, with warning lights and some control switches, to a full
blown PC or UNIX system with VDU and colour graphics with the capability of
system reconfiguration by keyboard operation. In general, the kinds of function
which may be available arc full antenna-movement control, power-amplifier
control including output power level change capability, switch-over of
redundant equipment, indications of faults and alarm conditions which may be
on an area-by-arca basis rather than an individual equipment basis etc.

A well designed control and monitor system could support all of the
equipment shown in Figure 12.6, a typical INTELSAT standard-A earth station.
Such a systcm allows more reliable operation of the station and increased main-
tenance efficiency.

A typical computerised control and monitor system will have a number of
mimic screens, organised in a hierarchy of screens for the main systems and sub-
systems. The main screen will show a summary status of all of the systems at the
earth station and may include ancillary equipment such as power, aircondi-
tioning and security. Generally, this will show the system status in a sequence of
colours for normal operation, failure, in maintenance or not equipped (future
expansion). More detailed screens will show equipment status, system configura-
tion and key performance scttings. For example, transmit frequencies and EIRP
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for each transmitted carrier may be displayed on the HPA transmit subsystem
screens.

Statistical functions may include recording key performance variables over
time, for example, beacon level or carrier EIRP. Data on equipment faults and
outage times may also be available for calculating system availability cither for
the customer’s service or for specific types of equipment at the earth station.

Most computcrised systems arc Windows based and fully reconfigurable by
the operator, for example when more equipment is to be added to the earth
station in an expansion project. Some systems have a database of many types of
manufacturers’ equipment, which can be used to control the equipment when it
is installed.

An alarm and equipment status history log can be valuable when fault
finding. Some systems can also assist in scheduling and recording routine main-
tenance procedures. Some may also be capable of supporting a LAN network so
that a variety of users can have access to the system.

12.5 Equipment costs

Figures 12.7, 12.8 and 12.9 have been produced from an cxtensive cquipment-
cost database which is used for producing budgetary pricing information for par-
ticular projects as and when they arisc.

The costs have been averaged and the curves represent cost trends rather
than actual prices. ‘

Figure 12.7 shows average cost against amplificr subsystem noisc temperature
for redundant pairs of low-noise amplifiers at C-band. There has been a large
drop in LNA costs between 1992 and 1996, largely owing to the introduction of
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Figure 12.7  Average C-band LNA cost against noise
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HEMT (high-electron-mobility transistor) LNAs. Costs tend to fall as the
noise temperature increases, but this trend is flattening out.

Figure 12.8 similarly shows the average cost of redundant pairs of high-
power amplifiers against nominal RF output power for CG-band operation. The
Figure illustrates the comparative costs of solid-statc power amplificrs, travel-
ling-wave-tube amplifiers and klystron amplifiers. Although diflerent types of
amplifier are sometimes similarly priced, it must be borne in mind that the
capabilities of cach type vary considerably. The suitability of a certain device
type needs to be carefully evaluated [or a partcular type of application.
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Figure 12.9 has been added for completeness. The price rises steadily as the
antenna diameter increases, owing to the increased amount of steel and
aluminium. As well as the diameter increasing the amount of structural material
required, the design windspeed also has a key impact on cost. The graph shows
costs for standard windspced antennas (e.g. 125 mph survival). An antenna
designed to operate in locations subject to higher windspeeds or hurricanes must
have a significantly stronger and hence more expensive structure. Some
antennas are designed to survive during high-wind periods in a stow position, to
lessen the eflect of the wind. In addition, the larger antennas will probably
include more complex tracking arrangements.

12.6 System design

How do system designers use such curves as Figures 12.7, 12.8 and 12.9 for
planning purposcs?

12.6.1 Standard earth-station design

We first look at the service requirement for the earth station in question and at
the quality of service required. If an operational standard exists for such a
service, then we will have to meet that.

Let us assume that we are looking at a particular value of figure of merit
(G/T) to give us that service quality. Tables 12.1, 12.2 and 12.3 show a summary
of the earth-station characteristics required for operation to INTELSAT,
INMARSAT and EUTELSAT satellites, respectively. There are usually a
numbcr of possible combinations of antcnna diamcter and low-noise amplifier
temperatures which will give us the required result, and it is obviously necessary
to perform cost trade-offs to give an acceptable combination. However, we must
also look at our transmit requirements. It is no usc sclecting a small-sizc antenna
which gives the correct G/ T with a suitable low-noise amplifier, if we must then
use expensive high-power amplifiers to give us the required EIRP to the satellite.
We now have, therefore, a three-way balance to strike between antenna size
(and cost) against low-noise amplifier noise temperature (and cost) and high-
power amplifier output powcer (and cost). If this were not enough to consider, we
also have to look at the site area required to house our combination of equip-
ments, and the building size requirements. In many countrices in the world the
cost ol electricity over the ten to 15 year life of an earth station can be such as to
make the additional cost of a larger than necessary antenna to meet G/ T
requirements economical at the initial stages of a project. Savings would then be
made on the cost of prime power of the HPAs, which is a major contribution to
overall running costs.

It should also be borne in mind that, although the curves given are contin-
uous, the equipments come in discrete sizes, be it output power (HPAs),
diameter (antennas) or noisc temperaturc (LNAs), although for the latter the
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Table12.1 INTELSAT earth station characteristics

No. Station Freq. band Approx. Typical G/T Approx.  Modulation  Access
type polarisation antenna EIRP*  (dB/K) receive  type method
(GHz) diameter (dBW) antenna
(m) - gain (dB)
1 Standard A 6/4 15 88 35 >54 FDM-FM FDMA
circular CFDM-FM TDMA
SCPC-QPSK
TV-FM
IDR
IBS
TDM-QPSK
2 Standard B 6/4 11-14 85 317 >51 CFDM-FM
circular SCPC-QPSK
TV-FM FDMA
IDR/QPSK
IBS/QPSK
3 Standard C 14/12 11 75-87 37 >59 FDM-FM FDMA
linear CFDM-FM
IDR
IBS
4  Standard D 6/4 45 (D-1) 53-57 23-32 43 SCPC-CFM  FDMA
circular 11 (D-2) >51
5 Standard E 14/12 35-10 49-86 25-34 >50 IBS/QPSK  FDMA
linear IDR/QPSK
6 Standard F 6/4 45-10 46-76 23-29 >29 IBS/QPSK  FDMA
circular IDR/QPSK

7  Standard G 6/4,14/12
circular,
linear

8  Standard Z 6/4,14/12
circular,
linear

Parameters decided by users, subject to
approval of INTELSAT

Parameters decided by users, subject to
approval of INTELSAT

* EIR P’ shown are typical and depend upon the G [ Tof the receive earth station
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Table12.2 INMARSAT earth station characteristics ( second generation)

No. Station Freq. band Approx. Typical G/T Approx. Modulation Access

type polarisation antenna EIRP* (dB/K) receive type method
(GHz) diameter (dBW) antenna
(m) gain
(dB)
1 Fixed 6.4, RHCP 10 75 N/A  N/A FM & SCPC &
satellite Digital TDMA
2 Fixed 3.6, LHCP 10 N/A 307 492 FM & SCPC &
satellite Digital TDMA

* EIR P’ shown are typical and depend upon the G [ Tof the receive earth station

Table12.3 EUTELSAT earth station characteristics

No. Station  Freq. Approx. Typical G/T  Approx.  Modulation Access
type band antenna EIRP* (dB/K) receive  type method
polarisation diameter (dBW) antenna
(GHz) - (m) gain
(dB)
1 Standard Pol: linear 11-13 82.5- 37 59.8-61.3 PSK TDMA
XY 855
Freq: 14/11 TV-FM FDMA
2 TV-only 14/11 55 825 305 544 TV-FM FDMA
3 Business 14/12 55 5752 299 55
3.5 57.70 269 51 SCPC-PSK FDMA
2.4 56 229 472

* IR P shown are typical and depend upon the G [ Tof the receive earth station

step sizes are small. This can sometimes mean that complete design optimisation
is not possible and that the final arrangement chosen may be for other reasons,
such as commonality of sparc parts holdings or familiarity of staff with one parti-
cular type of equipment, or some strategic reasons.

12.6.2 Customer’s premises earth-station design

If we consider an application requiring a small earth station to be located at
the plant or office of someone whose main business is not satellitc communica-
tions, then a rather different set of parameters will, necessarily, come into the
design equations.
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Figure 12.10  Typical site layout: customer premise earth station

The equipment will need to be as compact and unobtrusive as possible,
exhibit high reliability and permit quick and easy fault-finding and repair on a
modular basis.

Figure 12.10 shows a typical arrangement for such an application. With this
concept as much of the electronics as possible is mounted in the antenna hub,
with only the need for IF signal connections plus remote control and monitor
connections to a second equipment location, shown here as the telecommunica-
tions room of the company concerned.

Let us put ourselves in the position of the system designer of this arrangement
and see how the many variables can be reconciled to give a cost-effective
solution.

First, we have to consider possible system applications, say:

e digital network (star or mesh);
¢ video uplinks;
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e vidcoconferencing (with compressed video);
o audio/video broadcast uplinks;
s international links (e.g. INTELSAT IBS, IDR etc.).

This will give us a range of transmit effective isotropic radiated powers (EIRP)
for the various carrier applications, say:

50 to 80 dBW C-band
50 to 85 dBW Ku-band

and also a range of receive ¢/ T requirements, say:

20 to 30 dB/K C-band
25 to 35 dB/K Ku-band

Of course, for a full range of services there would undoubtedly be a much
wider range of both output powers and receive figures of merit required, but in
order to achieve a modular and cost-effective solution it is necessary to put
realistic bounds upon a design concept.

The modular approach adopted in this design is such that the hub-mounted
package contains redundant low-noise receivers, redundant power amplifiers
and their associated power supplies, redundant upconverters and redundant
downconverters together with all necessary forced air cooling, control, monitor
and alarm equipment.

A significant cost in all forms of engineering is associated with new editions
of products, each being slightly different from the next and each requiring
drawing changes. For this modular approach to be cost effective it must exist as
a self-contained package and be equally applicable to the smallest and largest
antenna in the proposed range, as well as being capable of housing the range of
power amplifiers proposed.

To cope with these differing requircments we will nced a range of antecnna
diameters of] say:

3.5t09.0m
and a typical power amplifier range of| say: -

10 to 400 W C-band
1 to 300 W Ku-band

With the use of typically available 35 K C-band uncooled LNAs or 150 K Ku-
band uncooled LNAs, the required range of G/ T's can also be met.

Antennas mounted on customer premises tend to be smaller, typically a
3.7 m antenna with a 20 W SSPA will support a variety of digital services.
Larger bandwidth services, perhaps supporting the transmission of full motion
vidco or wideband Internct service links, gencrally require a larger antenna and
high-power amplifier.
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When it comes to choosing the right combination for a particular application,
the designer has to look at the balance between some or all of the following:

space available to site the station;

cost-effective solution for initial capital investment;

long-term running costs, e.g. space segment charges, electricity charges,
spares etc.;

nced for system expansion, enhancement;

cost and provision ol maintenance services/watchkeeping staff.

12.7 Environmental and site considerations

When a decision has to be madc as to a suitable location for an carth station, a
number of physical considerations have to be taken into account. Typical of
these are the external temperature and humidity, rainfall, snow cte., likely wind
conditions, particularly corrosive atmospheric conditions, and the likelihood of
earthquakes etc. The effects of some of these can be minimised by careful site
sclection, but other considerations may well outweigh these possible actions.

Other items which must be taken into account are the possibility of radio-
frequency interference (RFI) and electromagnetic interference (EMI) into the
carth station from other sources and from the earth station into other RF instal-
lations.

A clear line of sight to satellites of interest is paramount, and this can be
critical in the case of the small roof-top type of station. However, this can also
conflict with the requirement to avoid external interference. Availability of suffi-
clent space to locate the equipment, transportation to the site (e.g. good road
access) and reliable electric power at the site must also be considered.

Owing to the possible disastrous effects of RFI upon the earth-station
operation, it may well be necessary to carry out a radio-frequency survey at a
number of possible sites before a final sclection is made.

As an operator, it is essential to specify all the possible site constraints and
environmental factors to potential manufacturers, and as a manufacturer it is
cssential to plan into the design of all cquipment the necessary systems to permit
operation under the specified environmental and RFI conditions.

12.8 Testing and acceptance

Having identified the requirement, selected the site, prepared the specification,
selected the equipment and placed contracts, it is necessary to be satisfied that
the equipment and systems meet the requirements of the specification. In
addition, it may well be necessary to prove to a third party (e.g. the satellite
operator) that this earth station will not cause any problems to other users of the
satellite or to any adjacent satellites. This results in several levels of testing.
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12.8.1 Unat testing

Unit testing normally takes placc in the factory of the unit manufacturer. The
test data will be sent to the system integrator and in general the tests will only be
witnessed if the unit is of a new design.

12.8.2 Equipment testing

The equipment (or subsystem) will be extensively tested in the factory. If the
equipment is of a new design, type-approval testing will also be conducted
including environmental and mechanical performance evaluation. The full
equipment test data will be sent to the customer prior to witness testing, who will
generally attend factory testing for selected tests. These customer witness tests
are usually repeated when the equipment is installed on site.

Depending on the subsystem, the customer witness tests will include the mea-
surement of such parameters as input/output levels and frequency, gain, noise
performance and amplitude/frequency response, stability etc.

12.8.3 System testing

Where a complete system has been ordered from the contractor, as much of the
system as possible will be assembled in the factory and the performance of the
system verified. Full system testing will be performed on site and, since this is
generally where the system is accepted from the contractor, it is also termed
acceptance testing.

The system tests are designed to prove that the system performance meets all
of the mandatory rcquircments of whichever satellite system is used. These
include antenna verification tests where transmit/receive gain is measured, and
such tests as off-axis EIRP to ensure that the cmissions meet ITU-R limits and
do not interferec with adjacent satellites. The receive-system figure of merit
(G/T) will also be measured to verify that the quality of service will be achieved.
The system tests will verify that the customer’s specification is met, as well as ful-
filling the mandatory requirements of the satellite operator.

The transmit and receive test will generally include as a minimum:

e antenna tests for gain, G/7, using the satellitc or a radio star as appro-
priate;

anlenna transmit patterns, copolarisation and crosspolarisation;

level sctting and EIRP capability;

EIRP and frequency stability;

overall transmit amplitude and group delay response;

noisc performance and spurious emissions;

intermodulation product levels;

RF radiation leakagg;

receive amplitude/frequency response.



Earth-station engineering 243

After satisfactory completion of transmit and receive system tests, the overall
system will be configured for loop testing. For this, the transmit system is looped
back via a frequency translator through the receive system, and carrier perfor-
mance is monitored for a soak test typically lasting for 24 hours.

12.8.4 Line-up testing

When the earth-station commissioning has been completed, line-up tests will
be scheduled hetween the new carth station, the carth stations to which it will
operate and the monitor/control earth station of the satellite operator.

During these line-up tests, the carrier EIRPs will be sct to provide the
required reccive carrier-to-noise ratios. The monitor/control earth station of the
satellite operator will generally assist during the line-up tests.

On successful completion of the linc-up tests, traffic can be carried over the
satellite link.

12.9 Maintenance

Now that the earth station is ready to go into operation it is imperative that a
correctly formulated plan is in existence for keeping it in operation. To this end,
supplics of sparc parts must be available as well as sufficient test equipment for
routine maintenance and fault finding. Maintenance instructions must be
prepared for all equipment and systems as well as charts showing recommended
maintenance intervals. Maintenance records, when well kept, can be an
excellent indication of fault trends leading to carly diagnosis of problem areas
and timely corrective action. Staff must be available with the necessary skills to
carry out this maintenance either on a round-the-clock attendance basis or a
call-out basis for unattended sites. Full training will be required to ensure that
maintenance stafl are familiar with the equipment. The standby/redundancy
philosophy for the earth station is a key factor here.

12.10 Conclusions

This Chapter has identified the major subsystems of a satellite communications
earth station, has described some of the factors leading to the selection of parti-
cular items of equipment, discussed siting matters and interference problems,
and looked at testing, acceptance and ongoing maintenance aspects.

Although, out of necessity, the approach has been brief, it is hoped that this
Chapter has given the reader an insight into some of the likely design challenges
associated with earth-station engineering.






Chapter 13
Satellite engineering for
communications satellites

P. Harris and J.J. Pocha

13.1 Introduction

The potential of satcllitcs for communications was first realised by A.C. Clarke,
who published a paper in 1945 proposing a three-satellite system to provide
worldwide relay communications from the geostationary orbit. The geosta-
tionary orbit is unique since its orbit rate of 24 hours precisely matches the
Earth’s rotation allowing one satellite to provide fixed coverage over a large
region. With the devclopment of launch vehicles in the 1950s permitting
accurate injection of satellites into orbit, communications from this natural
rcsource could finally be achieved.

Satellites have been used for communications since the early 1960s when rela-
tively simple systems were used to provide telephony communications. Thesc
were spinner satcllites with only limited payload capability. During the 1970s
and 1980s three-axis-stabilised satellite designs were introduced which were
capable of carrying much larger payloads although still using the geostationary
orbit. In the 1990s the satellite industry has shown rapid growth, especially with
the development of constellations of satellites using the low-carth orbit for
mobile communications. Satellites for geostationary orbit have continued to
grow in size, matching the increasc in launch-vehicle capability and demand for
high-power broadcast satellites.

Figure 15.1 shows how the EUROSTAR satellite platform has grown to meet
the demand for larger satellites. EUROSTAR 1000 was uscd for the
INMARSAT 2 contract with the first launch in 1990 with a launch mass of just
under 1400 kg. The latest variant, the EUROSTAR 3000 is designed for a
launch mass > 4000 kg.
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Figure 13.1  Growth in EUROSTAR platform size
Top: EUROSTAR 3000; Middle: EUROSTAR 20004; Bottom:
EUROSTAR 1000
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This Chapter outlines the design drivers of a geostationary satellite before
describing the individual subsystems of a three-axis-stabilised satellite. Orbit
fundamentals and a brief overview of launch vehicles are also covered.

13.2 Satellite design drivers

There arc four main design drivers for satellites:

the communications requirements (the payload);
the launch vehicle;

the space environment;

orbit characteristics.

13.2.1 Communications payload

The main purpose ol a satellite is to carry the communications payload which
provides revenue-earning services to the customers in a reliable and timely
fashion. This traditionally utilises what are referred to as bent-pipe transpon-
ders, which in simple terms function by: receiving an uplink signal,
downconverting the signal frequency, channclising and amplifying the signal
before retransmitting it to the coverage area. This was first performed by the
TELSTAR satellite in 1962 and most satellites still use this classical communica-
tions architecture.

The main communications requirements of a satellite system are defined as
follows:

e LEIRP, the combination of the high-power amplifier (HPA) RF output
power and antenna gain, measured in dBW;

number of transponders and overall rcliability;

[requency band;

coverage area;

G/ T for uplink and downlink, measured in dB/K;

reliability of payload. '

A payload design must be established to meet these communications require-
ments, also taking into account the constraints imposcd by the satellite design
{and launcher). The main impacts of the payload on the satellite are:

payload mass;
payload power and dissipation;
size and number of antennas;

payload layout.

These are explained below.
Present-day satellites have payload mass of typically ‘up to 400 kg and
payload powers up to 6000 W and the trend is for increased size payloads. This
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leads to a satellitc mass  of over 3000 kg at launch. For an Arianc sharcd
launch, the cost quoted is approximately US $30 000 per kg leading to a total
cost of around US $90 million for this launch mass, simply to inject the satellite
into a geostationary transfer orbit (GTO). With such a high cost per kg, one of
the fundamental design drivers is to minimise the mass of the satellite and thus
satellite designs come in a number of sizes to allow optimal matching of the
payload with the satellite platform. The satellite size selected depends on the
payload mass as well as the payload power, which itself is a strong mass driver
affecting the sizc of the satellitc power and thermal subsystems.

Although 6000 W of power does not appear to be a lot when compared to ter-
restrial uses, in spacc this power is generated by the satellite solar arrays which
convert solar radiation into a steady source of power. At the earth’s distance, the
solar-flux power density averages around 1370 W/m? which, aftcr allowing for
solar cell efficiencies of around ten per cent for silicon (at end of life, EOL),
requires a total solar array area of over 40 m*. Owing to inefficiencies within the
satcllite payload, some of the gencerated power is wasted as heat, which must be
radiated into space. This is performed by large radiator panels which form part
of the satellite structure.

Conventional antennas are limited in diameter to around two to three m
owing to the constraints imposed by the launch-vehicle fairing size. Larger
antennas are being devcloped which usc unfurlable mesh and deploy in orbit to
overcome the fairing constraints, although at an increase in complexity.

Payload requirements are a strong driver on the spacecraft configuration;
the payload is split into antennas and repeater equipment. The repeater consists
of electrical equipment which includes a number of units that dissipate large
amounts of heat. All of this equipment must be kept within its operating-tem-
perature limits. This leads to repeater equipment being mounted on the satellite
radiator walls which are not directly illuminated by the sun, except obliquely
during the solstice season. The antennas must be pointed at the carth and, since
they do not dissipate heat, they can be mounted on parts of the satellite which
are directly exposed to solar radiation with thermal insulation being used to
avoid excessive heat loads. They must, however, point towards the earth which
may require that they are deployed. A more detailed commentary on payload-
design impacts is provided in Chapter 14.

13.2.2 Orbit impacts

The selection of the orbit for the satcllite has two main impacts on the satellite.

First, it affects whether the satellite has to raise its orbit from that in which
the launch vehicle has placed it. This mainly affects the sizing of the propulsion
subsystem, and for a geostationary satellite almost doubles the satellite mass at
launch.

Secondly, different orbits have different periods, ground coverages and solar-
illumination conditions. The orbital height and inclination affects the ground
coverage provided to the users as well as affecting whether continuous or
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Figure 15.2  Seasonal variation in geostationary orbit

intermittent communications are provided. The solar illumination of the
satcllite varics with the orbit, which affects how long the eclipses are and how fre-
quently they occur. This affects the sizing of the power and thermal subsystems.

Figure 13.2 shows the orbital geometry in a geostationary orbit. During the
coursc of a ycar the satellitc cxperiences seasonal effects, so that during the
solstices the satellite is either below or above the ecliptic by a maximum of 23.5°.
This is referred to as the declination, and reduces the solar-array power since the
array 1s no longer normal to the sun. It also results in illumination of onc of the
two radiator walls, the affected radiator changing between the winter and
summer solstice. During the equinoxes, the satellite passes through the earth’s
shadow and experiences an eclipse. There is also a slight variation in the
distance between the carth and the sun during the year, being closest during the
winter solstice and furthest during the summer solstice.

More detailed discussions on the impactof orbit are presented in Section 13.3.

13.2.3 Space environment

The cnvironment cxperienced by a satellite in orbit is very different from that
on earth, requiring different technical solutions compared to, say, the aircraft
industry.

The radiation environment in orbit varics with the satellite’s orbital height,
inclination and longitude. The magnetic fields around the earth trap electrons
and protons in the Van Allen belts, so that certain areas effectively cannot be
used, owing to their very high radiation levels which cause problems with
radiation-sensitive electronic components.

Evcen in the relatively benign geostationary orbit, the radiation environment
1s several orders of magnitude above that experienced on earth, so measures
must be taken to protect sensitive electronics using shielding from both the
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satellite structure as well as from the units’ construction, In order to be consid-
ered for use on board a satellite, clectronic components must be able to with-
stand a total dose of > 50 krads since it is difficult to shield below this level.

Cosmic rays can cause software changes due to single-event upsets (SEU),
since their high energies are impossible to shield against. Thercfore, error-cor-
rection and detection software is flown on board the satellite, continuously
monitoring and correcting any spurious bit changes.

Surrounding the satellite is a plasma sheath which would naturally charge
the satellite to a high negative potential unless protective measures were taken.
The external surfaces of the satellite are made conductive and the spacecraft
structure is grounded to avoid different potentials within the satellite. Recently,
the elfects of deep dielectric discharges within the satcllite have become a
concern, where charge deposited within a dielectric material such as coaxial
cable can result in discharges internal to the satellite, damaging electronics.

The satellite experiences zero gravity in orbit and its liquids thercfore have
no fixed shape or form and there is no natural convection to remove heat. For a
liquid propulsion system the liquid must be fed to the thrusters, and either
capillary action or a pressurised membrane must be used to force the liquid out
of the desired outlet.

Heat must be removed from the satellite by radiation, sincc conduction will
only transfer the heat around to other parts of the system. Payload equipment
which dissipates a lot of heat is mounted dircctly on dedicated satellite radiators
to maximise heat removal.

The lack of an atmosphere removes the possibility of hcat convection but
also causes certain materials to outgas when exposed to a vacuum. In extreme
cases, the outgassing can causc structural weakness with the outgassed materials
damaging delicate sensors, so care must be taken when selecting matcrials for
use on a satellite.

13.24 Launch vehicles

The launch vehicle is used to inject the satellite into cither a geostationary transfer
orbit, GTO, or directly into a geostationary orbit. Launch vehicles are charac-
terised by their payload mass into orbit, available volume for the satellite (fairing
diameter and height) as well as their cost and reliability. Each launcher will also
have a different launch environment with which the satellite design must be com-
patible. Launch vehicles are described in more detail in Section 13.5.

13.3 Satellite orbits

13.3.1 Introduction

Satellites remain in orbit owing to a delicate balance of forces. A satellite is
said to be in pure orbital motion when the two principal forces governing its
motion arc exactly in balance. These two forces are the gravitational attraction
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Figure 13.3  Balance of forces tn earth-centred orbits

of the earth and the centrifugal acceleration of the satellite’s circular motion
around it. There are other forces, but these are generally much smaller and
cause only small perturbations. This is illustrated in Figure 13.3.

The application of a satcllite largely dictates its orbit. There are several

different types of earth-centred orbit (shown in Figure 13.4) which can be classi-
fied as follows:

low-earth orbits (LEQ) have altitudes betwecen 200 and 1000 km and low
or moderately low inclination to the equatorial plane, with moderate eccen-
tricity;

medium-altitude-carth orbits (MEQO) with attitudes of around 10000 km,
and inclinations in the range 45° to 60°;

polar orbits (PO) are LEOs with high inclinations and therefore take satel-
lites over the earth’s poles;

highly elliptical orbits (HEO) come near to the earth at closest approach
(perigee) and move very far away on the oppositc side of the orbit
(apogee); ‘

Molniya orbits are a special type of HEO used for some communications
satellites, with the apogee located at maximum latitude;

geostationary-earth orbit (GEQ) has zero inclination and a rotational
period equal to that of the carth;
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e gcostationary transfcr orbit (GTO) is an cccentric orbit designed to
position a satellite so that it may be placed into GEO efliciently.

To ensure continuous communications between two points on the ground, a
communication satellite should be continuously visible from both points.
Satellites in GEO fulfil this requirement because their period (the time taken to
go once round the earth) is exactly the same as the rotational period of the
carth.
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Such satellites remain stationary with respect to the ground so that the ground
stations can have [ixed antennas which donot need to track the satellite.
The characteristics of GEO arc as follows:

period —24 hours;

shape—circular with earth at the centre;

plane— coincident with the carth’s equatorial plane;

height— 35 786 -km or 22 236 miles (5.61 earth radii) above the earth’s surface.

Satellites in GEO can see almost one third of the earth’s surface, and three of
them arranged at 120° around the orbit can provide communications between
any two points, except those near the poles.

LEOand MEO orbitsare being increasingly used for satellite-borne mobile com-
munications (sce Chapter 20). The usc of such orbits requires a large number of
satellites to provide global coverage, with the number of satellites depending on the
height of the orbit and coverage provided by the antennas. For cxample, the
Iridium program will use 66 satellites in low-earth circular orbits in six orbital
planes, providing complete coverage of the globe. The ICO and the Odyssey pro-
grammes will use 12 satcllites in medium-carth circular orbits in two and three
orbital planes, respectively, also providing worldwide coverage. The advantages
and disadvantages of these orbits compared to GEO are outlined in Table 13.1.

13.3.2 Principles of orbital motion

In 1609 orbital mechanics stepped from the world of supecrstition into that of
science, with the publication by Johannes Kepler of his ‘Astronomia Nova’, In it
he announced his first two laws of planetary motion; many years and much
painstaking work later, he published his third law. For years the work lay
neglected and little known. In 1685 Edmund Halley (of comet fame) was
visiting Newton at Cambridge and mentioned Kepler’s ideas. He asked Newton:
‘If the sun pulled the plancts with a force inversely proportional to the square of
their distances, in what path ought they to go? To Halley’s astonishment
Newton replied without hesitation: “‘Why in cllipscs, of coursc. I have already
calculated it, and have the proof among my papers somewhere’ He was
referring to the work he had done 20 years ago as a 23-year old graduate taking
two years off because the plague had shut down the University. Only in this
casual way was Newton’s greatest discovery made known to the world.

When Halley recovered from his shock, he advised his reticent friend to
develop completely, and publish, his theory of planetary motion. Two years
later, in 1687, Newton’s ‘Principia Mathematica’ was published.

Kepler's laws
First law -~ the orbit of each planet is an ellipse, with the sun at a focus.

Second laww— the line joining the planet to the sun sweeps out equal areas in equal
times.
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Table13.1 Comparison between LEO /| MEO and GEO

GEO

LEQ and MEQO

provides continuous coverage
cannot provide polar coverage
system requires few satellites

satellite is stationary relative to an
earth-fixed user, hence fixed
high-gain antennas can be used;
ideal for fixed satellite, and direct
broadcast services (FSS and DBS)
elevation angle to satellite can be low,
increasing signal loss and requiring
high power

signal propagation loss is high and
Doppler effect is negligible; satellite
power must be high

signal propagation time delay

is high (=05 s)

energy requirements to reach GEO
are high, especially for high-latitude
launch sites

easy to provide on-orbit spare satellite

satellite power generation is more
efficient as eclipse seasons are short

single ground station required for
control and monitoring

standard graveyard strategies are
available

provides intermittent coverage from
each satellite

can provide continuous global
coverage

system requires a constellation of
satellites

satellite moves relative to an
earth-fixed user, hence either

‘widebeam or tracking narrowbeam

antennas are required by the user

for high-orbit inclination, elevation
angle is high, reducing blockage;
ideal for mobile satellite services
without fixed antenna

signal propagation loss is low, but
Doppler effect must be considered;
satellite power can be lower

signal propagation time delay is much
lower for users in the same coverage
energy requirements 1o reach
operational orbit are lower

each orbit plane must be provided
with an on-orbit spare satellite
satellite power generation must cope
with extensive eclipse seasons,
although individual eclipses are
shorter

requires ground network to coordinate
handover between satellites and
traffic routing

graveyarding the satellite in LEO and
debris from a collision could be a
problem
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T hird law — the square of the period of a planet around the sun is proportional to the
cube of its mean distance from the sun.

The force on an earth satellite due to gravity is given by:
GMm

72

F,=
where G = universal gravitational constant = 6.6720 x 10" m®/kg - s

M = mass of the earth = 59742 x10** kg
m = mass of the satellite
r =distance between the satellite and the centre of the earth
The centrifugal acceleration due to orbital motion is given by:
Fo=""t v?
r
where V, is the satellite’s velocity normal to the radius vector.
Equating the two we can obtain the orbital velocity of a satellite in circular
orbit of radius r:
GM
V[ - —
,
Typically, for a LEO satellite 200 km above the surface of the earth, the
circular orbit velocity would be 7.78 km/s. For a gecostationary satellite, the
velocity would be 3.08 km/s.

13.3.3 Orbital elements

Five independent parameters are required to deline an orbit’s size, shape and
orientation in space, and a further parameter defines the satellite’s position in
the orbit. These six parameters are called the orbital elements. They are:

a =semimagjor axis of orbit ellipse (= radius of circular orbit)
¢ = eccentricity of orbit (eccentricity = 0 for circular orbit)

¢ =inclination of orbit to cquatorial planc ’

) = right ascension of ascending node (RAAN)

w = argument of perigee

v = true anomaly of satellite

and are illustrated in Figure 13.5. In this Figure, the axis set [JK is earth
centred and inertially fixed, with £ pointing upward through the earth’s north
pole, I in the earth’s equatorial plane and pointing in the direction of the vernal
equinox (i.e. where the sun crosses the equatorial plane in spring) and ¥
completes the orthogonal triad.

Somec other uscful terms are:

e apogee: the furthest point in the orbit from the carth;
e perigee: the closest point in the orbit to the earth;
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Figure 13.5  Orbilal elements

apse line: the line joining apogee to perigee;

e node: the point at which an orbit crosses the equatorial planc; ascending
node, if the satellite is travelling northwards, and descending node if the
satellite is travelling southwards;

e argument: angle made with the node line (i.c. the line joining the
ascending and descending nodes);

e right ascension: angle made with the Jaxis, in the equatorial planc.

13.34 Orbital perturbations

I the force of gravity due to a spherical earth was the only external force
acting on the satellite, its orbit would be fixed forever in the [FK axis frame
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previously defined. Various factors, however, conspire against such simplicity.
Thesc arc:

the influence of other attracting bodies, e.g. sun, moon;
the nonspherical nature of the earth;

atmospheric drag;

solar radiation pressure;

the satellite’s own manoeuvres.

We shall consider the effect of cach in turn.

Influence of other attracting bodies

For most earth-centred orbits, the influence of the sun, moon and other planets
is very small. For orbits close to the earth (LEOs) their influence can, in most
cases, be ignored, as other perturbations dominate (see l'able 13.2).

For geostationary and highly-cccentric orbits, the sun and moon impose
important perturbations which need to be understood and accounted for.

For highly eccentric orbits the sun and moon affect the orbit’s inclination,
argument of perigee and the perigee height; the eflfect depends critically upon
the orientation of the orbit with respect to the sun and moon. The perigee
height, in particular, can be strongly affected and, if this perturbation is not
allowed for, could be reduced to such an extent that aerodynamic drag becomes
important and the satellite’s lifetime can be seriously affected.

For geostationary orbits, the sun and moon affect the inclination and
ascending node of the orbit. If uncorrected this perturbation would incrcasc an
initially zcro inclination to around 15° before again reducing to zero, over a

Table 13.2  Comparison of relative acceleration

(in G) for a 370 km earth satellite

Acceleration in G
on 370 km earth satellite

Earth 0.89
Sun 6 x107*
Mercury 26 %107
Venus 1.9 %1078
Mars 71x10 1
Jupiter 3.2 x1078
Saturn 23 x107°
Uranus 8 x107""
Neptune 36 x10°"
Pluto 10712
Moon 3.3x107°

Earth oblateness 1073
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Figure 15.6  Satellite in geosynchronous orbit of nonzero inclination

period of 54 years. A geostationary orbit with a nonzero inclination describes a
figure-of-eight path with respect to the rotating carth, as shown in Figure 13.6.
The satellite reaches northerly and southerly latitudes equal to the inclination of
the orbit plane. Such behaviour would require a large ground-based antenna to
track the satellite continuously, making communications awkward and
expensive. The year-on-ycar inclination change owing to lunisolar perturbations
is between 0.75° and 0.95°, depending upon the orientation of the moon’s orbital
plane. To preserve good communications, most satellites are maintained to incli-
nations of 0.1° or less, through periodic manoceuvres to correct the inclination,
Such manoeuvres are known as north-south station keeping.

The nonspherical nature of the earth

The carth is not spherical in shape. It closely approximates to an oblate
spheroid which, relative to a sphere of radius equal to the equatorial radius
(6378.14 km), is flattcned at the poles by 21.4 km. Furthermore, the equatorial
cross-section is an ellipse rather than a circle, with the major axis aligned to
longitudes of 11.5° W and 161.9° E and the minor axis aligned to longitudes of
75.1° E and 105.3° W. Beyond this there are local deviations from the spheroid
of several tens of meters.

Of greatest importance (o satellites is the earth’s oblatencss and, in addition,
for geostationary satellites, the elliptic naturc of the equatorial crosssection.

The earth’s oblateness particularly aflects the orientation of near-earth
orbits. For circular orbits the effect is a constant rotation of the orbit normal
about the earth’s polar axis, for inclinations less than 90° this rotation is in a
westerly direction, for inclinations greater than 90°, the rotation is in an casterly
direction. For exactly polar and equatorial orbits, there is no effect at all (see
Figure 13.7).
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Figure 13.7  Orbit precession due to earth’s oblateness

In addition, for near-earth elliptic orbits, the argument of perigee is also
affected. For inclinations less than 63.4°, the argument of perigee increases, and
for inclinations greater than 63.4° the argument of perigee decreases; at an in-
clination of 63.4° there is no effect. Molniya orbits arc at this particular
inclination, in order to maintain apogee position.

For geostationary orbits, the elliptic equatorial crosssection of the earth has
a small but persistent effect. It causes the satellite to drift in longitude away from
its nominal position. If left uncorrected the satellite would execute long-period
(several years) oscillations about the ncarcst stable longitude, i.c. about the
minor axis of the ellipse (see Figure 13.8). Since this means that the satellite
would no longer be stationary manoeuvres, known as east-west station keeping,
are executed periodically to counteract the effect. Typically, a geostationary
communication satellite’s longitude is maintained within +0.1° of its opera-
tional longitude.

Atmospheric drag

Atmospheric drag only affects satellites of low altitude or those with low
perigees. A satellite flying through the atmosphere loses orbital energy and,
therefore, orbital altitude. If the effect goes unchecked the satellite will even-
tually reenter the denser regions of the atmosphere and be destroyed by kinctic
heating. Typically, altitudes above about 1000 km are essentially drag free and
satellite lifetime is not affected. At 500 km, however, drag compensation would
be necessary for long life.

The effect of atmospheric drag is influenced strongly by the level of solar
activity. When this is high, the carth’s atmosphcre heats up and cxpands. The air
density at very high altitudes can increase by more than an order of magnitude,
and the effect of drag is correspondingly increased. Geostationary and high-
altitude satellites are not affected by aerodynamic drag, except during their
transfer orbit phases (i.e. for a few days).
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Figure 13.8  The satellite’s apparent motion due to elliptic equatorial crosssection

Solar radiation pressure

The influence of solar radiation pressure is only significant for satellites which
carry large sun-facing solar arrays. Communications satellites come within this
category, and hence this effect necds to be cvaluated and, usually, compensated
for.

For geostationary satellites, the influence of solar radiation pressure is to set
up an eccentricity in an initially circular orbit or tothange the eccentricity of an
already eccentric orbit. To a ground-based observer, orbit eccentricity manifests
itself as a daily oscillation of the satellite about its mean longitude. This motion
is also referred to as libration.

The acceleration on the satellite due to solar pressure is given by:

S+ R)

(m) 2

where: § =solar radiation pressure for a perfectly flat reflecting surface
=9.1x107° N/m?
A = satellite area normal to the sun direction
M =satellite mass
R =surface reflectance; ~1for pertect reflector; ~ 0 for perfect absorber.

It can be seen that solar radiation pressure particularly affects satellites with
large arca-to-mass ratios. Furthermore, the effect will vary through the lifetime
as the satellite’s propellant is consumed, and as reflectance properties change
with age.

This cffect adds to the longitude drift of the satellite due to the elliptic
nature of the equaltorial crosssection, and both effects are countered by the satel-
lite’s station-keeping strategy. For satellites with large area-to-mass ratios, the
solar radiation pressure dominates the east-west station-keeping strategy.
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Satellite manoeuvres

When a satellite activates its thrusters, translational and/or rotational motions
result. The main manoeuvres that satellites undertake are associated with:

transition from initial to operational orbit;
attitude control;

maintcnance of opcrational orbit;
deorbiting at end of life.

For GEO the majority of the propellant carried by a satellite is used to transition
from the orbit achieved by the launch vehicle, to the satellite’s operational orbit.
This generally involves changes to the orbit’s semimajor axis and inclination.

For geostationary satellites, orbit-maintenance manoeuvres are also very
demanding on propellant, specifically those manocuvres required for inclination
control (north-south station keeping).

The manocuvres required for attitude control and end-of-life deorbiting take
up only a very small proportion of the total propellant load. The significance of
a manoeuvre is well described by the velocity change or delta-v achieved by the
manocuvre. Table 13.3 shows typical delta-v for a gcostationary satellite
launched by Ariane 4 and having a ten-year operational lifetime.

In general, the propellant used for a manoeuvre, Mp, is given by:

Mp = Mo[l — exp(—Ao/(Isp.n.9)]

where: Mp = propellant mass used for manoeuvre

Mo = satellite mass at start of manoeuvre (including mass of propellant)
Av =delta-v produced by the manoeuvre

Isp = specific impulse of the propulsion system

i =manoeuvre efficiency

g = acceleration due to gravity (9.81 m/s?).

For example, a 2000 kg satellite would use 788 kg of propellant to achieve a delta-
v of 1509 m/s with a propulsion-systcm-specific impulsc of 310 s and a manoeuvre
efficiency of 0.99. This is typical of an orbit-transition manoeuvre for a geosta-
tionary satellite launched by Ariane 4. If to-this is added the propellant mass

Table13.3  Manoeuvres for a typical geostationary

satellite

Manoeuvre type Delta-v (m/s)
Orbit transition : 1509
North-south station keeping 470
East-west station keeping 35
Deorbiting 8

Note: attitude manoeuvres cannol be characterised by della-v
and are not included in this Table.
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required for all the other functions shown in Table 13.3, it is not surprising that
over halfolthelaunch mass ofa geostationary satellite consists of propellant.

13.4 Satellite design
13.4.1 Types of satellite

For a satellite in geostationary orbit, there are two [undamental pointing
requirements:

(1)  Thesatellitc antennas or instruments must be pointed towards the carth con-
tinuously.
(i1) The satellite solar array must be pointed towards the sun continuously.

These requirements have led to two fundamental types of satellites being
developed: the spin-stabilised satellite and the three-axis-stabilised satellite.

Figure 13.9 shows examples of both spin-stabilised and three-axis-stabilised
designs.

Spin-stabilised satellites were historically the first to be used. They consist of
a cylindrical drum covered in solar cells which rotates to provide the required
gyroscopic stability. As the satellite spins, power is continuously generated from
the illuminated part of the drum solar array. In order to achieve continuous
earth coverage, the platform on which the antennas are mounted must be
despun. The relatively benign thermal environment and simple attitude control
and propulsion subsystems lead to a relatively cheap design for small payload
powers of up to 1-1.5 kW. Above this power, the extra surface area required to
generate the necessary power leads to a mass and cost penalty.

Three-axis-stabilised satellites, instcad of rotating their own structure, usc
internal spinning wheels to compensate for any disturbance torques. Either
momentum wheels or reaction wheels are used depending on the design of the
satellite. The satellite body is rotated in pitch at one revolution per day by the
attitude-control subsystem to maintain earth pointing. Power is generated using
a deployable solar array made up of a number of panels. Additional panels can
be added to increase the power generated while minimising the impact on the
satellite design. As the satellite rotates, the solar array tracks the sun using a
solar-array drive mechanism (SADM) so that all the cells arc in sunlight all of
the ime.

Since most communication satellites being built today utilise three-axis-stabi-
lised designs, the rest of this section focuses on their subsystem design. Figure
3.10 shows an exploded view of a three-axis communication satellite.

13.4.2 Attitude determination and control subsystem, ADCS

The ADCS performs all the necessary operations to maintain the satellite accu-
rately pointing towards the earth and on station, as well as controlling any
transfer orbit phasc.
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Figure 13.9  Spin-stabilised and three-axis-satellite designs



264 Satellite communication systems

Figure 1310 Three-axis-stabilised satellite design

Before describing the ADCS subsystem design, it is useful to define the coordi-
nate system [or the satellite in its earth orbit. The satellite’s +z face is pointed at
the earth with the +y face pointing due south. The right-hand triad is completed
by the +x face pointing in the dircction of the orbit path. Roll, pitch and yaw
axes are also defined with pitch rotating the satellite around the satellite’s y axis
moving the coverage east west and roll rotating the satellite around the x axis
moving the coverage north south. Finally, yaw rotates the satellite around the z
axis resulting in the coverage moving both north south and east west. These are
shown in Figure 13.11.

Satellites experience varying disturbance torques as they circle the earth,
mainly from solar radiation pressure, which tend to depoint the spacecraft. To
compensate for this the satellite uses either a momentum-biased or rcaction
wheel system.

A momentum-biascd system uscs a momentum wheel spun up at high speed
within the satellite to provide a net angular momentum. This provides gyro-
scopic stability against any external disturbance torques. The wheel operates at
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Frgure 13.11  Coordinate system of a satellite

a nominal speed, with any disturbance torques spinning the wheel up or down
to maintain the satellite pointing. Periodic momentum off loading is required to
maintain the wheel within its operating limits. The momentum wheel also
provides the onc revolution per day rotation rate to keep the satellite pointing
towards earth.

A zero degrees of freedom (DOF) momentum-biased system provides
control around only one axis, usually the pitch axis. Although pitch control is
provided using this method, roll and yaw control must also be provided to
control the satellite. One elegant solution is to locate solar sails on the outer
panels of the solar array which, by adjusting the solar-array wing position,
provides roll and by extension yaw control. However, for a large roll repointing
of the satellite, a onc DOI' momentum-biased system is better. This can be
implemented by using two wheels with their axes in the roll plane, but inclined
in the pitch axis, and varying cach wheel spced to achieve the desired pointing.

A reaction wheel system, by contrast, has no net angular momentum but
instead relies on wheels spinning in one direction or the reverse to react to any
disturbance torques, ensuring that the satcllitc maintains an carth-pointing
direction. Four wheels are usually used; one each in the x, » and z axes of the
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satellite and the fourth inclined with components in all three planes for redun-
dancy. This configuration allows full pitch and roll repointing, within the
constraints of the ADCS design, but 1s less inherently stable when compared to a
momentum wheel design.

The ADCS consists of three main components and a simplified schematic is
shown in Figure 13.12:

(i)

(i1)

(i)

Sensors, to determine the pointing attitude in roll, pitch and yaw as well as any
attitudc rate. These include infra-red earth sensor, IRES, which provides roll
and pitch attitude data to control the satellite on station, and roll and pitch
pointing accuracies of better than 0.03°. Gyros arc uscd to provide roll, pitch
and yaw reference data in any satellite orientation, e.g. during apogee engine
firing. Sun sensors are used to maintain the array’s sun pointing and used as an
attitude point of reference. :

Actuators, to compensate for any disturbance torques and control the solar
arrays and satellite pointing. These include momentum wheels, rcaction
wheels, solar-array drive mechanisms (SADM) and thrusters.

Control electronics and databus, to process the sensor data and send com-
mands to the actuators. These are usually microprocessor controlled, allowing
flexibility to reprogram the control loops as well as permitting automatic rou-
tines to be run on board the satellite to simplify operations on the ground. The
ADCS clectronics also contain emergency sun reacquisition loops in case of
satellite depointing,

Typically, on-station pointing accuracies are of the order of 0.1° in roll and

pitchand 0.2° in yaw.

2 Axis
IR Earth
Sensors
Momentum
Sun Wheels
Acquisition
Sensors
Cgmﬂ Actuator To Solar Array
w — Drive > i i
] o Electronics Drive Mechanism
ine To Propulsion
e — Subsystem
Sensor |
Solar Array Gyros
Sun
Sensors

Figure 13.12  ADCS functional schematic
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134.3 Power subsystem

Of all the elements on a satellite, the power subsystem is the most dependent
on the customer requirements, specifically on the number of transponders
required and their power. It supplies power to the payload during both sunlight
and eclipse conditions, and consists of three main elements:

e solar array;
e Dhattery;
e conditioning electronics and harness.

Solar array

The solar array provides power to the satellite during sunlight conditions by
using photovoltaic cells to convert solar radiation into clectric power.

For a three-axis-stabilised satellite, the solar array is maintained pointing at
the sun using a solar-array drive mechanism (SADM) which rotates the array in
pitch only, at a constant rate. Owing to the variation in the position of the sun
during solstice and equinox, there is a slight seasonal variation in power output,
being higher in cquinox than at the solstices. The radiation environment in geos-
tationary orbit leads to a degradation in power output of the solar cells, since
they are shielded by only a thin coverglass. This leads to a reduction in the mean
power output throughout the array’s life, the array being sized for the worst-casc
requirement at end of life (EOL) after allowing for one string failure. The solar-
array output power variation with life i1s shown in Figure 13.13.

Solar arrays are designed to be modular, allowing additional panels to be
added or subtracted to meet the payload power requirements. Typically, silicon
cells are used which have EOL efficiencies of nine to ten per cent.

In order to meet the demand of future satellite missions with increased
payload powcrs, various advanced solar cells arc under development and some
are already being used. Their typically power densities after 12 years in orbit are
shown in Table 13.4.

Gallium arsenide cells have been flown in spacc and have a higher conversion
efliciency than silicon, which compensates for their heavier solar cell. Recently,
solar-array designs have been proposed which use array edge-mounted concen-
trators to increase the effective solar radiation density illuminating the solar
cells, and thus increase the power output from the solar array.

Batteries

Batteries supply all electrical power during the eclipse period, with most
missions now requiring full payload operation during eclipse. The two most
common batteries used are nickel hydrogen (NiHl,) for payload powers above
1.5 kW and nickel cadmium (NiCd) for smaller powers.

In gcostationary orbit, there are two eclipse periods per year lasting 45 days
each with the eclipse length varying, but reaching a maximum of 72 mins at the
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Figure 13.13  Solar-array output power variation

equinoxes. The batteries are sized for the maximum eclipse and allow for one
cell failurc per battery. NiHy batteries utilise pressurc vessels which are more
mass efficient at high payload powers but are considerably larger in size.

Batteries also provide power during any satellite emergency where the
arrays may temporarily lose sun pointing.

Future developments are aimed at increasing the energy density of the
batteries to reduce their overall mass. Batteries represent a considerablc mass
penalty considering the time for which they support the payload, and weigh
between 15 20% of the dry mass of the satellite for high-power missions.
Lithium carbon (LiCi) battcrics represent a promising development for space
having been extensively utilised for terrestrial purposes, e.g. camcorders, and
are expected to be flight qualified in the next few years.

Table 134  Advanced solar cells

Cell type Power density, W/m? Mass density, kg/m?
Silicon 114 0.94
High efficiency Si 129 0.79
Gallium arsenide, GaAs 160 1.28

Dual junction GaAs 195 1.28
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Table13.5 Energy densities of different battery technologies

Battery Energy Density Wh/kg Comments

NiCd 15 old technology
NiH, 44 large pressure vessels
LiC 100 used on earth, but not

demonstrated in space

Power conditioning electronics

The conditioning electronics and harness provide a number of functions
including:

e battery monitoring;
e Dbattery charging and discharging, trickle and main charge;
e regulation of bus in sunlight and eclipse.

‘The power bus can either be semi- or fully regulated at voltages usually
between 30-100 V. A fully regulated bus provides a constant voltage on the
power bus utilising one bus to connect all sources and loads. Battery-discharge
regulators arc uscd during cclipse to increase the battery voltage to that of the
regulated bus.

A semiregulated bus maintains a fixed voltage during sunlight, but follows
the battery voltage during eclipse. This utilises separate power buses and for a
two-bus design each is supplied by one array wing and one battery, with the
loads split equally between the buses.

The power harness is used to distribute the electrical power around the
satellite to the various clectrical units.

A typical power subsystem schematic is shown in Figure 13.14. This is for a
dual bus semiregulated design.

Power subsystem sizing

Solar array calculations: The solar array must be sized to provide sufficient power
to the payload and platform during both solstice and cquinox. Although the
payload load remains essentially the same, the platform power loads and the
available array power vary between the two conditions.

During solstice the power available from the solar array is reduced, since the
arrays are inclined to the plane of the sun by up to 23.5°. This reduces the array
power to about 0.91 of that available in cquinox. During cquinox the heater
power must be increased to compensate for the more efficient radiators and
power must be provided to recharge the batteries, increasing the total load
compared to solstice.

The solar array is sized to provide between five and ten per cent power
margin over the satellite loads, after allowing for various loss and degradation
factors including onc string failure.
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Figure 13.14  Power subsystem schematic
The solar array area required for the equinox case can be found using the
calculation below:

Py x1.05
(Nopan X Areapan X 2 X Solargux X Effcan)

SA&FCR =

where S4,... is the total solar array area in m?, P,y is the satellite power
required at equinox in W including battery charge, Noy,, is the number of
panels per wing, Areay,, is the area of one panel in m? allowing for layout effi-
ciency of typically 0.95, Eff..y is the solar ccll cfficiency at EOL and Solarg, is
the solar-flux power density with the average at earth’s distance =1370 W/m?.

Battery calculations: Batteries consist of a number of cells, each of the same
capacity and connected together in series to give the required voltage. During
eclipse the battery voltage decrcascs as the cells discharge. To calculate the:
battery capacity required, an allowable depth of discharge (DOD) appropriate
to the batiery type is used, with 55% for NiCd and 80% for NiHjy being typical
for geostationary orbits. Higher DODs than these can lead to long-term damage
to the cells and are thus avoided.

To allow for the possibility of battery-cell failure, each cell is bypassed by a
diode which must be taken into account in the sizing calculations.

The baitery capacity required is given by the following formula:

Pecl X h
NMoae X Vaise X DOD

vaat =

where Gy, is the capacity of the battery in A hr, P.q is the satellite power
required during eclipsc, £ is the maximum eclipse length in hours and is 1.2 for
gcostationary orbit, N, is the number of batteries and Vg, is the worst case
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discharge voltage of the battery in volts assuming one cell has failed and cquals
(number of cells per battery — 1) x the average cell voltage.

13.4.4 Telemetry, command and ranging subsystem, TCR

The TCR subsystem provides telecommand (TC) and telemetry (TM) cap-
ability between the satellite and ground-control station during both the transfer
orbit and onstation phases. During the transfer orbit, wide antenna coverage is
required to maximise the chances of receiving commands and/or sending
telemetry to the ground station. On the station, morce dircctive antennas or
horns are used to improve the TC/TM link margin and permit the use of smaller
ground stations. The TM/TC frequencies used tend to be at the edge of the com-
munication frequency bands for coordination purposes. Figure 13.15 shows a
schematic of the TCR subsystem.

Telemetry is used to monitor the satellite, providing dctailed information on
the state of all equipment via the telemetry format. Each format consists of a
number of frames with each frame containing a number of datawords. Typically,
the telemetry format repeats every 15—25 s and is continuously transmitted to
the ground using dedicated TCR transponders.

Critical functions are sampled more often than once per format, c.g. IRES
pitch and roll data, and less critical functions are sampled less often, e.g. NiH,
battery cell pressure and voltage. It is also possible to provide dwell TM
channels which allow telemetry parameters to be sampled continuously, if some
anomalous behaviour has been observed.

Telecommands are used to change the statc of the units on board the
satellite, for example to reconfigure the payload. Redundant receivers demodu-
late the uplink signal and pass the command to the central interface unit. This
decodes and verifics the command before sending it to the relevant unit via a
serial databus. In case there is an onstation emergency involving satellite
depointing, automatic switching to wide antenna coverage is provided.

Telecommands are also used to initiate an operation, e.g. battery charging.
As seasonal changes occur on board the satellite, it is necessary to reconfigure
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the platform to take account of the differcnt thermal conditions and/or to
prepare for the eclipse season.

Recent advances have focused on reducing the ground operators’ workload,
either by using the increase in the capability of the onboard microprocessors to
automate operations or by using expert systems to monitor the satellite from the
ground.

The central interface unit is microprocessor controlled and more recently
there has been a trend to centralise all critical platform functions within one
avionics unit (with the necessary redundancy). This reduces the number of units,
and therefore mass and cost, as well as simplifying the testing.

Ranging is also performed using this subsystem, being required to accurately
locate the spacecraft during the critical transfer-orbit phase as well as on station.
During the transfer orbit, apogee engine firing (AEF) must be performed accu-
rately to avoid wastage of propellant and so ranging is performed before and
after each firing. This also allows evaluation of the AEF performance after the
first burn, which in turn allows accurate positioning of the satellite into the final
drift orbit after the final burn. On station, ranging is performed after significant
manoeuvres to ensure that the satellite remains within its station-kecping box.
This is typically +0.05 to 0.1° in both longitude and latitude from the allocated
orbital slot for a full station-keeping mission. Ranging is performed using either
tone or pscudo random noise code ranging (PRN) measuring the phase shift or
time delay, respectively, and then calculating the distance.

13.4.5 Combined propulsion subsystem, CPS

The propulsion subsystem is initially used to provide the impulsc to transfer
the satellite from a geostationary transfer orbit (GTO) to the final geostationary
orbit. On station, the propulsion subsystem is used to maintain the satellitc’s
position within the on-station box.

A combined propulsion system is shown in Figure 13.16. This utilises
common propellant tankage for both transfer orbit and onstation phases,
allowing any excess propellant from the orbit transter burns to be used on
station.

Transfer orbit phase

The satellite is injected by the launcher into a geostationary transfer orbit
(GTO) with the satellite itsclf providing the impulse to achieve the final geosta-
tionary orbit. Most commercial satellites use a high-performance liquid-apogee
engine {LAE) utilising the bipropcllants nitrogen tetraoxide (N»Oy4) and mono-
methyl hydrazine (MMH) to provide the required thrust. These propcllant are
hypergolic, i.e. they spontaneously ignite when they come into contact with each
other, producing a high spccific impulse (or Isp) of typically 310—320 s. During
the transfer orbit burns, the liquid bipropellant system is pressure regulated to
ensure constant pressure to the LAE and optimum performance.
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Figure 13.16  Bipropellant CPS tanks plus LAE

Solid-propellant apogee boost motors (ABM) are also used but have lower
performance (Isp & 290 s) and conscquently are only appropriate for smaller
satellites or older designs.

On station

Most present-day satellites use bipropellant thrusters to provide the required
onstation manoeuvres including east-west station keeping, north-south station
keeping (if required), any satellite repositioning and the final graveyard burn at
EOL. After the LAE burns, the pressurisation system is isolated from the tanks
to incrcasc the reliability of the subsystem and the thrusters are operated in
blow-down mode. This results in a slight reduction in Isp of the thrusters over
life as the pressure drops. Two separate thruster branches arc provided for
redundancy, which allows for a thruster or its valve to fail without aflecting per-
formance. '

Recent developments in thruster technology allow the use of clectric propul-
sion to be considered for onstation operations, which reduces the amount of
propellant mass required for station keeping by raising the specific impulse
above that of existing bipropellant systems.

There arc a number of electric-propulsion thrusters currently under develop-
ment, with one of the most promising utilising stationary plasma thruster (SPT)
technology developed by the Russians and flying successfully on board a large
number of Russian satellites.

[on thrusters are also under development, offering a doubling of specific
impulsc performance compared to the SPT technology. These are being
developed by European, American and Japancsc companies. A comparison of
the different types of thruster is shown in Table 13.6.
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Table 13.6  Performance of different propulsion technologies

Performance parameter Bipropellant lon thruster  SPT-100

Isp, s 290 3000 1500
Thrust, N 05-10 0.025 0.08
Power, W 30 700 1500

When calculating the propellant mass required for a manoeuvre, the
effective specific impulse of the thruster is used which takes into account any
inefficiencies of the thruster, e.g. canting of thruster to avoid plume effects on the
antenna or solar array.

Electric thrusters have a much lower thrust which results in a much longer
manoeuvre length. They also require considerable amounts of power which can
be provided from the available solar-array margin at the beginning of life,
together with cycling of the battery at a low DOD as the array margin reduces.
Electric propulsion is expected to replace chemical propulsion for north-south
station keeping as customer confidence in it grows and satcllitc masses increase.

13.4.6 Structure

The satellite structure must provide sufficient mounting arca to accommodate
all the units and be capable of withstanding the most severe conditions during
launch. It is split into a communications module (CM) and a scrvice module
(SM), allowing parallel build and integration to shorten the satellite time to
delivery.

Figurc 13.17 shows a typical structurc for a communication satellite. This
comprises a central thrust cylinder which carries the loads to/from the launch
vehicle. The cylinder is mounted on the launch vehicle adapter via a conc
interface using a clampband to attach the satellite to the launch vehicle. After
launch this clampband is released and the satellite is pushed away from the
adaptor by a number of powerful springs. Surrounding the central cylinder are
four shear walls which provide support to the box-like walls as well as the top
floor. The top floor (4+z) and the east and west walls (X x) are used to mount
payload antennas and sensors and any low-hcat dissipating cquipment, and the
north and south radiator (%) walls are used to mount any equipment with high
heat dissipation.

The central cylinder is made from an aluminium honeycomb core wound
with carbon-fibre-reinforced plastic (CFRP). The walls and floors are made of
aluminium honeycomb of varying thickness to provide high stiffncss for low
mass and allow easy fixing of units to the structure using inserts.

The structure is designed to cope with the launch cnvironment including
acceleration, compression and vibration loads, as well as acoustic noise, all of
which vary with launch vehicle. The worst-case loads are defined in terms of the
first lateral and axial frequencies of cach launcher plus the quasistatic loads
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Figure 1317 Typical structure design of a satellite

(QSL), which defines the simultaneous axial and lateral loads’ envelope. The
structure 1s designed and tested for worst-case loads of all the launchers, with a
safety factor of 1.3—1.5. During the satellite programme, a coupled-load analysis
is performed for each satellite/launcher combination to ensure launch-vehicle
and satellite safety.

13.4.7 Thermal subsystem

The thermal subsystem must maintain all equipment within acceptable
operating limits during all phases of the mission. To do this, the heat flow in and
out of cach unit is controlled, with its location dependant on the amount of dissi-
pation that it produces. The thermal design must also cater for the variation in
solar illumination during the year.

In gcostationary orbit, a satcllitc is oricntated with its solar arrays north-
south and the payload antennas pointing towards the earth. Effectively, the sun
appears to rotate around the satellite’s ¥ and z faces throughout the day, and
thus the y walls are not directly illuminated, except at the solstices where one or
other of the y radiators is obliquely illuminated.

Thercfore, all cquipment with high hcat dissipation is mounted on the y
radiator walls, with low-heat-dissipating equipment mounted on either the x or ¢
faces, depending on the layout requirements. To reduce the heat input from the
sun onto the y walls even further, second surface mirrors (SSM) arc mounted on
the y radiator walls to reduce sun absorbance and increase their emittance.
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Payload units that are mounted on the y radiator walls include high-power
amplifiers (TWTA 4 SSPA) and output multiplexers (OMUX). LNA that are
required to be kept at low temperature are also mounted on the y radiator walls
in a separate cool area.

In order to take full advantage of the available radiator arca, thermal
doublers and heatpipes are used to spread localised heat sources over a larger
area. Heatpipes can either be surface mounted or embedded within the structure
walls. They function by cvaporating a fluid within the heatpipe, removing the
heat which is forced by pressure along grooved ducts. On reaching the cooler
part of the pipe, the vapour condenses and the heat is r¢jected. Ammonia is
commonly used as the fluid.

To isolate the spacecraft from the external, widely varying, thermal environ-
ment extensive use is made of multilayer insulation (MLI), particularly on the x
and z faces of the satellite, and on the y walls where excess radiator area is not
utilised.

Heaters are used in conjunction with thermostats to maintain the temperature
of equipment above a minimum threshold. They maintain the temperaturc of
the thrusters mounted outside the structure, as well as the tanks and pipework
within the satellite, to above that of the propellants’ freezing point. Also within
the satellite box, the walls and unit faces arc painted black to cqualisc the
internal temperature. Figure 13.18 shows the thermal design of a satellite.

Promising new developments include capillary-pumped loops (CPL) which
usc capillary action to remove heat from one location to another via flexible

black paint

MLI white paint

heat pipes
black paint

MLI

MLI

heaters second
MLI surface mirrors

MLI

Figure 13.18  Thermal design of a satellite
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pipes and can be used to precisely control the tempcerature of a unit, regardless
of location, allowing more flexibility in unit positioning. Radiators which deploy
in orbit arc also being developed to increase the available radiator area for
higher power missions without having to oversize the overall structure.

13.5 Future large geostationary mobile communication
satellites

Although considerable attention was focused on constellations of mobile satel-
lites to provide global coverage in the early 1990s, e.g. Iridium, the satellite
industry has more recently started to look again at providing handhcld mobile
communications from geostationary satellites.

This is of particular interest to large countries or regions which want true
handheld mobile communications services provided by satellites under their
own control but which do not want, or cannot afford, to operate a global constel-
lation.

Several key developments have made it more {easible (o provide mobile com-
munications from a geostationary satellite. These are:

e development of large unfurlable mesh antennas with diameters of 12 m and
above (mainly in the USA);

e development of larger launchers including: Boeing Sealaunch, Proton M
and Ariane V with increased mass capability into GTO (five tonnes and
over);

e dcvelopment of larger satellites to take advantage of improved launcher per-
formance including Matra Marconi Space’s EUROSTAR 3000, Hughes’ HS
702 and Lockheed Martin’s AS2100;

e maturity of gcostationary satcllitc design for mobile communications e.g.
INMARSAT 3 and AMSC,;

e development of wideband and narrowband processors (DSP);

s development of compensation techniques to counteract echo in geostationary
satellite mobile links.

Providing mobile communications from a geostationary satellite requires
designs capablc of supporting payload masses of up to 1000 kg and payload
powers up to 8 kW. This leads to satellites with masses in the range of four to five
tonncs and clectric propulsion for station keeping, making them the largest satel-
lites yet seen in the commercial industry. The designs have high heat dissipations
mainly from the SSPAs and payload processors which require new thermal
concepts, utilising capillary-pumped loops as well as deployable radiators.
Large unfurlable antennas of the order of 12 15 m diameter are required (o
achieve the link budget for the small mobile handsets with limited EIRP and
G/T . The limited frequency spectrum allocated for mobile systems requires high
frequency reuse with a large number of spot beams. Designs with both one
combined or two separate transmit and reccive antennas arc being considered,
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Figure 1319 Example geostationary mobile communication satellite

although there are concerns that passive intermodulation (PIM) could cause
problems with a single antenna solution at L-band. Figure 13.19 shows one
example of a geostationary mobile communication satellite design.

The large complex processors required for channclisation, routing and
shaping of the spot beams have not been flown on commercial satellites before.
Since their power and, to a lesser extent, their masses are a critical function of
the application-specific integrated circuit (ASIC) technology used, the satcllite
design must incorporate large margins in both mass and power (o avoid
excessive satellite growth during the programme.

13.6 Launch vehicles

13.6.1 General

A widc rangce of launch vehicles is available to satellite users and manufacturers.
Table 13.7 shows a selection of current launchers which arc illustrated in Figure
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Table13.7  Launch vehicles
Vehicle Country  Launch site  Multiple GTO Operational
of payloads capability status
origin (kg)
Ariane 4 ESA Kourou yes (up to 2) operational
40 2050
42P 2840
44pP 3320
421 3380
441 P 4060
441 4520
Ariane 5 ESA Kourou yes (up to 3) operational
Single payload 6800
Dual payload 5900
Triple payload 5500
Delta 11 7925 USA Cape no 1870 operational
Canaveral
Delta HI USA Cape no 3810 operational
Canaveral
Atlas 2 USA Cape no operational
Canaveral
2A Block 1 3066
2AS Block 1 3697
2AR 3810
Proton D-1-e  Russia Baikonur no 2100 operational
(into GEO)
Long March 3 China Xichang no operational
3A 2500
3B 4500
3C 3500
Sea Launch  Russia/US on equator no 5250 Zenit3 vehicle
operational,
launch system
in development
H-2 Japan Tanegashima yes 4000 operational

13.20. It is the function of the launch vehicle to either inject the satellite into its
opcrational orbit, or into an intermediate or transfer orbit from where the satel-

lite’s own propulsion system can efficiently achieve the final orbit.

Owing to the limitations of chemical propulsion systems and the high energy

requirements for orbits suited to communications satellites, launching is a costly
business. Typically, a launch into gecostationary orbit can cost as much as the
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Figure 13.20  Selection of currently available launch vehicles

Table 13.8  Launch-site characteristics

Launch site Country Minimum achievable Easterly Launch-site
inclination for GTO (°) velocity latitude (°)
(m/s)
Korou French Guyana 7.0 436 52
On equator Pacific Ocean 0.0 465 0.0
Cape Canaveral US 28.5 409 28.7
Baikonur Kazakhstan 48.0 323 46.0
Tanegashima Japan 285 403 30.0
Xichang China 28.5 410 28.2

satellite itself. Currently, launch costs into orbits of interest to communication
satellites are in the region of $20 000 to $30 000 per kg of satellite mass. All ways
are therefore sought to minimise launch mass.

An important consideration to this cnd is the selection of the launch site. The
geographic location of the launch site largely determines the efficiency of the
launch process. For low-earth and gcostationary transfer orbits, the launcher
seeks (o maximise use of the earth’s spin rate to provide the necessary easterly
orbital velocity. For this reason a launch due cast, i.e. at a launch azimuth of 90,
is most efficient. Since the launch site must be in the resulting orbit plane, the
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Table13.9  Useable fairing diameter

Vehicle Useable fairing diameter (m)
Delta Il 2.74
Long March 3A 3.00
Atlas 2 3.65
Ariane 4 3.65
Long March 3B/C 3.65
Delta 1lI 3.75
Sea Launch 3.75
Proton D-I-e 3.82
Ariane 5 4,57

launch latitude defines the minimum inclination which can be achieved
without the usc of incflicicnt dog-leg manoeuvres in the ascent trajectory. Since
geostationary orbits are nominally at zero inclination, the closer the launch site
is to the equator the more efficient is the launch process. Furthermore, the closer
the launch site is to the cquator the greater the easterly velocity due to the
earth’s spin rate.

Table 13.8 shows the easterly velocity due to the earth’s spin rate and the
minimum inclination possible from a sclection of the world’s launch sites. Note
that the minimum GTO inclination is sometimes slightly different from launch-
site latitude. ‘This is due to trajectory constraints, range safety constraints and
multiple manoeuvres of the upper stage of the launch vehicle.

One way of reducing launch cost is to launch morc than one satellite on the
same launcher. Currently, Arianespace is the only commercial launch agency
which handles multiple manifesting of geostationary satellites. However,
multiple payloads are becoming the standard for launching constellations of
low-carth orbit communication satellites like Iridium, Globalsiar etc. For this
purpose special dispensers are used.

The disadvantage with multiple payloads is that with only a single launch
window, transfer orbit optimisation for more than one mission 1s not possible.

The increasing demands made by communication service users mean ever
larger and more powerlul satellites, and thus heavier and morc capable launch
vchicles. Not only is greater payload capacity required, but greater payload
volume is also necessary to accommodate the large antennas which must now be
carried. Usable fairing diameter is gradually increasing; Table 13.9 shows the
trend.

13.6.2 Launch-vehicle interfaces

Most vehicles offer the satellite builder a small range of standard adapter struc-
tures which provide the interface between the satellite and the vehicle and carry
the separation system and umbilical harnesses. These are commonly known as
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the 937, 1194 and 1666 adapters, in ascending order of size; the number relates
to the diameter (in mm) of the interface ring. They all rely on the Marmon
clamp separation system in which the satellite and adaptor interface rings are
clamped together by steel blocks that are held in place by a tensioned metal
hoop band. When the band is severed, the blocks fly outwards and release the
interface rings. Positive separation velocity is achieved by the expansion of four
or more compressed springs. Typical scparation velocitics are in the range 0.5 to
1 m/s.

All launch vehicles impose certain environmental conditions upon the
satellitc which depend upon the characteristics of the vehicle and its ascent tra-
jectory. The satellite must, of course, be designed to withstand this environment.
By design, most vehicle environments are very similar, which makes it possible
for a satellite to be compatible with several launch vehicles with very little
penalty. The main elements of the environment arc:

axial and lateral loads— quasistatic and random;

thermal,

maximum acrodynamic flux at fairing jettison;

acoustic;

limitations on minimum satellite axial and lateral natural frequencies.

The task of matching a satellite to a launch vehicle in all respects is carried out
through a well ordered process of definition of requircments, analyses, compat-
ibility checks and reviews. This process runs in parallel with the satellite design
and build processes, and culminates in the flight readiness review that finally
releasces the satellite for launch.

13.6.3 Reliability

Of paramount interest to the user is the reliability of the launch vehicle. Not
only is a high reliability vital to mission success, it also has a direct impact on
mission cost both through the cost of insuring the launch and the satellite’s
operational lifetime.

Most manufacturers aim at a target reliability of around 95 per cent. What
they actually achieve is more variable. For geostationary orbit missions over 20
years to February 1995 the trend is remarkably consistent and is shown in Table
13.10 for each vchicle.

13.7 Commercial satellite programmes

13.7.1 Satellite procurement

This Section outlines the lifecycle of a satellite from its initial procurement,
through the design and development phases and onto its opcrations before
finally being in the graveyard at the end of its useful life.
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Table 15.10  Launch-vehicle reliability

Vehicle Reliability Comments

Ariane 4 0.96 over all missions up to flight no. 90
Proton D-1-e 0.96 over last 50 launches

Atlas 2 1.00 over last 16 launches

Delta 2 0.98 over last 50 launches

Zenit (Sea Launch) - 0.88 over all missions, and over ten years
H-2 1.00 three launches only

There are two main approaches to satcllitc procurcment:

e delivery on the ground, where the satcllite is supplied to the customer and
the customer arranges for the satellite to be placed into geostationary orbit;

e delivery in orbit (DIO) where the satellite is delivered fully tested in orbit,
with the supplicr arranging for the launch-vehicle procurement, the
insurance of the launcher and satellite, the delivery of the satellite to its
onstation location and its testing and commissioning.

In addition to the procuremcnt of the satellite, the customer may require
supply of ground-segment equipment to control and monitor the satellite
including the TCR control station(s), communication subsystem monitoring
equipment (CSM) and any specific in-orbit test (IOT) equipment.

The customer usually procures a satellite through the issuing of a request for
proposal (RFP) to the main satellitc supplicrs, which defines key factors such as:
the communication performance, life of the satellite, launch date and the orbital
slot from which the performance criteria must be met. In addition, this defines
the deliverables including documentation, the satellite testing requirement and
quality-assurance programme to be followed. The proposals are submitted to
the customer and, after a technical and commercial evaluation, the selection of
the preferred satellite supplier is made.

Figure 13.21 shows a typical lifecycle from contract award to end of the satel-
lite’s operational life.

15.7.2 Satellite development

Once the contract between the customer and supplier has been issucd, the
satellite design and development phase can begin, also known as phase C/D. A
preliminary design review (PDR) is usually held as soon as possible to agree the
requirements for the satellite design, sweeping up any changes requested by the
customer. After the PDR the satellite build can begin, high-reliability parts are
procured and orders placed for any subcontracted equipment not built within
the company.

As the satellite structure is manufactured, the panels and cone cylinder arc
assembled into a communications module (CM) and a service module (SM).
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Figure 13.21  Typical satellile lifecycle

Thermal finishes are applied as appropriate, which may include fitting thermal
doubler and heatpipes to the structure panel(s) underneath where the units will
be attached. As platform units become available they are attached to the SM,
similarly with the repeater equipments being attached to the CM. Where sub-
stantial development of units 1s required, an engineering qualification model
{EQM) is built first which proves the design, although it may not include any
redundancy or high-reliability parts to reduce costs. Once the EQM has been
built a flight or prototype flight model is built and used for the flight or
prototype flight satellite. The amount of new development and complexity of the
payload affects the length of a programme which varies from about 24 months
for a satellite requiring little new development to over 36 months where substan-
tial development is required.

A number of other major programme reviews are held including: the
satellite critical design review (CDR) where the specified requirements are
confirmed by analysis and the satellite design is frozen, the test readiness review
{(TRR) which occurs before environment testing is begun and confirms that all
the flight units are fitted to the satellite and the flight readiness review (FRR)
which occurs before the satellite is launched, confirming that both the satellite
and the launcher are ready for launch.

The installation of equipment onto the satellite is performed by assembly, inte-
gration and test engineers (AI'T) who, working in a clean-room environment,
arc responsible for the build quality of the satellite. In addition to attaching the
units to the structure, they help (o install the harness to power the units as well as
the databus to control the units. Once the SM and CM are fully populated, the
two modules are integrated and environment testing of the complete satellite
can begin. This involves taking the satellite to special facilities which can
simulate the cnvironmental conditions both during launch as well as in orbit.
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For example, thermal vacuum cycling is performed to simulate the worst hot
and cold cases predicted, after which clectrical performance is tested to ensure
there has been no change in performance. Other tests include: vibration tests,
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Figure 1322 The AIT phase of a typical salellile programme
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electromagnetic compatibility tests, RF performance tests and deployment
tests. '

Once this testing has been performed the satellite is dclivered in its flight-
ready state to either the customer. on the ground or sent to the launch site for
dclivery in orbit.

13.7.3 Launch and early-orbit operations and in-orbit test

During this phase the satellite is injected into a geostationary transter orbit by
the launch vehicle with the satellite itself providing the nccessary orbit-raising
manoeuvres to reach geostationary orbit under ground control. Once the launch
vehicle has lifted off, the satellite LEOP team must wait until the satellite has
separated from the launcher and the automatically initialised routines have
been run before they can be sure that the satellite has survived the launch.
Aulomatic routines are performed to initialise the TCR subsystem so that it
can transmit tclemetry and receive telecommands; the other electrical sub-
systems are powered so that the array panels, once deployed, can supple-
ment the batteries, which have been the only source of power since launch, and
the oricntation of the satellite can be determined using the attitude-control
SENSOrs.

Once the initial safety of the satellitc has been verified, the satellite’s perigee
must be raised from its initial altitude of about 200 km to geostationary hcight
while removing any inclination. For a bipropellant propulsion subsystem this is
performed by a number of LAE burns with the final burn parameters being
chosen to place the satellite in a near geostationary orbit or drift orbit to allow
the satellite to drift towards the final onstation longitude.

To support this phase, a LEOP control centre is used which is networked to
a series of TTC earth stations to permit reccption of tclemetry/transmission of
telecommands to the satellite during LEOP. Control stall' work in shifts to allow
24-hour operations support during this phase.

To ensure correct operations hefore the satellite’s operational life begins, an
in-orbit test programme is used to fully test the satellite’s payload and also the
correct operation of the satellite subsystems. This, as a minimum, tests each
transponder path through the satellite (prime and redundant) before handover
to the customer is accepted.

Special ground test facilities are required to test cach transponder’s perfor-
mance by uplinking the individual channel communication frequencies and
verifying that the received signal is within the required performance. The
coverage provided by the antenna is also tested by performing cuts through the
antenna-gain patterns and verifying the coverage. After this phasc has been
completed, the equipment can be uscd for communication subsystem monitoring
(CSM) which allows monitoring of the satellite’s communications performance,
ensuring that only authorised users are accessing the satellite transponders.
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13.7.4 Satellite operations

Typically 24 to 28 months after the satellite contract is signed, the satellite is
ready to start earning revenuc for its investors. Satcllite operational lifetimes of
12 ycars are commonplace, and this figure may include part of the life being
spent in an inclined drift orbit where the satellite payload continues to function
but the satellitc propellant is finished, and the satellite is no longer able to
correct the inclination drift which it experiences. Although satellite lifetimes of
15 and even 20 years will become common, there is a limit to the usefulness of
increased lifetimes owing to the improvements in satellite payload technology as
well as the impact which increased lifetimes have on the satellite’s design
(increased redundancy, increased radiation dose, thermal cycling etc.).
Major operations during the life ol a satellite include:

e north-south and east-west station keeping where the satellite’s natural drift
is compensated for by using onboard propecllant;

e cclipse operations where the battery must supply power during the
equinoxes with each eclipse season lasting for 45 days and occurring twice
per year;

e thermal operations; during the year the satellite experiences seasons as the
sun position varies, requiring heaters to bc switched on or off, also,
throughout the satellite’s life the performance of the second surface mirrors
degrades leading to a general warming of the satellite;

e payload switching, owing to cither switching of traffic between coverages or
to a payload failure and switching over to a redundant unit.

In the past telecommands were sent by ground controllers to a satcllite one at a
time, sent back to the ground in telemetry for verification, before being executed
on board the satellite, this process being a very time and labour-intensive
operation. Nowadays the purchaser may own a flect of satellites, so methods of
rcducing the operational complexity are being investigated in order to maintain
the same number of ground stafl’ while increasing the number of satellitcs under
their control. Therefore, operations arc having to become more automatic,
either using expert systems on the ground or via limited autonomy on board the
satellite, e.g. use of time tagged commands. The ground opcrator must now
perform more valuc-added tasks, e.g. scheduling of payload traflic switching,
while still actively monitoring critical operations on board the satellitc and
reacting to any anomalous situations.

Finally, in order to make way for a replacement satellite in the increasingly
crowded geostationary arc, once a satellite has served out its uscful life it is
switched off and put into a graveyard orbit, at a slightly higher altitude. In order
to do this, accurate calculation of the onboard propellant is required throughout
the satellite’s life, to permit graveyarding while there is still a sufficient
quantity.






Chapter 14
Payload engineering

D.R. O’Connor

14.1 Payload definition

A communication satcllitc payload is the system on board the satellitc which
provides the link for the communications signal path. Traditionally, this link
was between two ground stations but present-day payloads now provide not only
for this link but also can provide interconnectivity for a large number of mobile
users directly o each other or via the ground stations.

Payloads are providing this extra functionality to meet the needs of morc
mobile populations, rapidly changing traffic demands and variable operational
scenarios. To do so they have become more complex and more powerful, which
has become possible through advances in technology, reducing the mass and
power consumption of the electronics cquipment for a given level of functionality
or performance.

14.2 Payload function

The primary and most fundamental functions of the payload arc to receive and
filter the uplink signals and provide frequency conversion and amplification of
the signals for retransmission, thus satisfying the requirements for the uplink
G/ T, the downlink EIRP and the system frequency planning. In addition, the
payload must provide minimum C/N; degradation, variability of the high-gain
amplification, channelisation for efficient, linear amplification and processing
and high reliability in functionality. With modern payloads flexibility is
provided using digital and/or analogue processing and connectivity for routing
traffic between beams.
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14.2.1 Amplification

Consider the link budget for an end-to-end satellite link. Figure 14.1 shows
such a link graphically. The vertical scale is signal power level (relative (o
isotropic where appropriate). This particular graph is a hypothetical
30/20 GHz system, but the overall shape is the same for all satellite links. It can
be seen that the high ground-station transmit EIRP is reduced by a large uplink
path loss. The effective gain of the satellite receive antenna increases the
effective signal level to around —100 dBW at the input to the repeater. Working
through the downlink budget in a similar way shows that the power level at the
output of the repeater may have to be around +20 dBW.

It is worth noting that the downlink path-loss is dependent only on
frequency and orbital height, neither of which is usually a parameter that can be
chosen by the payload designer. Similarly, the carth-station size and perfor-
mance are usually predefined. The payload designer may be able to adjust the
antenna gain to some extent, but will be limited by the maximum sizc which the
satellite or launcher can handle. Whatever the details of the budget, these con-
straints mean that the repeater will be required to provide around 110 to 130 dB
of amplification. Furthermore, this amplification must produce acceptably low
levels of distortion.

14.2.2 Frequency translation

The limited size of the satellite bus means that the transmitting and receiving
antennas will be close to each other. In fact, in fany systems these items of
cquipment arc onc and the same piece of hardware. In either instance there will
be some degree of electromagnetic coupling between transmit and receive. The
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Figure 14.1  Example 30/20 GHz satellite system
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best isolation that can be expected at a given frequency is about 100 dB (i.e.
one part in 10" of the transmi( signal will leak back into the receivc antcnna).
We have said that the repeater must have a gain well in excess of 100 dB, thus
this transmit leakage will be larger than the desired uplink signal. This 1s clearly
an unstable situation and the repeater would oscillate uncontrollably if this
feedback were not prevented.

The solution adopted is to use different frequencics for transmitting and
receiving. The unwanted transmitted signal can then be reduced to an accep-
table level by frequency-sclective filtering, leaving the desired uplink signal
untouched. Thus the satellite repeater must incorporate a frequency translation
somewhere in its amplification chain.

14.2.3 Channelisation and on-board processing

In fixed satellite service (FS8) and direct broadcast service (DBS) payloads
channelisation is required to limit the number of signals through any one
amplifier and so prevent intermodulation products from degenerating the
quality of the signals. Channelisation provides a means for eflicient amplification
of the signals limiting the effects of the nonlincar properties of the higher power
amplifiers which generate the intermodulation products. In payloads where
there arc multiple-beams antennas, as in mobile satellite service (MSS)
payloads, the channelisation scheme allows routing of the signal through to the
correct beam.

Channclisation is provided by highly selective filters. In FSS and DBS
payloads these are physically large items having a demanding specification with
respect to channel isolation. In multibeam operation it is advantageous to
provide switching of channels to increase bandwidth to mect the needs of
increased traffic patterns. Some limited onboard processing is provided in
analogue signal proccssors as used in the INMARSA'T 3 MSS payload. In this
payload SAW filters are used in the processors for channelisation with the
switching between channels provided by GaAs FET monolithic integrated
circuits (MMIGs).

Complete connectivity can only be provided by complex digital processors.
These processors recover or regenerate the baseband information from the
microwave signal by demodulation. The digital bascband signal is then
switched, processed and routed to the appropriate output where it is modulated
onto a microwave carricr at the downlink frequency. These payloads, therefore,
are sometimes called regenerative compared with the conventional, transparent
payloads which opcrate irrespective of the modulation schemes used.

14.3 Payload constraints
The payload designer must fulfil the functions outlined in Section 14.2 within

the constraints imposed by the space environment and by the limitations of RF
and baseband hardware. The most important of the constraints arc as follows.
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14.3.1 Mass

Payload mass minimisation is perhaps the most all-cmbracing design criterion.
Any increase in payload mass may result in a significantly heavier spacecraft.
This will have a direct conscquence on manufacture and launch cost and hence
service viability. For Ariane 5, a launch cost coefficient of around $30 000 per kg
is quoted. A typical modern communications payload may weigh in excess of
300 kg with figures increasing to between 700 and 900 kg in the near future.

14.3.2 Power consumption

The satellite bus (structurc) is capable of providing a certain amount of elec-
trical power from its solar arrays (or batteries during eclipse). The payload will
be allocated the greater amount of this power, usually 300 600 W. Each piece
of equipment in the payload is designed to minimise its power consumption, but
the most important items are the high-power amplifiers which consume the bulk
of the allocation. The cfficiency (RI output power divided by DC consumption)
of the chosen high-power amplifier will critically determine the number of
channcls which a payload can provide. Also, it must be remembered that any
power not emitted as RF will manifest itsclf as hcat, complicating thermal
design.

14.3.3 Thermal control

Many electrical performance parameters of a payload are tempcrature
dependent. Thus, in order to keep performance fluctuations as small as possible,
payload temperature must be controlled. The payload, usually mounted in the
interior of the satellite, does not see the extremes encountered by external
equipment but is noncthcless required to operate over a wide temperature range
(typically 50°C). Internally-generated heat must be carried away to prevent
any undue temperature rise, as this may have a prejudicial effect on long-term
reliability and a system noisc-figurc performance. For this reason, low-noise
equipment is mounted as [ar as possible from major heat sources, such as high-
power amplifiers.

14.3.4 Transmission requirements

Up to now it has tacitly been assumed that the required 120 dB repeater gain is
applicd uniformly to all parts of the required bandwidth. In fact, microwave
equipment is seldom completely flat across any appreciable bandwidth. Active
equipment (such as amplifiers) often intrinsically has more gain at one end of the
operating bandwidth than at the other. Passive equipment (such as filters) relies on
resonance or electrical path-length effects which are both frequency dependent.
Further, imperfect matching between microwave elements causes interfering reflec-
tions, resulting in a gain ripple across the bandwidth. Careful design can go a long
way towards mitigating these effects. Gain slopes in some equipment can
be cancelled by equal and oppositc slopes in others. If a significant
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residual slope remains, special gain-slope equalisers can be introduced. The
payload specification usually defines the required level of gain flatness.

The delay time encountered by a microwave wavefront when propagating
through a payload (known as group delay) would also ideally be frequency inde-
pendent, and again practical equipment does not perform ideally. Payloads
typically require the maximum group-delay variation to bec a few nanoseconds
across the requircd bandwidth. Group-delay variations in different parts of the
payload can sometimes be cancelled out. However, a group-delay variation
across bandwidth which is then followed by a nonlincar process (e.g. saturated
high-power amplification) cannot be cancelled out by equal and opposite varia-
tions subsequent to the nonlinear process.

The transmission characteristics of the power amplifier itsell are also
important. One byproduct of nonlinear amplification is the phenomenon of
AM/PM conversion whereby any amplitude modulation present at the
amplificr input is converted to phase modulation at the output. The extent to
which this happens is dependent on the detailed design of the power amplifier
and on its input signal level. A typical payload specification will allow a few
degrees of spurious phase modulation to result from one dB (peak-to-peak)
amplitude modulation.

14.3.5 Noise

Noise sources in payloads are generally divided into phasc-noisc and thermal-
noise contributions, although both types are, in fact, thermal in origin. The phe-
nomenon of multipaction is also mentioned here as it results in a high levcl of
broadband noisc. Payload noise will directly add into the overall satellite link
noise and 1s usually rigorously specified.

Noise-temperature calculations for thermal noise are dealt with in Chapter
11. A good payload design will have equipment with a low noise figure near the
front end. This means front-end losses must be minimised. Further into the
repeater (after about.30 dB of gain), thc equipment noise figure has very little
effect on overall link noise and design 1s dominated by other considerations. The
first amplifier in a payload chain is termed the low-noisc amplifier (LNA) and its
performancc will define the overall payload noise figure. It must be remembered
that a satellite antenna is generally looking at the warm earth at a tempcrature
of approximately 300 K, and so receives an appreciable amount of input thermal
noisc. Thus, there is little point in demanding satellite LNA noise figures below a
certain point, as input noise dominates.

Phase noise is effectively unwanted phase modulation on a signal and can be
viewed as spurious sidebands on a wanted carrier. An ideal local oscillator is a
fixed single-frequency source, but in reality there is always some rapid fluctua-
tion around the nominal frequency. This fluctuation will be passed, via the
frequency-conversion process, into the signal path. A saturated amplificr will
also increase the phase noise of a signal passing through it. The overall level of
phase noise will affect the signal-to-noise ratio of the satellite link. The exact
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mechanism is dependent on the modulation scheme, but a rule of thumb that
phase noise should contribute about onc per cent of the overall effective link
noise is often used. Once the overall maximum repeater phase noise level has
been specified it must be apportioned between the local oscillators and any
saturated amplifiers. Higher-frequency oscillators gencrally have a higher phase
noise associated with them. A typical phase-noise specification will define
maximum sideband levels, relative to the carricr, at a certain frequency displa-
cement from the carrier. This specification is frequently the key design driver for
the payload local oscillator.

One final source of payload noise that should be mentioned is noisc resulting
from multipaction. Unlike thermal and phase noise, multipaction is a
breakdown mechanism and can be avoided entirely by carcful design. It occurs
in high-power microwave equipment operating in a vacuum. Free electrons
present in an evacuated cavity arc accelerated by an electric field. If this field is
sufficiently intense, each electron will liberate more than one secondary electron
when it collides with the cavity wall. A reverse in the electric field will then accel-
erate these secondary electrons towards the opposite side of the cavity where
more electrons are liberated. If the frequency of the electric field is such that syn-
chronism is maintained between clectron transit and field reversal, then an
avalanche breakdown occurs. The resulting broadband noise may render the
equipment unworkable and sustained multipaction leads to permanent physical
damage. Multipaction can be avoided by ensuring unwantcd cavities {e.g. voids
-in solder connections) do not occur and necessary cavities (e.g. in microwave
filters) have dimensions such that multipaction does not occur at the operating
frequency.

14.3.6 Spurious signals

The ideal payload would simply amplify and translate the frequency of the
uplink signal. In reality, as we have seen, there is always the addition of some
amount of thermal and phase noise. As well as this broadband noise, there are
also a number of mechanisms whereby discrete spurious (unwanted) signals arc
introduced into the transmission path by the payload.

Perhaps the most important of thesc is intermodulation distortion. Linear
equipment may be characterised by the equation:

Sout = aSin (14.1)
where

Sou = output signal
Sin =input signal = A4 sin(w!)
a =transfcr characteristic (gain or loss)
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In reality, equipment is rarely completely linear. A more general expression,
allowing for nonlinear bchaviour, is:

Sout = a18in + aQS? + aﬁs‘g + d4S-4 + - (142)

i i m .

where
a, = transfer cocfficicnts

It can be seen that if S;, is small, the first term dominates and the expression
reverts to the linear case. This is a valuable general result. In small-signal cases
(generally near the input of the repeater) equipment can be treated as linear,
but as the signal level rises, nonlinear effects must be considered.

Intermodulation distortion results when two or more carriers pass through
nonlinear equipment. In a two-carricr casc:

Sin = Asinw ¢ = Bsin wqt (14.3)

where @ = angular frequency.

Substituting in eqn. 14.2 and cxpanding the sinusoidal terms shows that an
infinite range of frequencies will be generated. These will comprise the two
original frequencies, @; and @y, plus intermodulation products of the form
nw) +mw, where n and m are integers. High-order products (m+n> 3) are,
however, relatively small in amplitude and can often be ignored. Using the
nonlinear transfer expression only as far as the third-order term yiclds output
frequencies w,, @y, 2w, 2y, 3Wq, 3wy, 20, — Wy, and 209 — ;. The first two of
these frequencies are the desired outputs, the next four are well outside the
operating bandwidth of the equipment and can be ignored and the last two
terms are the third-order intermodulation products and are usually within the
operating bandwidth. Not only arc these the principal spurious frequencies
encountered in a satellite repeater, but their level (/3) compared to the desired
output level (C) is used as a figure of merit to define the linearity of a piece of
cquipment.

Unlike the noise figure, (/15 ratio depends on the output power of the device
or equipment. As (/is proportional to thc wanted signal level and 5 proportional
to the cube of this, when the output power of an item rises by 1 dB the C/I5 value
drops by 2 dB. Thus by knowing the C'/5 at any given power, the (//3 at any
other power can be evaluated.

When a series of items are put together, the total C'//3 is calculated using the
following expression:

(), ()~ (), + (), -
I3) o \I3/) ys I3/ 4

All C/I; must be cxpressed in lincar terms.
When converting between C//; in dB and linear terms, the expression:

C/1; dB = 20 log{[C/I5]lin}

is used.
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This is different from the usual 10 log expression since intermodulation
products often add coherently.

Intermodulation products are usually associated with active equipment, but
passive devices such as connectors and filters can gencrate them, particularly
when high powers are involved. Passive intermodulation products can be caused
by any nonlinear process, but oxide layers on metal-to-metal interfaces or
saturated ferromagnctic materials are frequent causes.

Another major source of spurious signals in a payload is the local oscillator.
The frequency-conversion process will produce the input frequencies plus or
minus the local oscillator frequency. Only one of these two products is required,
the other is filtered out, but some residual spurious signal usually remains. Also,
the local oscillator fundamental and its harmonics may break through into the
RF chain. Finally, the frequency-conversion process can be viewed as not being
entirely effective, as some amount of signal may pass through unconverted and
become a spurious component. The level of all these signals should be assessed
by analysis during payload design and appropriate levels of filtering intro-
duced.

14.3.7 Reliabiluty

Until recently satellite payloads were required to operate to specification in
orbit for seven-and-a-half years. A thirteen or fifteen-year lifetime requirement
is, however, now the norm; future systems may have to last cven longer. The
reliability requirement is usually specified as a probability of survival over the
full mission lifetime. A 90 per cent probability is typical for a payload, and
mecting this requircment is fundamental to payload design.

The reliability of an electronic component may be characterised by its
failure rate A, often expressed in FI'T'S (failure instances in 10” hours). Typical
failure rates for space-qualified parts are given in Table 4.1, although actual
figures vary widely. Failure rates are related to reliability by the expression:

R=¢"T

where R is reliability and 7 is time (in appropriate units).

Table14.1  Typical failure rales for
space-qualified parts

Part FITS
Resistor 0.08
Chip capacitor 0.02
Field-effect transistor 1.00

Solder connection 0.10
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Active payload equipment may contain hundreds of electrical components
and the single equipment reliability over a ten-year lifetime is usually inade-
quate. In these instances, some form of redundancy is used.

If a singlc picce of cquipment has a rcliability R over a given time period,
the chance of a failure is (1 — R). If two identical redundant pieces of equipment
are used instead, then the chance of both failing is (1 — R)* and the chance of at
least one not failing is 1 — (1 — R)* = 2R — R2. Thus, for example, if the single
equipment reliability is 0.90 then the one from two redundant reliability is 0.99.
Similar expressions can be derived for other levels of redundancy.

In fact, the reliability performance improvement in redundant systems can
be even greater than this if the unit which 1s not being used is turned off. The
failurc rates of clectronic components arc often considered to decrease by a
factor of ten when not powered. This standby redundancy can only be used in
equipment where turn on, in the event of a failure, can be rapid enough not to
significantly interrupt payload operation.

14.3.8 Electromagnetic compatibility

The satellite payload is a very closcly integrated system. Llectromagnctic
emissions [rom one piece of equipment may adversely allect another. Maximum
emission levels are therefore specified for each piece of equipment to ensure the
whole system operates to specification when integrated. There are two types of
emission: radiated emission where free-space propagation can couple together
physically unconnected equipment, and conducted emissions where signals
travel through paths designed for other purposes (e.g. power supply, telemetry
and telecomand lines). Similarly, the susceptibility of equipment to these
emissions is specified. ‘

14.3.9 Ionising radiation

The background natural radiation level in geostationary orbit is more intense
than at the earth’s surface. Low-earth orbit is a still harsher environment.
Electronic components can be susceptible to damage by ionising radiation.
Analogue semiconductor devices show a loss in gain and an increase in
noise figure after sustained exposure to radiation. Digital memory chips can
spontaneously introduce errors in a radiation environment. Some components
are, however, much less susceptible than others. In gencral, the payload must be
constructed using only robust components and any soltware used must be
fault tolerant.

A radiation sensitivity analysis is performed during the payload design
phase. If the aggregated radiation dose which the components will receive over
the mission lifetime would cause an unacceptable performance degradation,
then some localised shielding can be introduced.
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14.4 Payload specification

The constraints outlined in Section 14.3 are detailed for any one satellite in a
payload specification document. This may bc hundreds of pages long, but a
summary example is presented in Figure 14.2 for a simple four-channel Ku-band

payload.

Maximum mass 55 kg
Maximum DC power consumption 500 W
Maximum thermal dissipation 400 W
Number of channels 4
Input power level (per channel) —100 dBW
Output power level (per channel) +14 dBW

Operating frequencies, MHz

Input Qutput
Channel 1 14000—14036 1200012036
Channcl 2 14040-14076 12040—-12076
Channel 3 14080—-14116 12080-12116
Channcl 4 14120—-14156 12120-12156
Thermal noise temperature 260 K
Phase noise level — 40 dBc at 100 Hz offset

— 70 dBc at 1 kHz offset
— 100 dBc at 10 kHz offset

Transmission requirements

Gain variation (with life, 1.5 dB
temperaturc)

Gain variation over any 0.5 dB

36 MHz

Group delay variation (with 3 ns
life, temperature)

Group delay variation over I ns
any 36 MHz

AM/PM conversion 5°/dB

Linearity C/I; with two 10 dB
nominal carriers

Reliability over ten years 0.9

- Figure 14.2  Example payload summaries specification
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14.5 Payload configurations

We have scen the functions that the satellite payload must perform and what
constraints the unique environment of space imposcs on the payload designer.
This Section shows how these considerations together drive the payload design.

Figure 14.3 shows the trivial case, which we will use as the starting point,
where the payload comprises a single transpondcr which is a simple connection
between the transmit and receive antennas. This does not meet the gain require-
ment of 110 to 130 dB.

Figure 14.4 introduces the necessary gain in one block. If we assume that this
amplifier is rclatively broadband it will amplify the full range as rcccived
signals— wanted and unwanted uplinks as well as the full spectrum of noise.
Thus, very little of the satellite power will go into amplifying the desired signal.
This is not an efficient situation.

Figure 14.5 introduces an input filter. This only permits a relatively narrow
spectrum of signals to enter the amplifier, allowing it to function primarily on
the wanted bandwidth. We must now consider the question of frequency transla-
tion. In Figure 14.5 wc have a forward gain of, say, 120 dB and a feedback
isolation of only 100 dB (see Section 14.2.2). Thus, the overall loop gain is
+20 dB. This configuration would clcarly oscillate.

Figure 14.6 introduces a frequency translation. The required 120 dB of gain
is now provided for signals received at f, and transmitted at f;. Transmitter
leakage at f; may enter the receive antenna but will be rejected by the input
filter which is tuned to pass only signals at frequency f,.

UPLINK DOWNLINK
Lol < L
f RECEIVE ANTENNA TRANSMIT ANTENNA
Figure 14.3  Single transponder providing connection between Iransmil and receive
antennas
-2 [\ < -
f L f
120 dB gain
Figure 144  Gain introduced in one block
loop
+20dB
z [
—_ ~ —_—
f L | f
input 120 dB gain

filter

Figure 14.5  Introduction of input filter
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Figure 14.6  Introduction of frequency translation

The frequency-translation cffect is implemented by feeding a microwave
mixer with the uplink [requency and an onboard generated CW signal (at
frequency f;,) produced by a local oscillator unit.

Thus, the configuration of Figure 14.6 provides the basic transponder
functions of amplification and frequency translation. The next refinement to be
considered 1s the post-frequency translation filtering requirement. The output
on the mixer will contain the products f, +/;, and /, — f,. Only one of these
signals 1s wanted (usually f, — f,, as downconversion is more common on satel-
lites than upconversion); the other must be filtered out. Thus, a new filter must
be introduced after the mixer. At this point in the transponder there has already
been an appreciable amount of signal gain and hence a small amount of loss is
not noise critical. This new filter can therefore have a significant loss without
affecting the overall transponder noise figure. Because this constraint is relaxed,
the post-mixer filter can be used to provide other filtering requirements as well
as rejection of unwanted mixing products. Group-delay equalisation and the
rejection of breakthrough frequencies are often also performed at this point in
the transponder.

There is one more important filtering operation to be performed  that of
rejection of the image frequency.

We have said that the uplink, downlink and local-oscillator frequencies are
related, in a downconverting transponder, by the expression:

Ja=Ju =i
but there also exists a frequency f; such that:

Ji =Jut S

Signals which enter the transponder at frequency f; (spurious signals and noise)
will be translated in the mixer into the products f; + f, and f; — fi,. The latter
can be rejected by the post-mixer filter but the former is in the required
passband at frequency f;. Thus, only one of the image frequency products can be
rejected after the mixer. Rejection of the other must be performed by the input
filter rejecting f; in the first place.

I'igurc 14.7 shows the transponder, now with two distinct filters. The first is
the input filter with a passband around f, rejecting the image frequency and pro-
tecting the input amplifiers, and the second is the post-mixer filter with a
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Figure 14.7  Transponder with two distinet fillers

passband around /;, rejecting the unwanted mixing products and also perhaps
performing group-delay equalisation.

At this point it is necessary to consider the distribution of the gain in the trans-
ponder. Signals passing through the mixer and the succeeding filter will suffer a
loss of about 10 dB. Thus, the amplifier must provide at lcast 10 dB more power
than is necessary for the downlink. Clearly, it would be sensible to have gain
after the mixer where all the power available could be transmitted. The entire
gain requirement cannot, however, be moved to after the mixer as an appreci-
able amount of gain is necessary prior to any losses in order to minimise
transpondcr noisc.

Figure 14.8 shows a solution whereby the gain is split into two segments,
each side of the mixer. Details of the gain distribution between the two segments
vary greatly from satellite to satellite. However, since gain at high frequency is
generally more difficult to achieve than at a lower frequency, the bulk of the
amplification is usually performed after the mixer (f, > f;) with only about 30—
40 dB before the mixer in a low-noise amplifier (LNA).

Looking now in detail at the post-mixer gain it can be seen that about 80 dB
1s necessary. This is a very wide power range and is best handled by two distinct
amplifiers. These are usually termed the channel amplifier and high-power
amplifier (HPA).

Figure 14.9 shows this split. The high-power amplifier must provide the
required transponder output power and usually has a gain of around 40 dB. The
overriding importance of efficiency in the HPA means that the other functions
cannot usually be implemented in this equipment. The channel amplifier,
however, operates at a much lower power level and can afford to have a poorer
efficiency. Similarly, the channel amplifier does not require a low noise figure as
the transponder noise performance is determined by the LINA. Thus, this
equipment is often used to provide other functions, such as gain control.

1
2R
2R

I
> E e
~
output
filter

Figure 14.8  Gainis split into two segments, each side of mixer
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Figure 14.9  Channel amplifier and high-power amplifier split

HPAs operate at maximum efficiency near saturation where their linearity is
poor. Most transponders operate in a nonlincar mode to some cxtent to improve
efficiency and this results in spectral spreading (i.e. the output signal bandwidth
is greater than the input signal bandwidth). This can cause cochannel interfer-
encc if some form of filtering after nonlinear amplification is not introduced.

Figure 14.10 shows this output (ilter. This payload confliguration now
performs all the required major tasks and would provide a single-carrier
satellite link.

In practice, the payload will need to operate on many carriers.
Intermodulation distortion often prevents more than onc carricr being
amplified in single high-power equipment. Low-power equipment, however, can
operate effectively in multicarrier mode. Thus, at some point in the payload,
channclisation is required. This splitting is achieved by separating carriers by
frequency onto different paths, a bank of filters known as a demultiplexer. The
demultiplexer also defines the exact channcl bandwidths; individual demulti-
plexer filters are often known as channel filters. Each channel is then amplified
separately prior to recombination after the HPA in another bank of filters
known as the output multiplexer. The output multiplexer filters often also
perform the filtering functions of the output filter. Figure 14.11 shows such a mul-
tichannel payload.

The rcliability of the system must now be considered. Each piece of
equipment in Figure 14.11 is a single point failure, as any mallunction would
prevent the entire transponder channel from operating. This is not a satisfactory
situation for a system which is required to operate for many years without main-
tenance. Reliability is improved by introducing redundancy.

Figurc 14.12 shows the system with standby units introduced. The input filter
and demultiplexer are reliable units and are not redundant.

The LNA is one from two redundant. The input redundancy connection is
achicved with a switch, as low loss is important. The output connection is

S f)b 0.5
— 7 g e o D
fy % A ez fy
output
filter

Figure 14.10  Introduction of oulpul filter
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achieved with a hybrid power combiner because the resulting 3 dB loss here is
not critical. The downconverter, post-mixer filter and channel amplifier arc
again onc from two redundant with hybrid splitters and combiners at each end.
The local oscillators may have their own redundancy. If the local-oscillator
frequency is the same for each channel, reliability can be further improved by
allowing interconnection between local oscillators on different channels.

The HPA is frequently the single most unrcliable item of payload equipment
and redundancy is essential. Unfortunately, HPAs are also very heavy and
numbers must be minimised. Figure 14.12 shows a three from five redundancy
scheme with switches at input and output. {Note that any two HPA failures still
allow three channels to operate.)

14.6 Typical configurations

Figure 14.12 shows a generalised satellite transponder configuration, suitable
for many applications. There are, of course, many variations on this design
suitable for different applications. For example, the positions of the downcon-
verter, demultiplexer and channel amplifiecr arc often interchanged. In
particular, because the frequency conversion has a large overhead in terms of
equipment requirements, the downconverter is usually located before the demul-
tiplexer. Some specific variations on Figure 14.12 are outlined in this Section.

14.6.1 FSS and DBS payloads

F'SS and DBS functionalities are typically provided by conventional, transparent
payloads and in many cases will be combined on a single satellite with common
(shared) antennas. An example is thc KOREASAT payload which is shown in
simplified form in Figure 14.13.

This payload has an antenna beamforming network which discriminates, by
polarisation, thc DBS and FSS signals. The input signals are fed from the beam-
forming network into separate receivers for each dedicated FSS and DBS
repeater. The receivers for the two repeaters are similar, having an integrated
low-noise amplifier, downconverter and local oscillator in each receiver chain,
with each chain being dual redundant.

From the receivers the signals arc fed to the input multiplexers which
provide the channelisation. For the DBS repeater there are six channels each
27 MHz wide and for the FSS repeater there are 12 channcls cach 36 MHz
wide. At the outputs of the input multiplexers are input switch networks which
provide the redundancy for the channel amplifiers and travelling-wave-tube
amplifiers (which arc the HPAs in this system). The requirement for the DBS
repeater is o provide a maximum of three channels at any time, so there 1s a six
for three redundancy of the amplifier chain. The FSS rcpeater has a flexible
redundancy arrangement where 16 amplifier chains are utilised to provide the
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Figure 14.13  FSS and DBS payload

total requirements for 12 operating. The output switch network provides the

necessary routing to the output multiplexer which recombines the channels onto
a single signal path to feed back to the beamforming network.
Typical characteristics of the payload are as follows:

mass =
power consumption =
frequency bands =

TWTA RF power =

EIRP =

G/T -

design lhifetime =

13.6 kg

1205 W

14.2 GHz receive/12.5 GHz transmit
(FSS)

14.5 GHz receive/11.6 GHz (ransmit
(DBS)

14 W (FSS)

120 W (DBS)

51.5 dBW (FSS)

61 dBW (DBS)

(6 dB/K (FSS)

15 dB/K (DBS)

[2 years
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14.6.2 Mobile and personal communications payloads

Mobile and personal communications systems are characterised by the use of
very low G/T and EIRP terminals, with handsets being the extreme example.
This, in turn, necessitates the use of multiple, high-gain, spot-beam coverage on
the mobile link in order to achieve the necessary link performance.

INMARSAT 3

INMARSAT 3 is a GEO regional system based on four satellitcs in geosta-
tionary orbit providing communication for sea, land or air mobile users. Each
satellite is of identical design providing a total of seven spot beams and onc
global becam per satellite. A simplified view of the satellite payload is shown in
Figure 14.14.

The payload has two information paths. The forward path receives the C-
band signals from the service provider’s fixed ground station and retransmits to
the mobile user over an L-band link. L-band signals from the mobilc user are
converted to C-band and retransmitted to the scrvice provider by the return
path.

To double the uplink bandwidth, the C-band signals to the satellite are circu-
larly polarised in two directions. The antenna system separates the left and
right-hand components and passes the signals to the receiver wherc they are
amplified and downconverted to L-band. The C-band receiver has two for one
redundancy for each of the polarisation signals.

From the C-band receiver the signals are fed to an IF processor which down-
converts the L-band signal to 160 MHz where SAW filters split out 40 discrete
channels. The outputs from the SAW filters are converted back to L-band and
fed to a cross bar switch which routes each channel to the sclected antenna
beam. The processor has a modular construction and contains a high degree of
redundancy.
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Figure 14.14 INMARSAT 3 payload
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The antenna beams are formed by a passive beamforming network which
takes the eight channelled beams (seven spot beams and one global beam) from
the one processor and creates the drive signals for the 22 antenna feed elements.
Each element drive signal is amplified by solid-state power amplifiers operating
in a three for two redundancy, before being routed through an output nctwork
to the antenna feed elements. This output network allows all 22 amplifiers that
are operating at any one time to equally share the total RI' power to the
antenna.

The return link from the mobile user comprises a similar 22 element-fed
antenna operating at L-band with cach clement having an associated dual-
redundant low-noise amplifier. A passive combiner takes the 22 separate signals
and reconstructs the return beams. The return IF processor reconstructs the
rcturn signal to be transmitted to the service provider via dual-redundant
upconverter/power amplifiers and a dual polarised C-band horn.

Future systems

New systems arc being designed and developed to provide for a large number
of mobile handset users. These systems may typically have 50 to 300 beams.
They may also provide a total global coverage via a number of satellites in the
lower ICO (intermediate circular orbit) or LEO (low-earth orbit).

To meet the requirements of these new systems, miniaturisation of all
cquipment and advanced digital signal-processing techniques will need to be
utilised. These have only become feasible recently owing to the availability of
chip and wire technology, GaAs MMICGCs, high-intcgration, radiation-hard,
application-specific integrated circuits (ASICs) and advanced software algo-
rithms to give sufficiently low mass and power consumption.

There arc two approaches to the design of digital onboard processors deter-
mined by the bandwidth of the mobile link beamforming: the narrowband
approach uses digital beamforming to routc capacity by beamsteering on a
channel-by-channel basis and the wideband approach uses spatial switching to
route capacity to beam parts and beamforming is performed by analoguc mcans
across the full bandwidth of cach bcam.

The trade off between narrowband and wideband processors depends
strongly on the mission requirements. For the narrowband casc, cach mobile
link chain operates on the full mobile link bandwidth, irrespective of the beam
bandwidth. In the wideband case, however, each mobile chain can potentially
be minimised according to individual bcam bandwidth. The choice, therefore,
depends on the number of elements, number of beams, the beam bandwidth and
the mobile bandwidth.

This can be explained further by considering in detail the two approaches.
Figure 14.15 shows the generic architecture associated with the narrowband
digital processor of the forward link of a mobile communications payload. The
incoming signal is firstly amplified and downconverted with antialiasing
filtering (AAF) to near baseband for A/D conversion. Digital demultiplexing of
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Figure 14.15  Payload showing generic narrowband processor archilecture

the feeder link band then divides the wideband signal into K separate signals
corresponding to granularity blocks which arc the smallest units of capacity
routable between beams. These are characterised by a bandwidth containing
single or multiple carriers each of which may typically carry a small number of
time-multiplexed user channcls.

The signals from the digital demultiplexer are in digitally sampled form,
sampled at a rate consistent with the individual granularity block bandwidth.
These may then have independent level control (LC) applied as a simple scaling
of the digital samples.

Each feeder link block signal has a scparate digital beamforming network
(DBFN) function, the purpose of which is to determine the mobile link beam
properties for that specific block. The block signal is split ; ways (where Nis the
number of clements for the phase array) and a complex weight multiplies
samples for each of the element paths to provide dmplitude and phase control.
To create a spot beam in a given direction for a given block, the weights would
be such as to create the required linear phase gradient across the phased array.
Thus, the beamforming is implemented at the decimated sample-rate character-
istic of the narrow bandwidth of the individual block, hence the term
narrowband beamforming.

The switch provides flexible mapping to the mobile link frequency slots. The
same phasc array is uscd to provide all the beams and therefore signals must be
combined for each antenna element. For blocks that are mapped to the same
frequency slot on the mobile link, samples are combined by simple addition in a
frequency reuse concentrator (FRC). Samples for all mobile frequency slots are
frequency multiplexed in a digital multiplexer. For a given phase-array element
multiplexer the number of the inputs is the number of slots in the mobile link
(not all necessarily occupied) and is less than & because of the frequency reuse.
The output is a sampled form if the full element signal is at a rate consistent with
the full mobile bandwidth.

Each element signal is D/A converted, antiimage filtered (AIF) and is upcon-
verted to RF and amplified prior to going to the phase-array antcnna clement.

The return link essentially involves the inverse functions. Within the return
digital beamforming function there is the requirement to add samples for a given
block following complex weighting. If dircct mobile to mobile channels are
required, a linkage is provided from the return link after receive beamforming
into the forward link path prior to transmit beamforming.
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Figure 14.16  Payload showing generic wideband processor architecture

Figurc 14.16 shows the generic architecture associated with the wideband
digital processor of the forward link of a mobile communications payload. In
this case the beamforming is implcmented using analogue techniques. This
offcrs the potential to significantly decrease the complexity of the digital proces-
sing relative to the narrowband approach if it is acceptable to limit the occupied
contiguous bandwidth of a given beam to be a relatively small fraction of the
overall mobile bandwidth. Such a limitation may be acceptable within certain
practical systems where the upper limit on beam traffic can be defined.

The signal flow is the same as for the narrowband case up to and including
the digital demultiplexing and level control of the feeder link blocks. Bcam
routing in this case is performed by explicit spatial switching of blocks to beams.
Flexible frequency mapping is included within the switch function using RAMs
to map between input and output time frames in the same way as for the narrow-
band architecture.

Digital multiplexing is on a beam-port basis. The dimension of the beam
digital multiplexer is detcrmined by the maximum contiguous bandwidth of the
beam and may be significantly lower than the dimension of the element-bascd
digital multiplexer of the narrowband approach which must cover the full
mobile bandwidth. .

Beam-port signals are D/A converted and upconverted to RF: upconversions
will, in general, be different between beams to place the beam band at the
required location within the overall mobile linkband.

Beamforming is performed using analogue technology using, for example, a
Butler matrix which can cfficiently generate the necessary phase gradients to
generate a uniform grid of beams.

14.7 Payload equipment
The functions of each item of payload equipment have been described in

Sections 14.5 and 14.6. In this Section some of the current technologies are
described that are used o implement this equipment.
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14.7.1 Antennas

Antenna systems for communication satellites generally produce shapced
radiation patterns to cover a single or group of countries from geostationary
orbit. This can be achieved by direct radiating arrays of horns, helices or micro-
strip patches, where the excitation of the clements can be synthesised to produce
the desired patterns, or more typically by a reflector antenna between 500 and
3000 mm in diameter fed from one or morc feed horns. The radiation pattern
may either be formed by the position and excitation of a group of up to 200 feeds
reflecting off 2 2—3 m reflector (INTELSA'T 7 and 8 series), or by distorting the
traditional offset parabolic reflector to form the pattern shaping (or even a com-
bination of both techniques) e.g. (EUTELSAT/HOT BIRD/ASTRA/ST1).

Payloads for communication satellites have to bc able to transmit and
receive signals over a wide frequency range (typically 10.7 to 18 GHz [or a Ku-
band system, for example) and often using the same antenna for transmit and
rcceive functions. In some applications, wherc complex multimatrix antenna
designs are employed, Tx/Rx isolation is very important and separate transmit
and receive antennas are implemented on thc payload. An cxamplc of this is the
INMARSAT 3 payload which is shown in Figure 14.17. Operating at L-band it
comprises two separate reflectors about 2.4 m in diameter. The 22-clement feed
array is shown in I'igurc 14.18.

Polarisation of the antennas can be circular (LHCP or RHCP) for C- and
X-band or linear (vertical or horizontal) for Ku-band. A typical Ku-band
payload may also require operation in dual polarisation, where dual-shell
gridded reflectors are employed in prime focus systems with separate feeds for
the vertical and horizontal polarisations. The reflector shells share a common
geometry with one reflector radiating through the surface of the other
producing similar radiation patterns for the satcllitc coverage. This is possible
because the two shells are polarised by incorporating orthogonally-orientated
reflecting strips on the surface of essentially transparent reflectors {aluminium
strips on Kevlar shells). These reflector systems offer extremely high crosspolar
discrimination (33—37 dB) in the radiation patterns, and can produce shaped
ground-coverage patterns by profile-shaping reflector surfaces. The reflectors
arc fed from wideband low crosspolarised corrugated feeds working in the HE;
mode. Isolation between feed horns can reach —70 dB depending on the
reflector geometry.

Alternative designs of reflector antenna use Gregorian or Cassegrain
geometry, where the feed-horn energy is reflected from a subreflector onto the
main reflector to form the radiation pattern. A single corrugated feed is used
with an orthomode transducer (OMT) to provide inputs for dual-polarised
operation. Isolation at the inputs is limited by the OMT performance to around
—50 dB. Both the reflectors in the design can be surface-profile shaped to
optimise the radiation pattern for a given ground coverage. However, the theo-
retical crosspolar and isolation performance is not as good as a dual-gridded
reflector system (—34 dB), but offers a compact, lightweight solution for a
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Figure 14.17 INMARSAT 3 payload showing the antenna system in the anachotc
chamber during antenna testing

Figure 14.18  INMARSAT 3 multielement antenna feed array



312 Satellite communication systems

typical Ku-band antenna. Reflectors can be formed from carbon
fibre/aluminium honeycomb sandwiches or exotic combinations of Kevlar,
Kapton and carbon-carbon matrices to allow good thermal performance and in-
orbit surface accuracy.

Larger multibeam systems are now being developed based on multimatrix
and digital beamforming techniques. These systems need reflectors to 15 m in
diamcter, demanding deployment or unfurling in orbit, and can have feed
systems of ~ 100 horns or helices producing ~ 250 shaped spots over the surface
of the earth.

14.7.2 Input filter

At most current satellite frequencies the input filter consists of a microwave
cavity filter, although lumped clement circuits can be used at lower frequencies.
The rejection requirement usually necessitates a series of cascaded cavities. This,
however, increases loss, and one solution is to excitc a number of resonant modcs
within a single cavity. These double- and triple-mode filters show reduced size
and mass as well as loss for a given rejection requirement. The most advanced
currcnt designs mix dual- and triple-modc operation in a single filter.

Construction is usually of plated aluminium or the alloy invar. Invar has a
very stable thermal characteristic but has the drawback of being a high-density
material.

In payloads which have a single shared transmit and receive antenna,
isolation by frequency is achieved in a two-channcl multiplexer (diplexer). The
input filter then forms one part of this diplexer.

14.7.3 Recewvers

Input filters can be integrated with other functions, and it is usual to combine
them with the low-noise amplifier, local oscillator and downconverter functions
into a single piece of equipment called the receiver. The receiver will utilise the
latest high-electron mobility transistor (HEMT) technology in order to achicve
the lowest possible noise figures. Since noise figure is very critical, discrete
devices are used, often in bare chip form, rather than GaAs monolithic
microwave integrated circuits (MMICs) which tend to sacrifice optimum perfor-
mance during the design process in order to ensure the maximum
manufacturing yield. MMICs can be used as gain stages after the downconver-
sion where their noise figure does not affect the overall receiver performance.
The circuits are realised in substrates made from alumina. At frequencics above
20 GHz quartz can be used as its lower dielectric constant means that manufac-
turing tolerances are not so tight. Conversely, at low frequencies (<1 GHz), a
high dielectric material such as barium tctratitanatc may be used to reduce
circuit size. Figure 14.19 shows an LNA module at S-band.

The primary element of the downconverter is the mixer, which consists of a
number of diodes or transistors that are switched rapidly on and off by the local
oscillator signal. There are a number of configurations in which these diodes can
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Figure 14.19  S-band LNA module

be arranged. The double-balanced approach elegantly produces some natural
cancellation of unwanted mixing products. Filtering needs to be included in the
downconverter (o remove the unwanted sidebands and local-oscillator signal
components. An example of a downconverter module is given in Figure 14.20.

Figure 14.20  Ku-band downconverter module
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The local oscillator is a microwave frequency generator. The frequency
accuracy and low phase-noisc requircments are provided by a low-frequency
reference oscillator which then has its output frequency (typically 5—50 MHz)
increased to the required value.

The reference is usually a quartz crystal oscillator, although rubidium and
caesium clocks are sometimes required for specialised applications. The output
frequency of the reference is invariably tempcrature dependent and this can
result in unacceptably large frequency drifts. For this reason, the reference is
often placed in a temperature-compensated oven to maintain it at a constant,
elevated temperaturc. Because this often takes some time to reach operating
temperatures, a redundant local oscillator cannot be turned oftf when not in use,
unlike other equipment.

The reference frequency can be increased to the required local-oscillator
frequency using transistor multipliers and filters. An alternative approach is to
employ a microwave voltage-controlled oscillator, the output of which is phase-
compared with the reference. This phase-locked loop approach can offer signifi-
cant mass and power savings over the frequency multiplicr technique. An
example of a phasc-locked local oscillator is shown in Figure 14.21.

In MSS payloads the requirements are for a large number of local oscillators
to satisfy the various frequency conversions within the receivers, upconverters

i~ Ry

Figure 14.21  Local oscillator module for a Ku-band receiver
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and processors. In this case a single frequency generator is used in which all the
local oscillators are integrated into a single picce of equipment and use a single
pair of redundant reference oscillators and a single pair of redundant DC/DC
converters.

An example is given in Figure 14.22 which shows a frequency generator of
the type used in the INMARSAT 3 and ARTEMIS payloads. A single local-
oscillator module is shown in Figure 14.23 and in this hybrid and surface-mount
technology is used to minimise mass and connectivity requirements.

Figure 14.23  Single local-oscillator module used in a frequency generator
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14.7.4 Channelisation filters

In Ku-band payloads for FSS and DBS services or in X-band payloads for
military services, the channelisation is achieved by demultiplexers or input mul-
tiplexers. These consist of a number of channel filters fed, via some form of
splitting network, from a common input port. The splitting network can be a
manifold or, as loss is not critical at this point in the payload, a circulator tree
arrangement where the input is presented to each channel in turn. The channel
filters comprisc microwave cavity resonators. Latest input multiplexers usc a
dielectric material to increase the Q3 and hence allow a reduction in size of the
cavity. An input multiplexer built using this technique is shown in Figure
14.24.

The output multiplexer cannot use the dielectric-resonator technology
because loss is more critical at that part of the payload owing to the high power
levels. These power levels can also cause thermal problems and risk of multipac-
tion.

The cavities of the output multiplexer arc made from invar to provide
stability over the temperature range. Dielectric inserts can be introduced across
gaps if the design is considered to be vulnerable to multipaction. Other techni-
ques can also be used such as partial pressurisation of the cavity or application of
a constant DC electric field to prevent electron oscillation. An example of an
output multiplexer is given in Figurce 14.25 as used on the HOT BIRD payload.

In MSS payloads the channelisation occurs at lower frequencies allowing the
use of surface-acoustic-wave (SAW) filters. These filters are integrated with the
microwave/RF functions, as in the processors for INMARSAT 3, using fairly

Figure 14.24  Dielectric resonator input multiplexer
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Figure 14.25  Output multiplexer

conventional microwave-integrated-circuit (MIC) or surface-mount technology
(as described in Section 14.7.3).

14.7.5 Channel amplifiers

Generally, the channcl amplifier uses the same technology and fabrication tech-
niques as the receiver. As noise [igure is not critical and the quantity of
equipment is much greater, the channel amplifiers cxtensively utilise MMICs to
achieve a lower-mass and lower-cost product.

Many payloads require the full saturated output power to be available for a
range of input powers. This can be because of different types of ground terminals
accessing the satellite, or for varying propagation conditions. The variable gain
requirement in FSS, DBS and military payloads is met by the channcl amplificr.
Also, temperature and lifetime-induced gain changes can be compensated for in
the channel amplifier. Gain alignment is provided by PIN diodc attcnuators
which can be realised in MMIC form. The amplifiers and attenuators are biased
and controlled by ASICs, also in chip form. An example is given in Figurc
14.26.

14.7.6 Huigh-power amplifier (HPA)

For conventional FSS, DBS and military payloads where single-beam antennas
are used, the only efficient means of providing the high power required is by a

Figure 14.26  Ku-band channel amplifier
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Figure 14.27  S-band dual-channel SSPA

travelling-wave-tube amplifier (TWTA). These amplifiers use a modulated
clectron beam to amplify the microwave signal to achieve the high power and
wide bandwidth required at reasonable efficiencies. The TWTA is a relatively
unreliable piece of equipment and the high-voltage supplies needed make it
large and heavy.

As more payloads utilise multibeam antennas, the amount of equipment
increases and lower powers are required. This favours the adoption of solid-state
power amplifiers (SSPAs) which usc bipolar transistors and FETs {depending on
their frequency of operation) using technology similar to the other active
equipment described previously. An example of a dual-channel SSPA is given in
Figure 14.27. The large discrete-power device can be seen at the output driving
an isolator which protects the device from poor, undefined terminations of the
cquipment. These units arc much lighter than the TWT'As and are far more
reliable. They are more eflicient for the lower output powers and offer an
improved linear performance at these powers.

14.7.7 Onboard processors

Onboard processors for satellite payloads can be realised in analogue or digital
technology. INMARSAT 3 uses analogue processors with SAW filters for chan-
nelisation and MMIC switches for the connectivity. As systems become morc
demanding with respect to the amount of traflic handled and increased beam
conncctivity, digital technology nceds to be used. This functionality is realised
using submicron, radiation-hard ASICs which are mounted in multichip
modules (MCMs) as shown in Figure 14.28. MCMs comprise several ASICs
each resulting in a complex, highly integrated packaging approach cnabling
significant reductions in size and mass.
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Figure 14.28  Multichip module for digital onboard processor

14.8 Future systems

As miniaturisation progresses, morc complex subsystems can be cnvisaged in
place of the many individual items of equipment in conventional payloads. This
1s depicted in Figure 14.29, which shows a future payload comprising complex
antenna systems and a large, onboard digital processor.

The antenna systems are highly integrated arrays with a large number of
LNAs and SSPAs embedded in the directly radiating antenna. The LNAs and
SSPAs will have integral downconverters and upconverters, respectively, (o
provide the interface to the complex switching networks which connect to the
digital processor. -

The digital processor is reprogrammable in flight providing total flexibility in
the utilisation of the payload to meet any variation in the traffic demands or beam
patterns required.
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Figure 14.29  Future payload concept
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Chapter 15
Earth-station and satellite antennas

B. Claydon

15.1 Introduction

The dramatic increase in satellitc communications capacity, capability and
flexibility over the last two decades has been made possible by improvements
in techniques and in the design of components both in the space and ground
segments. A key factor in achieving these improvements has been advances
made in antenna technology. The antenna provides the vital link between the
ground and the satellite, performing such complex operations as:

the simultaneous reception and transmission of communication signals;

e the rejection of interference [rom neighbouring systems, both space and
terrestrial;

e the maintaining of accurate pointing between earth station and satellite.

As overall system requirements become more stringent and natural resources
such as the geostationary orbit and frequency spectrum more saturated, the
antenna rapidly becomes a critical subsystem demanding more sophistication in
design and the development of new synthesis techniques. Specifications on both
terrestrial and satellite antenna performance, cspecially as regards copolar
isolation, crosspolar discrimination and sidelobe radiation characteristics,
reflect these advances and provide a significant challenge to designers.

In this Chapter both earth-station and satcllite antenna technology is
reviewed. Obviously, it is impossible to cover every aspect of such wide subject
matter and the reader is referred to authoritative texts such as References 1 and 2.
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15.2 Earth-station antennas

Advances in satellite design have led to a reduction in the size of earth-station
antennas as used in the fixed satellite service to provide telephony, television
uplinking and data dissemination. The original INTELSAT Standard-A
antenna of 30 m diameter has been replaced by an 18 m requirement and very
small aperture terminals (VSATSs) with diameters as small as 1 m have become
prevalent. High-power broadcasting satellites such as ASTRA and EUTELSAT
HOT BIRD providing dircct-to-home television have led to a proliferation of
very small receive-only antennas in the range of 40 to 80 cm diameter. Most
earth-station antennas in the fixed satellite service employ reflector configura-
tions. However, as the antenna size reduces, the interest moves towards flat-plate
antennas initially with fixed beams but, especially for [uture nongeostationary
satcllites, with clectronic scan capability.

In the mobile maritime, land and aeronautical communications field, the
use of the lower frequency I.-band demands the implementation of printed and
patch antenna designs which are cither portable or can be located convenicntly
on the structure of the mobile vehicle. Within the next few years, mobile satellite
communications will be extended to handheld telephones with simple small
antennas produced in large volumes.

The proposed use of Ka-band satellites, such as SPACEWAY and Teledesic,
for intcractive multimedia applications will herald a new era in earth-station
antenna technology with uplinking capabilities for domestic systems.

15.2.1 Typical RF performance specifications

Antennas for earth-station applications in the fixed satellite service are
required to radiate narrow beams with high gain in both the receive and
transmit frequency bands (mostly C- and Ku-band). For most systcms, reflector
configurations are employed in which special attention is given (o achieving
high antenna efficiency while minimising potential interference characteristics
associated with off-axis copolar sidelobe and crosspolar radiation.

The important factor in determining the efficiency of geostationary orbit utili-
sation is the off-axis radiation pattern associated with the carth-station antenna,
particularly in the angular region of 0—50° from boresight. Based on antenna
data available in the 1960s, the CCIR adopted a reference radiation pattern for
use in large antenna interference calculations of the form:

E(0) = 32 — 251log § dBi (15.1)

where 6 is the angle in degrees from the boresight axis,

This results in a minimum satellite spacing of 2.9°,° and was adopted by
space-segment operators such as INTELSAT as a mandatory specification in the
earth-station uplink band. With the growth in the number of satellites popu-
lating the geostationary arc, especially in prime longitudinal locations, the
minimum satellite spacing has been reduced to 2° and the transmit sidelobe
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specification tightened by 3 dB. The current transmit sidelobe specification
adopted by INTELSAT, based on ITU Recommendation 8.580.5, is:

29 — 25log 0 dBi, 1004/D < 6 < 20°

— 3.5 dBi, 20° < 6 < 26.3° (15.2)
32 — 251log 0 dBi, 26.3° < ) < 48° ’
— 10 dBi, 0 > 48°

where D /2 is the antenna diameter in wavelengths.

This specification should be met for 90 per cent of all sidelobe peaks within
3° of the geostationary arc. When D is greater than 1004 the minimum value of
0 is taken as 1°. It should be noted that the only concession given to small
antennas, such as used for VSATSs or satellite ncwsgathcering terminals, which
have a wider beamwidth and much slower fall-off of sidelobe level with absolute
angle compared to larger antennas, is the initial angle at which the specification
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commences. Hence, a critical parameter in the design of small antennas is the
sidelobe radiation pattern. This has led to the use of the offset reflector config-
uration and, in some cases, modification of the normal circular shape of the
reflector periphery to reduce off-axis radiation in the plane corresponding to the
gecostationary arc. As an cxample, Figurc 15.1 shows the measurcd radiation
pattern associated with a 1.2 m VSAT antenna indicating full compliance with
the INTELSAT specification.

At present, specifications on earth-station antenna sidelobes are only
mandatory in the transmit mode since this can cause interference to other
systems. In the receive mode, the envelope is only a recommendation to afford
protection from unwanted signals.

Current INTELSAT and EUTELSAT satcllites, along with other domestic
and regional systems, reuse frequency bands on orthogonal hands of polarisation
in order to increase the channel capacity of the system. A fundamental require-
ment of such a system 1s to maintain a tolerable level of cochannel interference
between signals on the two hands of polarisation. This is termed crosspolar inter-
ference (XPI) and both carth and space-scgment antcnnas contribute. Dual-
polarised satellite links are designed to operate with an XPI of better than 27 dB
under clear-sky conditions,* and a mandatory polarisation purity standard has
been set by INTELSAT for new C-band earth-station antennas, cquivalent to
an XPI of 30 dB. The INTELSAT specification, with circular polarisation, is for
an carth-station antenna voltage axial ratio of 1.06 in the direction of the
-satellite. This translates into a requirement of 30.7 dB crosspolar discrimination
(XPD) within the tracking sensitivity of the antenna. In the case of
EUTELSAT, which cmploys orthogonal lincar polarisations at Ku-band, the
polarisation discrimination of the earth-station antenna is required to be at least
35 dB within a cone defined by the antenna pointing angle, generally accepted
to be the —1 dB copolar beamwidth.

Although requirements for polarisation discrimination involve improvements
in all aspects of the antenna design, the impact is greatest on the feed-system
complexity. Additional components are required for the separation of the ortho-
gonal channels and more stringent specifications are placed on existing
components such as the fced horn and polariser. Polarisation tracking facilities
may also be provided at an earth station to overcome depolarisation effects
caused by propagation through the atmosphere.

The above specifications on the RF performance of earth-station antcnnas
often have to be achieved under operational environmental conditions of high
wind speeds, very low temperatures at which icing may occur and heavy
rainfall.

15.2.2 Earth-station antenna configurations

15.2.2.1 Axisymmetric reflector antennas

Conceptually, axisymmetric reflector antennas represent the simplest configura-
tions potentially capable of meeting the RF specifications for earth-station
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applications. The major advantages of such configurations are that they are
mechanically relatively simple, reasonably compact and, in general, fairly inex-
pensive. The circular symmetry of the main reflector leads to considerable cost
savings in the manufacture of the reflecting surface, backing structure and
antenna mount.

The simplest form of axisymmetrical configuration is the single paraboloidal
reflector, with the phase centre of the primary feed horn located at the focus. For
antenna diameters greater than 3 m, the necessary long waveguide run from the
feed to a conveniently located electronics box, generally at the rear of the
reflector, is undesirable. A morc compact axisymmetrical configuration, cspe-
cially for larger antenna diameters, can be realised by the introduction of a
smaller subreflector. The feed horn is now located near the rear of the main
reflector, climinating the need for long and lossy waveguide runs. Two types of
subreflector configuration are possible:

(1)  The Cassegrain, where the subreflector is a section of a hyperboloid situated
within the focus of the paraboloidal main reflector.

(i1) The Gregorian, where the subreflector is a section of an ellipsoid located out-
side the focus of the paraboloidal main reflector.

Both systems result in similar RF performance characteristics, although the
Cassegrain is more commonly employed in earth-station applications.

The RF performance, in terms of antenna efficiency and sidelobe envelope,
of axisymmectric antennas is inhibited by the aperture blockage due to the
primary feed or the subreflector, together with the associated support structure.
In a dual-reflector Cassegrain system, subreflector blockage can lead to an
increase of 5 dB to the peak sidelobe levels attainable by suitable choice of the
aperture illumination distribution and without aperture blockage. Moreover, a
rceduction in peak gain-of between 0.1 and 0.5 dB is typical. Direct radiation
from the primary feed horn which is not intercepted by the subreflector also
leads to a degradation of the antenna sidelobe performance in the forward
direction. This degradation can be minimised by first ensuring that the radiation
associated with the feed horn itself has low sidelobes and, secondly, by increasing
the percentage of cnergy intercepted by the subreflector. Although the first
requirement can be well satisfied by using a corrugated or dual-mode [eed horn,
the second can lead to a reduction in antenna efficiency owing to the increased
tapered illumination distribution in the antenna aperture. The optimum
antenna efficiency of approximately 65 per cent is achieved with a subreflector
edge illumination taper of 13 dB; howcver, this leads to high feed spillover lobes
in the antenna secondary radiation pattern. By increasing this edge taper to
25 dB, a significant improvement in the antenna radiation pattern is achieved,
but the antenna efficiency is reduced to around 55 per cent. A partial compro-
mise can be achieved by introducing blinkers to the subreflector in the azimuth
plancs which correspond to the geostationary orbit only.

An improvement in antenna efliciency can be realised by shaping the
reflector profiles of an axisymmetric antenna and, thereby, controlling the
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aperturc amplitude distribution while still maintaining a uniform phase distri-
bution. With this technique it is feasible to achieve a reasonable wide-angle
sidelobe performance and high antcnna cfficicncy simultaneously by employing
a high-illumination taper at the subreflector edge and then shaping the reflector
profiles to achieve near-uniform illumination in the main reflector aperture. The
near-uniform aperture distribution will, however, lead to higher sidelobes close
to the boresight direction.

For antennas with aperture diamecters of at least 2004, reflector profile
shaping can be undertaken successfully using a geometrical ray optics
technique.” Most large carth-station antennas employ such shaped reflector
profiles to improve their efficiency factor. Smaller antennas can, of course, be
designed using the same technique, but their performance would be limited by
the effects of diffraction, cspecially by the small subrefiector. For such antennas,
diffraction optimisation techniques have been derived.®’

Figure 152 Cassegrain antenna ( courtesy of Vertex Communications Corporation)
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Axisymmetric dual-reflector antennas are commonly used in applications in
the fixed satellite service, as hubs for VSAT networks and to provide broadcast
uplink facilities. Figure 15.2 shows a typical Casscgrain antenna.

15.2.2.2 Asymmetric (or offset) reflector antennas

For many vyears, axisymmetrical reflector antennas have been cmployed for
earth-station applications because of their straightforward geometry and
mechanical simplicity. However, when improved electrical performance in
terms of efficiency and sidelobc radiation is required, the axisymmetrical
antenna is limited by the effects of aperture blockage. Although the geometry of
an asymmetric, or offset, reflector is less straightforward, the removal of all
blockage effects brings about major improvements in performance.

Similar to its axisymmetric counterpart, the offset paraboloidal reflector can
be utilised as a single reflector fed from the vicinity of its prime focus, or in a
dual-reflector configuration. Again, the latter can be arranged in either a
Cassegrain or Gregorian configuration. In this case, the compactness of the
Gregorian geomctry is generally preferred.

As with the axisymmetric system, an offset reflector can be realised with
shaped reflector profiles. However, even with the conventional conic arrange-
ment, antcnna efficiencies of at least 70 per cent and sidelobe envelopes better
than 29 — 25 log # dBi can be readily achieved. With shaped reflectors, cflicicn-
cies of 84 per cent have been reported.

The current trend towards improved sidelobe radiation, especially as
regards smaller earth-station antennas, has led to the adoption of the offsct con-
figuration. Such designs can equally be applied to larger earth-station antennas,
although the mechanical and alignment problems together with the requirement
for steerability make the configuration slightly unattractive from the manufac-
turer’s point of view. The greatest use of the offset geometry has been for small
and medium-sized antennas for the professional VSAT markct and the domestic
reception of dircct-broadcast satellite television, where the volumes required
have justified investment in specialised tooling. Heavy presses traditionally used
for stamping out car body parts have been used to manufacture offset reflectors
of up to 1 m in diameter. Techniques such as the use of compression moulding of
composite materials like sheet moulding compound (SMC) have been used to
provide low-cost, high-quality reflector surfaces. Figure 15.3 shows a typical
single-offset reflector antenna used in VSAT applications.

A performance limitation of single-offsct reflector antennas is the inherent
high crosspolarisation which maximises in the azimuth plane when linear polari-
sation is used. For dual-polarisation systems this can be minimised by increasing
the reflector focal length, introducing a compensating multimode feed or by
using a dual-reflector configuration. Figure 15.4 shows a multimode feed which
uses the higher-order 7k, waveguide modes to effectively cancel the inherent
crosspolar lobes associated with the offset geometry. A difficulty with this
solution is that it is restricted to a bandwidth of approximately eight per cent.
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Figure 15.3  Single-offset VSAT reflector antenna ( courtesy of Channel Master (UK) )

Figure 154  Crosspolar cancelling mullimode feed for single-offset reflector antennas
(courtesy of ERA Technology)
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"The use of the dual-reflector configuration, as illustrated in Figure 15.5, essen-
tially increases the nominal focal length of the system and, consequently, is not
restricted by bandwidth considerations. However, the positioning of the subre-
flector relative to the main reflector is critical. )

In general, the projected aperture periphery has been circular. However, new
designs mnvolving either a square or diamond periphery have been introduced
which provide higher gain than the conventional design together with very low
sidelobe radiation in the plane corresponding to the geostationary orbit.

Coupling this with the advantage of being casily folded in a clam-shcll
arrangement has led to the extensive use of such antennas with satellite news-
gathering vehicles. A typical configuration with a 1.5 m single-offset diamond
antenna mounted on the roof of an SNG vehicle is shown in Figure 15.6.
Segmented reflector designs which can be transported in suitable flight cases
have also been used for flyaway newsgathering systems.

'

Figure 15.5  Dual-offset VSAT antenna (courtesy of Vertex Communications Corp.)
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Iigure 15.6 Satellite newsgathering vehicle using a 1.5 m single-offset Diamond antenna
( courtesy of BAF Communications Corporation and ERA Technology)

15.2.2.3 Primary feed system

The complexity of a primary feed system for an earth-station antenna depends
on the number of functions it has to provide. This can range from a simple horn
and circular-to-rectangular transition for a receive-only application to a horn,
polariser, orthomode transducer and possibly diplexers for a four-port receive
and transmit circularly polariscd system.

A critical element in the feed chain is the primary feed horn which, in a
high-capacity communications system, must provide efficient illumination of the
antenna and good crosspolar response over both the receive and transmit
frequency bands. Extension of the currently-used Ku-bands up to 18 GHz lcads
to cven greater demands on the performance characteristics of the feed horn.

The prime.characteristics which must be exhibited by the feed horn include:

axially-symmetric radiation patterns for good antenna efficiency;
low crosspolarisation, cspecially in dual-polarised systems;

low return loss;

a well defined phase centre which is independent of frequency;
wide bandwidth propertics.

Hybrid-mode corrugated waveguide feeds radiating the HE}, mode are now
extensively used in earth station applications. The H£?, mode may be regarded
as the sum of a balanced mix proportion of the TAf), mode and the Tk,
modec of smooth circular waveguide. Horns radiating this hybrid mode are
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theoretically capable of satisfying the design requirements for both equal £-
and H-plane copolar beamwidths, to provide efficient rotationally symmetric
illumination of the rcflectors, and low crosspolarisation. In principle, the cross-
polarisation may be completely cancelled if the balanced hybrid mode condition
is satisfied, which can only occur at a single frequency. The crosspolarisation
performance can be seriously degraded also by the cxcitation of unwanted
higher-order modes both in the throat of the horn and along its length.

In cases where bandwidth is not so important, for example a receive-only
station, a dual-mode (TE;; + TM,;) Potter horn may be applicable. These
primary feed horns are discussed in more detail in Chapter 5.

15.2.2.4 Array antennas

As antenna sizes become smaller, the interest in array antennas increases. To
date the main usage of array antennas has been at L-band with the
INMARSAT mobile communications satellite system. For these applications,
the array antenna must be compatible with the mobile, eg. truck, aircraft, and
also be capable of scanning the beam either mechanically or electronically.
Typical of such an antenna is the blade phased array for aecronautical communi-
cations as discussed in Chapter 19.

Array antennas have also been used for receive-only applications such as
dircct-to-home television. In most cascs, these have utilised printed clements
and feed networks leading to only average efficiency compared to the reflector
configuration. More recently, less lossy waveguide technology has been used,
which has been proved to be readily fabricated, cost effectively in volume, using
injection-moulded plastic techniques. Such an array antenna is illustrated in
Figure 15.7 showing its modular form of construction.

At present, the use of array antennas, especially those employing beam-
scanning techniques, is prohibited by cost compared to the relatively simple
reflector antenna. However, only a few years ago the same was thought about
offset reflectors, but the volume requirements of small antennas for VSATs and
direct-to-home television changed the market. The possible move to nongeosta-
tionary Ka-band multimedia satellites in the coming years may well see the
same opportunities for phased-array antennas.

15.2.3 Antenna tracking consideration

For large carth-station antennas, such as those employed in the INTELSAT
system, loss of signal owing to imperfect pointing of the antenna boresight
towards the satellite must be held to a few tenths of a decibel. In practice, this 1s
gencerally achicved by automatic tracking of a beacon signal. As the antenna
diameter decreases the beamwidth increases and the need for tracking is less
obvious. In most applications at Ku-band tracking is not considered necessary
for antennas with diameters of less than 4 m.

The most accurate, and most expensive, form of tracking is a multimode
monopulse system. This 1s generally reserved for antennas used for in-orbit
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&

Figure 15.7  Flat-plate waveguide aperture array antenna (courtesy of ERA Technology
Ltd)

testing (IOT) or telemetry, tracking and command (1'T&C) of satcllites.
Higher-order asymmetric waveguide modes are excited in the feed aperture if
the antenna points away from the designated beacon source. By extracting these
modes from the normal communications signal, the resultant crror signals may
be used to drive a tracking recciver and control the antenna pointing mechan-
isms. This RF sensing arrangement offers a high tracking sensitivity without
unduly compromising the communication channel performance. For output in
polar form, the system relics on the accurate measurement of amplitude and
phase detected from a single higher-order circular waveguide mode®. For
Cartesian tracking, the configuration is cssentially that of an amplitude
monopulse comparator and, although involving greater complexity, exhibits
important operational advantages over the polar form. In particular, the nor-
malisation process of the crror signals can render the tracking system insensitive
to the effects of depolarisation for certain mode configurations.

For most commercial earth-station antennas a less-expensive step-track
system is widely used. In such a system, the antenna is made to turn a small, pre-
determined distance in one direction; if the signal received from the satcllite
increases in power as a result of this movement, the equipment deduces that the
antenna has turned in the correct direction and makes a further similar move.
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If, however, the signal decreases, an incorrcct move is deduced and the
antcnna is moved in the opposite direction. Certain levels of intelligence can be
integrated into such a system'®

A new technique for RF beam scanning has been described ! which takes the
form of generating proportions of higher-order waveguide modes within the
antenna feed horn in order to electronically squint the antcnna sccondary
pattern in azimuth and elevation, respectively. A mode generator is introduced
within the primary feed system to selectively produce the wanted higher-order
mode using PIN diodes controlled by a microprocessor which is compatible with
existing control systems. This system leads to a pointing accuracy superior to
existing conical scan or step-track systems and approaching that of a traditional
monopulse system without the requircment for a separate and expensive
tracking receiver. This system has particular advantages for applications such as
ships and oil platforms where it can be used instcad of a mechanically-dependent
stabilised platform.

15.3 Satellite antennas

Satellite antenna subsystems have increased significantly in number, size and
complexity over the years. Early INTELSAT spacecraft carried only a single
communications antenna which provided global coverage. The first European
communications satellite, EUTELSAT 1, carried six reflector antcnnas for
transmission and reception to and from coverage areas as illustrated in Figure
15.8. Current generations of both operators’ spacecraft involve sophisticated
antcnna technology to provide system enhancement.
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Figure 15.8  Coverage areas for EUTELSAT 1 Satellite
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As in the case of the carth station, most satellite antennas utilise high-perfor-
mance reflector configurations (o generate highly directional focused beams
towards the earth. Space within a satellite launch vchicle is invariably restricted
and, in general, antenna diameters of no more than 3 m can be accommodated
and even that requires the antenna to be partially stowed during launch and
then deployed in orbit. Larger antcnna diameters can be envisaged but require
folding or even inflation of the reflector surface'”.

Even for small satellitc antenna dimensions, the mass can be significant and
considerable effort is expended in minimising it as far as possible. For example,
current satellite-borne reflectors are generally manufactured as a sandwich con-
struction, consisting of an aluminium honeycomb core with face sheets on either
side. Carbon fibre is often employed for these sheets because of its high
strength/mass ratio and excellent thermal stability, resulting in a strong, light-
weight stable reflector surface which obviates the need to provide an additional
microwave-reflecting layer'”. To reduce thermal extremes, Kapton blankets are
usually employed to wrap the rear of the reflector, the antenna support structure
and the primary feeds.

15.3.1 Circular and elliptical beam coverage

Initial requirements for satellite antennas centred on the usc of circular or ellip-
tical beams which would illuminate the required coverage area within,
approximately, their half-power beamwidth. The global coverage beam was,
and in several applications still is, a prime requirement with a half-power
beamwidth of approximately 17°, being the angle subtended by the earth
relative to a satellite in the geostationary orbit. For most missions, the global
covcrage beam can be realised using either a smooth-walled fundamental-mode
conical horn or a corrugated conical horn. The edge of coverage gain specifica-
tion is assured with either type of antenna and both have their relative
attractions. The smooth-walled conical horn is lighter and cheaper to manufac-
ture but exhibits a high crosspolar component which may restrict its usage in a
dual-polarisation application; in this context, the hybrid-mode corrugated horn
may be preferred.

When smaller beamwidths are required, the mass and dimensions of a horn
on its own become prohibitive and a reflector antenna is employed. In its front-
fed axisymmetric configuration, gain reduction, scattering and depolarisation
caused by aperture blockage from the primary feed horn, waveguide run and
support struts can be a fundamental limit, especially when the reflector diameter
is small in terms of the wavelength. For this reason, the offsct reflector, which
removes all aperture blockage effects, has become favoured for spacecraft appli-
cation. In addition to the advantages gained in performance, the use of offset
reflectors can lead to overall antenna geometries better suited to the spacecraft
environment where either the feed horns associated with several reflectors are
placed on a single support tower protruding from the spacecraft platform, or the
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feed horn is actually located on the platform and close to the associated clectro-
nics, thereby reducing losses associated with waveguide runs.

A major disadvantage of the single-offset reflector, especially when
frequency rcuse by polarisation discrimination is implemented, is the depolarisa-
tion associated with the use of linear polarisations which can present a severe
limitation. For satellite applications, a favoured approach for achicving a high
degree of polarisation purity in this case is by means of a gridded reflector. The
reflector comprises wires or gratings which act as the reflecting surface for the
desired polarisation. This approach allows inline stacking of two reflector
systems, with orthogonal grid rotations, to produce orthogonally polarised
beams from the same aperture area; a typical arrangement is illustrated in
Figurc 15.9. The front reflector is formed by a grid which acts both as a polarisa-
tion-selective reflecting surface for the horizontally polarised signal and as a
polarisation-sclective transmission filter for the vertically polarised back
reflector system. The back antenna can be solid or a polarisation-selective
surface.

An alternative approach to the dual-gridded reflector is the use of a dual-
oflset reflector configuration which, again, is not limited by high crosspolarisa-
tion. Recently, this latter approach has beccome popular since the
manufacturing time is considerably less than for the dual-gridded system. Both
configurations are applicable to shaped beam coverage requirements, described
in the next Scction.

The realisation of an antenna beam with an elliptical crosssection can be
achieved using several techniques, including:

e asingle reflector having a small asymmetric profile distortion but a circular

aperture;
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Figure 159 Dual-gridded offset-fed reflector
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e asingle or dual-offset reflector with an elliptically-contoured main reflector
aperture;

e a reflector with circular aperture illuminated by an array of primary feed
elements.

In those cases where a reflector with an elliptical aperture is proposed, efficient
illumination of this apcrturc coupled with high polarisation purity presents
several difficulties. The use of a rectangular corrugated primary feed horn'* and
an elliptical corrugated horn'” have been considered, although both have disad-
vantages which result in degraded overall performance.

An alternative elliptical-beam dual-offset antenna configuration has been
proposed'® in which the elliptical-beam characteristics are achieved by shaping
the two reflector surfaces. This approach offers the advantage that the subre-
flector possesses a circular boundary so that high-performance axisymmetrical
primary feed horns with a high degree of polarisation purity, such as the corru-
gated conical horn, may be used. A similar approach but using only a single-
offset reflector has been described by Wood and Boswell'’. The reflector has a
circular projected aperture and the beam crosssection is shaped by a small asym-
mectric distortion of the reflector profile.

15.3.2 Shaped and contoured beam coverage

In most present applications, the use of a circular or elliptical beam to service
‘a particular coverage zone is inefficient, resulting in high levels of power being
directed towards unwanted geographical locations, such as arcas of the sca. A
more effective solution is achieved by tailoring the satellite antenna radiation
pattern to the desired coverage area, thereby concentrating a high proportion of
the radiated power as uniformly as possible within that area, while minimising
the radiation elsewhere.

Two approaches exist for contouring the radiation pattcrn of a satcllite
reflector antenna:

e use of a conventional offset parabolic reflector system combined with a multi-
element feed array, rather than a single element;

e rctaining the single feed clement but modifying, or shaping, the profile of
the reflector (or reflectors).

The former technique has seen application in several satellite antenna systems,
including thosc in the INTELSAT series. The INTELSAT VI spacecraft utilises
two such antennas at C-band (one for the downlink and one for uplink) each
providing two fixed beams for hemispheric coverage and four isolated beams for
zone coverage, as illustrated in Figure 15.10. Each antenna comprises an offset
parabolic reflector and 144 dual-polarised, dual-mode feed horns. The two feed
arrays mounted on the spacccraft platform are shown in Figure 15.11.

The contoured coverage is achieved by suitably controlling the amplitude
and phase of the signals which are fed to the various primary feed elements
by means of a beamforming network. The necessary amplitude and phase
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Figure 15.10a  Typical shaped beam coverage at C-band for INTELSAT VI spacecrafi:

Hemibeams

excitation coefficients are determined by synthesis techniques which employ
mathematical optimisation procedures.

By increasing the number of elements in the primary-feed array, the flexibility
of this approach is enhanced. For example, sidelobe suppression can be incorpo-
rated thereby reducing potential interference into neighbouring systems. By
incorporating some method of varying amplitude and phase to each feed
element, the radiation characteristics associated with a satellite antenna in orbit
could be reconfigured to accommodate changing traffic demands or to provide
discrimination against unwanted interference.

One of the critical components for contoured-beam spacecraft antennas is
the beamforming network. Several technologies are available for realising this
nctwork including waveguides, coaxial cable, striplinc and microstrip. For
example, in the case of the INTELSAT VI C-band antennas, the network is
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Figure 15106 Typical shaped beam coverage at C-band for INTELSAT VI spacecraft:
Lone beams

designed as an air-supported transmission line utilising printed circuit centre
conductors and honeycomb sandwich ground planes. This technology can also
be used at higher frequencies (11/14 GHz) for low-power applications; however,
for high-power requirements, waveguide networks are required. The latter can
be designed using couplers and frequency-independent phase shifters.

As the degree of beam contouring and reconfigurability becomes higher, so
the dimensions of both the reflector and the feed array increase. This has led, in
some cases, to the use of dircct radiating feed arrays to provide contoured-beam
coverage'®.

The alternative approach to achieving contoured-beam coverage of a given
geographical area is to use reflector profile shaping with a single primary feed
horn. A simple illustration of this is the generation of an elliptical beam using a
parabolic reflector with asymmetric profile distortions, as described in the



Earth-station and satellite antennas 339

Figure 15.11  C-band receive and transmit feed érmys Jor INTELSAT VI spacecraft
( courtesy of Hughes Space and Communications)

previous Section. A further example is the use of a single shaped reflector to
provide a shaped beam with enhanced edge of earth coverage gain which results
in uniform (lux density across the earth’s surface. Such an antenna was employed
on the MARECS satellite for maritime communications .

The number of degrees of freedom can be enhanced by employing a dual,
rather than a single, reflector system and modifying the profiles of both the main
and subreflectors.

Using reflector-shaping techniques to achieve shaped beam coverage has
become normal practice with many spacecraft manufacturers, mainly since it
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removes the need for the large, heavy and lossy waveguide feed network. The
coverage areas for the EUTELSAT HOT BIRD range of direct-to-home
broadcast satellites, Figure 15.12, are typical of those realised using shaped-
reflector technology. ,

The antennas used to generate these beams use the dual-gridded approach,
discussed in the previous Scction, to achieve dual-polarisation capability. Figurc
15.13 iilustrates one of the antennas utilised on the HOT BIRD 2 spacecraft

Hot Bird 2, Hot Bird 3, Hot Bird 4, Hot Bird 5, Superbeam (predicted coverage)
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Hot Bird 2, Hot Bird 3, Hot Bird 4, Hot Bird 5, Widebeam (predicted coverage)

Figure 1512 Predicted coverage areas for the HOT BIRD satellites (courtesy of
EUTELSAT) :
a Superbeam
b  Widebeam
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Figure 1513 HOT BIRD 2 dual-polarised shaped reflector antenna ( courtesy of Matra
Marcont Space)

launched in 1996. The photograph shows the two gridded reflectors, covered
by a thermal blanket, with the two corrugated feeds at the relevant focal points
to the right.

New synthesis algorithms allow the design of shaped reflector antennas
radiating more than onc contourcd beam from a single reflector surface. For
example, Reference 20 considers the design of a single shaped reflector with two
separate feeds to genérate the two hemispherical beams for the INTELSAT VI
spacccraft with sufficient spatial isolation to enable frequency reuse.

15.3.3 Multibeam antennas

To meet requirements for suflicient usable bandwidth with flexible high EIRP
levels operating to small earth-station terminals implics the use of multiple spot-
beam satellitc antcnnas. Such antennas also offer the advantage of increasing
the level of frequency reuse by spatial discrimination, whereby more than one
nonadjacent beam can utilise a common frequency band. Polarisation discrimi-
nation can be used in conjunction with spatial discrimination to realise an even
greater level of frequency reuse. 'T'he coverage scenario also provides flexibility
in the traffic-to-beam allocation.

Typical of the current state-of-the-art for multibeam antenna design is the
concept applied to INMARSAT 3 to provide a complex set of spot-beam
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Figure 15,14 INMARSAT 3 spot-beam coverage from 15.5° W (courtesy of Matra
Marconi Space)

coverage with the necessary isolations for land, maritime and aeronautical
mobile services. Here, the world is divided into regions which are each covered
by both global beams and up to six spot beams from one of four satellite
locations in the geostationary arc; Figure 15.14 illustrates one such coverage
from the satellite at 15.5° W.

The antenna design incorporates the principle of a multimatrix semiactive
reflector antenna patented by ESA®' and also used for the ESA Artemis LLM to
provide overlapping spot beams across Europe””. For INMARSAT 3, the beams
are generated from feed clusters comprising five hcelix feeds from a total of
twenty-two with adjacent beams sharing some feed elements®®. Each feed cluster
is fed via a Butler-like matrix from equally excited power amplifiers. Bcam
selection is provided by low-level phasc-only control at the input to the ampli-
ficrs. The complete antenna under test in an anechoic chamber is shown in the
photograph of Figure 15.15.

Multibcam antennas figure strongly in the new batch of satellite systems to
provide communications to handheld telephones for opcration commencing in
1998 (see Chapter 20). This ncw commercialism of satellite communications has
also led to a new sensitivity among the leading satellite manufacturers in
describing their current technology. Conscquently, dctails on antenna design
are scarcc at the present time.

The new breed of mobile satellite systems will operate in either a low-carth
orbit (LEQO) or a medium-ecarth orbit (MEO) rather than the classical geosta-
tionary orbit (GEO) for communications satellites. By employing constellations
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Figure 15.15 INMARSAT 3 antennas under test ( courtesy of Maitra Marconi Space)

of satellites in various orbital planes, dependent on the actual system, continuous
coverage of the entire earth’s surface can be provided.

One of the new mobile satellite systems is that of ICO Global
Communications (see Chapter 20). This system comprises a constellation of ten
satellites in medium-earth orbit arranged in two planes of five satellites each®.
The communications payload uses a high degree of digital technology for
functions such as channelisation and beam generation which have traditionally
been performed using analogue techniques. Separate receive and transmit
S-band phased-array antennas, with aperture dimensions of approximately two
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metres, provide 163 service link beams. In the transmit antcnna, output signals
arc routed to the electronics section which comprises 127 upconverter/solid-state
power amplifiers each of which is connected to one of the 127 radiating elements
and bandpass filters of the 2 Gllz transmit array. The array and the beam-
forming coefficients supplied by the digital processor generate the
163 contiguous spot beams, each having approximately a 4° half-power
becamwidth. Feeder link antennas at C-band connect each satellite to a series of
ground-based satellite access nodes for coordinating and routing traffic.

Multibeam antennas and digital onboard processing tcchniques will also
figure strongly in the proposed new satellite systems, offering broad bandwidth
at Ka-band for interactive multimedia applications. These will lead to even
morc sophistication in the design of spacecraft antennas.
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Chapter 16
Satellite networking

M. A. Kent

16.1 Introduction

The majority of this book concentrates on satellite communication systems
from a satellitc communication engineering perspective. This Chapter addresses
the issue {rom an overall network perspective in order to clarify what the
network (and its services) expects from satellites and the implications which
satellites have for network design.

The Chapter will be primarily concerned with main network services (such
as telephony) where satellites have to compete/integrate with terrestrial facil-
ities, rather than independent/specialised networks (such as broadcast television
using satcllitcs) where the characteristics of satellites are built into the service
offering.

Analogue, PDH and SDH transmission, leased and switched analogue and
ISDN services, and ATM transport will be considered. Certain network-specific
equipment is also covered (for example, DCME).

16.2 Services

There arc two broad categorics of tcleccommunication scrvice, namecly main
network services and custom networks.

16.2.1 Main network services

Those services carried on the main network, 1.e. the network composed of a
complex mix of switching and transmission to carry a variety of services (both
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switched and leased), are known as the main nctwork scrvices. Scrvices in this
category include:

voice;

voiceband data;

64 kbit/s digital data;
broadband.

16.2.1.1 Voice

Voice services are characterised {rom a transmission perspective by a
bandwidth of 300 Hz to 3.4 kHz and by parameters such as noise, distortion,
echo and delay.

16.2.1.2 Vowceband data ( facsimile, datel etc.)

Voiceband data enters the network in the same way as voice, i.e. via a 3.1 kHz
channel. Various types of modem are used to interface the data terminals with
the nctwork, and speeds up to 9.6 kbit/s are readily achievable. Higher bit rates
are possible, but the sensitivity to channel impairments increases and
throughput problems become morc likely as the speed rises. Current modem
developments have achieved 28.8 kbit/s (V.34) for data and 14.4 kbit/s (V.17)
for facsimile, with some work exploring proprietary methods for higher bit
rates.

16.2.1.3 64 kbit/s digital data ( ISDN and leased network)

It is also possible to access the digital network directly, rather than via a
voiceband modem. Initially, this access was to point-to-point leased circuits,
often submultiplexed, to carry multiples of the lower-ratc scrvices originally
carried as voicchand data on the analogue network, but services are emerging to
make use of this facility in both switched (in particular the integrated services
digital network—ISDN) and leascd formats. ISDN is described by the I.xxx
series of ITU recommendations.

16.2.1.4 Broadband

2 Mbit/s videoconferencing is a good example of a broadband service, and it is
relatively straightforward to offer such services on leased circuits through the
main nctwork, provided that they are compatible with the existing transmission
hierarchy. The majority of automatic switches in the current network (i.e. those
carrying dial-up services) arc limited to 64 kbit/s crossconnection, but a lot of
interest is being shown throughout the world in developing techniques to offer
broadband services at a variety of bit rates across the switched network.

The recent developments in SDH crossconnection equipment now permit
automatic switching of bit rates up to the VC-4 path rate (140 Mbit/s), and also
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switching of section rates (STM-1 and STM-4), which enables wide bandwidth
leased services to be readily and rapidly offered to customers.

The network requircments of these services are covered in Scction 16.3.

For all these services, it is not just the end-to-end customer requirements
which are important. Satellite usage must also take into account the signal-
ling/routing constraints of a particular network configuration.

The requirements of these services may also differ depending on whether
they are carried on a dedicated (leased) circuit within the main network or a
switched connection.

16.2.2 Custom networks

Some services are carried on custom-designed networks independent of the
main network. The network to carry these specialised services can be optimised
to the specific service in question.

16.2.2.1 Broadcast television

Satellites play a major role throughout the world in providing television
scervices direct to the home, and the satellites used are often custom designed for
this purpose.

16.2.2.2 Television distribution

Television operators use satellite channels extensively to transfer material
around the world between studios prior to transmission through the terrestrial
facilities used for the majority of television reception in the UK. The satellites
used [or this transfer are often the same as the ones used to provide the main
network services described in Scction 16.2.1, but they are totally scparate in net-
working terms and subject to different constraints.

16.2.2.3 Small dish/VSAT-type data networks

These networks use dedicated carth stations, usually less than 5 m in diameter,
to provide a range of services to business customers. Many of the services offered
are 1dentical to those carried via dedicated leased circuits on the main network,
particularly when the main network penetration to a particular geographical
location is limited and the only access possible is via a dedicated satellite
network of this kind. In addition, there is a range of unidirectional services
offered by this type of network which cannot be provided by the main network.
They use a hub earth station to transmit to a large number of small reccive-only
carth stations at customer premises.
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16.3 Network description

This Scction describes the elements of the main network and some of its
features which impact on its ability to carry the services described in Section
16.2. It should be stressed that this is very much an introduction to what is a very
wideranging subject, and so the concepts have been simplified to concentrate on
those features necessary to enable the rcader to understand the main principles
from a satcllite-system designer’s point of view. Furthermore, it does not deal
with custom networks, as these are dealt with elsewherc in this book.

16.3.1 Generalised network description

Figurc 16.1 illustrates the generalised concept of the main network. It is
composed of a series of nodes (where circuit intcrconnection takes place) and
transmission links between these nodes. The nodes can be either manual/auto-
matic crossconnection pieces of equipment used on the leased network to
establish semipermanent connections between two customers, or fully automatic
switches which respond to customer dialling carried in signalling messages to set
up a connection which only lasts for the duration of the call. The transmission
links employ a varicty of transmission media (optical fibre/metallic cable, terres-
trial microwave radio and satellite) to carry groups of circuits at varying
capacities depending on the particular link (from single circuit local lines
through to tens of thousands of circuits grouped together between main network
nodes).

Both the nodes and the transmission links can be either analogue or digital
at the moment, but the majority of the global network will be digital by the end
of the decade. Therefore, the rest of this Section concentrates on the digital

international mStgtrenIﬁ:g)g?l international
node node
cable
main main
network switching functions network
node node
main main
network network
node node
transmission functions

customer’s customer’s
terminal terminal

Figure 16.1  Main network concept
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nctwork structure with reference to some of the features of the analogue
network, where appropriate.

16.3.2 Leased networks

Figure 16.2 shows the typical structure of a network for carrying both analogue
and digital leased lines. It reflects the situation where the majority of the
network is digital and therefore the major difference between the two service
offerings is in the local-access portion of the network.

Satellites can, in principle, be used on any section (or combination of
sections) of this network. However, apart from the specialist applications
described in Section 16.2.2 of this Chapter, the main usage by European
countries is on the international section of the network between international
gateways worldwide. In the case of large countries, where the distance between
main network nodes is large, they are also used as part of the national nctwork
infrastructure.

16.3.3 Switched networks

Figurc 16.3 illustrates the diverse nature of the circuit-switched main network
and the increasingly complex local-access options. Packet-switched nctworks are
essentially of the same structure as far as satellite-system applications are
concerned.

The use of satellites within circuit-switched networks is similar to their use
for lcased nctworks, described above. An added complication, which restricts
their use, i1s the need to carefully control circuit routing through a switched

G series NNI
SDH| | SDHlocalline | [SDH
ADM|[ | | ADM
2 Mbit/s - 140 Mbit/s
X series -y
— interface - -
| 64 Kbit/s local line local | SDHorPDH | main
»  cross »  Cross
L | connect connect
64 kbit/s 8 3
customers SDH or PDH
_ \
| .| modem international
I 7| Vxx | analogue local line koo
hi V series
< 28.8 kbit/s interface SDH or PDH
\

to satellite or cable

Figure 16.2  Leased-network structure
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nctwork to minimise the chance of picking up two satellites hops on a particular

call

see Sections 16.7.2 and 16.7.1.

16.3.4 Main-network service rates

16.34.1 Local access

The local lines shown in Figure 16.2 can employ a variety of transmission techni-
ques to access the network, depending on the services required and the size of the
customer involved, but the following are the main methods of access:

(1)
(i)

(iii)

(iv)

Analogue: the standard two wire, 3.1 kHz bandwidth local line used for the
majority of customers on the network.

n X 64 kbit/s: lcased circuit customers have been able to access the network at
64 kbit/s (or n x 64 kbit/s, n=1 to 30) for a number of years using ITU-TX
series interfaces.

144 kbit/s: the basic access rate for the international standard ISDN. The sig-
nal comprises two 64 kbit/s information channels, which can be switched in-
dependently through the network, plus a 16 kbit/s signalling link to control
these channels.

2 Mbit/s: this access rate can either be used for wideband leased circuit access,
in which casc the customer has considerable freedom in how the channel is
split up, or to connect a private exchange (PBX) at the customer’s premises
to the main network with 30 x 64 kbit/s information channels plus a
64 kbit/s signalling channel to control them.

Wideband leased lines: SDH equipment now offers wideband services (up to
140 Mbit/s) direct to customers, SDH transmission systems using optical i-
bres are installed, with the terminating equipment at the customer’s premises.
G.703 tcrminating cards arc available to offer 2 Mbit/s, 34 Mbit/s,
45 Mbit/s and 140 Mbit/s.
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(vi) ATM: AT'M services are currently under trial with some customers. These use
SDH local access with ATM adaption equipment also at the customer’s
premises.

16.4 Main-network transmission technologies

16.4.1 Analogue transmission

The analoguc transmission hierarchy is rapidly being replaced in the network
by digital hierarchies. Analogue satellite channcls using a variety of
access/modulation techniques are still used internationally to support this
hierarchy.

16.4.2 Plesiochronous transmission— PDH

Figure 16.4 illustrates the structure of the plesiochronous digital transmission
hierarchy in Europe. There is another standard based on 1.5 Mbit/s (shown in
Figure 16.5) used in countries such as the USA and Japan. Interworking
between these two hierarchies is achieved by means of the hierarchy shown in
Figure 16.6.

Higher bit rate linc systems are also used extensively throughout the
network (e.g. 565 Mbit/s}, but these are not internationally standardised rates.

16.4.3 PDH and satellites

Satellites offer a variety of means to accommodate these main network transmis-
sion rates; the two major ones being 120 Mbit/s TDMA and 2 Mbit/s IDR
(intermcdiate data rate). Both TDME and IDR are defined in detail by
INTELSAT specifications. In addition, higher-bit-rate IDRs arc available, for

-
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Figure 164 Plesiochronous digilal hierarchy (2048 kbit/s primary rate)
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example 140 Mbit/s and 45 Mbit/s, which, currently, are used primarily for
submarine-cable restoration purposes.

Thercfore, there is a significant difference between the interconnection of
nodes using satellite links, which have a preponderance of thin routes between
pairs of earth stations, and interconnection using modcrn digital cables where
cach line system has a capacity measurcd in thousands of circuits.

16.4.4 Synchronous transmission, SDH

The current digital transmission network is mainly based around a plesiochro-
nous digital hicrarchy (PDH) composed of a very complex frame structure
which is bit interleaved and contains timing justification between each level in
the hierarchy. The net result of this complex frame structure is that it is difficult
to, for instance, access a particular 2 Mbit/s channel from a 140 Mbit/s line
system without demultiplexing stage by stage through the hierarchy. Therc is
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also a very limited amount of overhead capacity within the frame structure to
facilitate management and performance monitoring of the traffic channels.

SDH is now being deployed as an overlay nctwork by most operators, and
uses byte interleaving instcad of bit interleaving to pérmit simple access to
payload within the frame structure. The bit rates of SDH are much higher than
those used for the PDH, reflecting the developments in transmission technology
since PDH was first introduced.

Note that in North American countrics, the SONET (synchronous optical
network) is being deployed. This is similar to the international SDH approach,
and interconnection between the systems 1s relatively simple.

16.4.4.1 Overview of SDH hierarchical levels

The SDH primary ratc is called STM-1 (synchronous transport module-1),
and has a bit rate of 155520 kbit/s. Each frame consists of payload space
capable of carrying a PDH 140 Mbit/s signal completely, with extra capacity
for error-checking and management channels.

The currently defined higher SDH levels arc STM-4, STM-16 and STM-64
(see Table 16.1). These arc made up of four STM-1s and 16 STM-1s (etc.), respec-
tively, through a simple byte-interleaving process of the original STM-1s. This
means that it is a technically simple task to identify the bytes belonging to indi-
vidual STM-1s, since the system is fully synchronous at these levels. The
consequence of this is that an individual STM-1 can be extracted from the STM-
4/16 signal and an alternative STM-1 put in its place, without demultiplexing
the whole signal, as would be required in the PDH. This process is known as
drop and insert, and is a major advantage for network operators.

16.4.4.2 Transporting PDH signals within SDH

The SDH primary-rate signal, the STM-1, is capable of carrying most PDH
signals; Table 16.2 illustrates how.

Note that the unsupported PDH rates shown in the Table can be transported
in multiplexed form at the next highest supported rate, however, the advantages
of ease of identification of payload arc lost.

Table16.1

SDH level Bit rate (kbit/s)
STM-0/R 55840
STM-1 155520
STM-4 622080
STM-16 2488320

STM-64 9953280
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Table16.2

PDH level PDH bit-rate SDH container

1 1.5 Mbit/s VC12 (VC11 USA)
1 2 Mbit/s vCi12

2 6 Mbit/s not supported

2 8 Mbit/s not supported

3 34 Mbit/s VC31

3 45 Mbit/s VC32

4 97 Mbit/s not supported

4 140 Mbit/s VC4

The term VCn represents virtual container and the number corresponds
directly to the PDH hierarchical level which it supports. It can be seen that the
second hierarchical level of the PDH is not directly supported by the SDH.
These signals (6 and 8 Mbit/s) can still be carried in the 34/45 Mbit/s and
140 Mbit/s signals within the SDH.

The virtual container contains overhead space in addition to the PDH
signal. This overhead includes a pointer, which shows where the PDH framed
signal starts within the VC. Since the SDH signals are unlikely to be synchro-
nised to the incoming PDH signals, the pointer is necessary in order to recover
the PDH signal at the distant end of the VC path. Also included in the overhead
is an error-checking mechanism (called bit-interleaved parity, BIP), a path trace
indicator, which labels the VC, and other information to enable automatic pro-
tection of VC paths in the event of network failures.

16.4.5 Transporting ATM signals in SDH

ATM is discussed in more detail later in this Chapter, however, it is possible to
map ATM cells directly into the STM-1 payload space using the AU-4 pointer
to indicate the first cell. Since the cells arc all of fixed length, they can be read
directly from the bit stream once the pointer has identified the start of the first
cellin the frame.

164.6 SDH frame structures

The following subsections describe the synchronous digital hierarchy in a
tutorial form. (They are not intended to replace the relevant ITU-T recommen-
dations!)

16.4.6.1 Virtual containers ( VCs) [tributary units ( TUs)

When a plesiochronous signal is presented to an SDH multiplexer, it is first
mapped into the appropriate container (as defined in Rec. .709). Containers
exist in four types:
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POH payload
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Figure 16.7  SDH frame construction

(i)  C-1:1544/2048 kbit/s (PDH primary rate).
(i) C-2:6312/8448 kbit/s (not supported ).

(iii) C-3:32064/44736/34368 kbit/s.

(iv) C-4:97728/139264 kbit/s.

After this operation, a virtual container is created by adding the appropriate
path overhead (POH) to the container. The path-overhead structure depends
upon the bit rate of the signal. It provides in-service performance monitoring
using bit-interleaved parity (BIP), which is an crrored block-detection
technique. Spacc is allocated within the POH to allow for monitoring of distant
end-path failures and errors to assist in maintenance and performance moni-
toring. Bits are also reserved for automatic path restoration and path labelling.

16.4.6.2 Virtual containers
Vs cxist in two categories and four types:

(i)  VC-I: basic or lower order; carries a C-1.

(i1)  VC-2: basic or lower order; carries a C-2 (not used).

(iii) VC-3: higher order/lower order; carries a C-3 and/or VC-Is.
(iv) VC-4: higher order; carries a C-4 or VC-3s and /or VC-Is.

The higher-order VCs have more POH than their basic counterparts.

In order to combine a basic VC into a highcr-order VG, the basic VCs are
combined into tributary units (TU), and subsequently into tributary unit groups
(TUG). These TUs are no more than the original basic VC plus a group of
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bytes, called a pointer, which indicates the position (or phasc) of the POH with
respcct to the system clock.

(Note: this use of pointers enables plesiochronous signals, which may not
have an exact phase relationship with thc synchronous system clock, to be
combined into synchronous transport modules (STM) (see below), since the
phase of the original plesiochronous signal is held by the pointer.)

Two of these TUs are then combined to form a TUG, which can in turn be
combined into a higher-order VC.

Higher-order VCs arc then given a pointer (or pointers) and combined into
an administrative unit {AU). This is similar to the TU described above. With the
addition of further overhead, called scction overhead (SOH), the synchronous
transport module (STM) 1s complete.

TUs also provide a mechanism for concatenating VCs, to accommodatc non-
standard and/or wide bandwidth tributary signals. Finally, both negative and
positive justification opportunities are provided in this structure.

For further information refer to ITU-T recommendation G.707.

tributary
4 I
v

pointer POH container

J/

virtual container

\ tributary unit /

Figure 16.8  TU frame format

TU TU TU

byte
interleaving

tributary unit group

Figure 16.9  TUG frame format
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16.4.6.3 Synchronous transport module (STM ) 1, N and R

The synchronous transport module-1, or STM-1, is the primary synchronous
digital hierarchy rate, which is 155520 kbit/s. 'The STM-1 can be four-byte
interleaved to form an STM-4 (622080 kbit/s) or 16-byte interleaved to form an
STM-16, ctc. Synchronous transport modules can be referred to as STM-N
generically.

STM-R, the reduced bit rate STM-1, is a special STM with a bit rate of
51.84 Mbit/s, and could not be byte interleaved to form an STM-1.

The satellite community should note that all levels ol the synchronous
digital hierarchy contain a considerable percentage of overhead, much of which
is at present undefined. Carriage of this overhead may represent a significant

AU AU AU

byte
interleaving

~_

SOH
pointers byte interleaved AUs

SOH

synchronous transport module 1

Figure 16.11  STM-I frame format
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penalty for satellite systems. For cxample, for the synchronous transport
module, which contains 9 X 9 bytes of section overhead and 9 x 261 bytcs
of payload (an administrative unit), the scction overhead represents
81/(2349 4 81) = 3.33% of overhead.

For further information refer to ITU-T recommendations G.707.

16.4.6.4 SDH pointers (TU, AU )

The TU pointers indicate the phase of a VC-1, 2 or 3 with respect to the start
of the STM-N, and the AU pointer indicates the phase of a VC-4 with respect to
the start of the STM-N. These pointers allow signals of slightly differing bit rate
and phase to be combined into the synchronous bit stream made up of STM-Ns
in any synchronous digital hierarchy transmission system.

For further information refer to I'TU-T recommendation G.707.

16.4.6.5 SDH protocols, e.g. the DCCr and DCCm seven-layer protocol stacks

The data communications channel (DCC) is a 192 kbit/s + 576 kbit/s =768
kbit/s communications channel embedded within the STM-N SOH. It is
expressed as a sum of two bit rates because the STM-N SOH is split into two
parts, called the regenerator section overhead (RSOH) and the multiplexer
section overhead (MSOH). Thus, the two data communications channels are
called the DCCr and the DCCm and are 192 and 576 kbit/s, respectively.

These channels are intended for network management use and the informa-
tion contained within them would normally be prescnted at a () interface point
and F interface point to thc management network. For more information on
management structures and interfaces see recommendations G.773 and G.782.
M.3400 describes the T'MN architccture in detail, where these inter{aces can be
used.

The regenerator section channel would normally be available at the regen-
erator section termination (RST) point, and the multiplexer section channel
would be available at the multiplex section termination (MST) point. The
implication is that a regenerator would be able to access the DCCr, and multi-
plexing equipment would be able to access the DCCr and the DCCm.

Finally, the DCC is defined using a seven-layer protocol stack, similar in
structure to the seven-layer OSI stack. Each layer employs its own protocol
suite, and the technicalities and interactions of these layers are not well under-
stood. The effects of satellite delay and crror distributions on this protocol stack
should be cause for concern within the satellite community.

For further information refer to I''U-T recommendation G.707, which
details the bit assignments, and recommendations G.782, G.783 and G.784
which detail the DCC protocols and usage.

16.4.6.6 SDH management

Each of the virtual containers and the synchronous transport modules has
some overhead, called path or section overhead. This overhead information is
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designed to permit network management, such as comprchensive in-service
monitoring, signal labelling/identification, protection switching and tributary
synchronisation/justification (with the pointers).

In addition to this information, the data communications channcl is
provided to allow other management information to be transferred across
national and international networks.

At present, the path overhead is well defined for all levels, the section
overhead is only partly defined, and the data communications channel lacks any
agreed defined purpose. It is not doubted that a purpose for the DCC will be
found, but the messages have not yet been defined. In view of the inherent com-
plexity of the DCC protocol stack, and the lack of knowledge concerning plans
for the information to be transported on the DCC, the satellite community
should be addressing this issuc.

Other issues which the satellite community should be considering include the
uscs for the protection switching bytes (for example, see G.781/2/3/4). The k
bytes are reserved for protection switching of paths at all levels. The satellite
community should be aware of the implications of automated restoration
switching where SDH paths usc satellite links, especially which criteria are
selected for switching, acceptable delays in switching etc.

164.6.7 Synchronisation and pointers

The use of pointers and justification opportunitics to allow frequency/phase
Justification of plesiochronous tributaries has been considered above. There
are, however, considerable questions concerning synchronisation across borders
of the STM-N signals.

It should be noted that the synchronous digital hierarchy does not require
globally-synchronised clocks.

At present, these issues are not well understood. The satellite community
should consider them in terms of satellite links.

164.6.8 New equipment

Network operators around the world are introducing equipment based on this
ncw standard. Although the current PDH will continue to account for the

Table 16.3 ITU-T recommendations

G.707 definitions of the SDH frame structures

G.773 protocol suites for Q interfaces for management of
transmission systems

G.781/2/3/4 muxes and management of SDH networks; the source of
much new terminology

(G.957/8 definitions of the optical interfaces for SDH

(G.803 and G.805 definitions of architecture of SDH based networks; much

new terminology
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majority of the digital network for many years to come (there are still significant
amounts of analogue equipment around the world today despitec many years of
digitalisation), SDH is the standard for new systems in the 1990s. The implica-
tions of this change need careful consideration by the satellite community. In
particular, the minimum line system rate is 155 Mbit/s, although there are
network interfaces at rates broadly compatible with the existing levels of the
PDH hierarchy. This level of capac1ty is too large for the majority of satcllite
routes currently in operation in the main network and the ITU-R is currently
addressing this problem.

164.7 SDHand satellites

16.4.7.1 INTELSAT scenarios

INTELSAT, in conjunction with its signatories and the I'TU-T and I'TU-R
standards bodies, is to develop a series of SDH-compatible network configura-
tions with satellites forming part of the transmission link.

A full description of these network configurations, referred to by
INTELSAT as scenarios, is outside the scopc of this Chapter. Recent chairman’s
reports of the I'T'U-4 SG4 contain fuller descriptions of these scenarios.

In summary, the options are given below.

16:4.7.2 Full STM-I transmusston point to point

This has required the development of an STM-1 modem capable of converting
the STM-1 digital signal into an analogue format which can be transmitted
through a standard 70 MHz transponder. This development is now completed,
and working prototypes available.

In addition, there is (as yet) no recognised need for this amount of capacity
via an SDH satellite link. Current high bit ratc PDH IDR links are generally
used for submarine-cable restoration (although there are some exceptions), but
for SDH cables, the capacity of submarine cables is such that a complete current
generation INTELSAT satellitec would have to be held in reserve for SDH cable
restoration. This is clearly not a cost-effective use for telecommunications
satellites.

16.4.7.3 STM-R uplink with S'TM-I downlink— point to multipoint

This scenario suggests a multidestination system and requires considerable
onboard processing of the SDH signals, however, the advantage is flexible trans-
ponder usage for the network operator(s} using this system. The approach is not
gencerally favoured by most network operators for reliability and future proofing
reasons; it may prevent alternative usage of the satellitc transponders in the
future, and the additional complexity is likely to reduce the reliability/lifetime
of the satellite and increase its initial expense.
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164.74 Extended TU-12 [DR

This approach is favourcd by a large number of signatories, since it retains the
inherent flexibility of the satellite (regarded as a major advantage over cable
systems), and would require the minimum of alterations to satcllitc and carth-
station design. Additionally, some of the management advantages of SDH are
retained, including end-to-end path performance monitoring, signal labelling
and other parts of the overhead. Current development work is centred around
determining which aspects of the data communications channels could also be
carried with the TU-12, '

Since the bit rate of the TU-12 is not much greater than an existing 2 Mbit/s
PDH signal (about 2.33 Mbit/s), it is likely that minimal rearrangement of the
transponder band plans would be required, with the possibility of mixing PDH-
and SDH-compatible IDR carriers. Additionally, development work is
currently taking place to modify existing IDR modems to carry the TU-12
signal, rather than the more expensive options of developing new modems (for
example, for the STM-1 and STM-R options).

164.7.5 PDH IDR link with SDH to PD H conversion at the earth station

This is the simplest option of all, but it does not provide the operator with true
SDH compatibility. All of the advantages of SDH are lost, with additional costs
incurred in the SDH to PDH conversion equipment. In the early days of SDH
implementation, it may be the only available method, however.

16.4.7.6 Variations

Other variations have been proposed, usually point-to-multipoint variations of
the above. ‘

16.5 Asynchronous transfer mode

16.5.1 General

ATM is a protocol designed (o be carried by both the PDH and the SDH hierar-
chies. It is not, as is commonly misunderstood, directly linked with SDH. ATM
is morc closely related to packetised data protocols such as the ITU-T X.75
system, but it differs from standard packetised protocols in that it is specifically
intended to provide both constant and variable bit-rate transmission (as
opposed to constant bit rate transmission from the PDH or SDH).

16.5.2 ATM and B-ISDN

ATM has been selected by the ITU-T as the preferred switching system for
broadband ISDN (i.e., it performs both transmission and switching functions).
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16.5.3 ATM cell structure

ATM consists of cells which are 53 bytes in length. Of thesc 53 bytes, 48 bytcs
arc reserved for payload and five bytes are used as overhead. The payload area
has no error checking built in, it is up to users to provide their own. The
overhead of the cell has error protcction; additionally, it contains the routing
information (which is updated at each switching node), and a flag which
indicates to the ATM switching equipment the importance of the particular cell.
Cells may be labelled as unmimportant if, for example, the user exceeds their
agreed nominal bit rate. If the network then suffers congestion, thc unimportant
cells may be discarded by the next adaption function (ATM switch). This
technique is called policing.

16.5.4 Adaption of ATM cells into SDII and PDH transmuission networks

ATM cells are presented to the PDH or SDH network node by adaption
equipment, and are routed around the constant bit rate network by ATM
switches. A virtual path is sct up between two switching nodes; a virtual-path
connection is a series of concatenated virtual paths and is intended to eliminate
variable delay between the possible different cell routings for delay-sensitive
payloads (c.g. speech), by maintaining a constant path length for the duration of
the transmission.

5 bytes of 48 bytes of payload space
overhead for user data (e.g. IP/LAN traffic)

Figure 1612 Simple sketch of ATM cell

VBR and

CBRin ATM

switch

ATM
switch

>

Figure 1613 Principles of AT M cell adaption
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Since ATM will be supported by SDH or PDH it should have no direct
impact on satellite system design as the satellite link will be designed to carry the
SDH or PDH signal. However, the QoS requirements given in 1.356 suggest that
the performance requirements of G.826 may not be adequate for ATM (rans-
mission in all cases. This is under consideration in both the I'TU-T and the
ITU-R.

ATM cells can be mapped into an STM-1 payload space or a 34 Mbit/s
PDH signal (ETSI countrics only), the mappings arc given in I'TU-T recom-
mendation G.832.

16.5.5 Current ATM trials

Current ATM trials in Europe are using ATM switches to function as crosscon-
nects between European nodes, with PDH transmission of cells between the
switches. Project James, which is an example of this, interconnects European
academic institutions in a similar way to the UK Janet network.

16.5.6 ATM performance parameters

Key performance parameters for ATM are cell-delay variation (CDV) and
cell-loss ratio (CLR). CDV is a result of the dynamic routing possibilities of
ATM, and has a direct impact on the size of the buffers required in the receiving
equipment to be able to reconstruct the original signal. The overall instanta-
neous delay for a given virtual path will be determined by the longest
individual-cell delay which the receive buffer can treat.

Cell-misinsertion rate (GMR) is another key parameter, but is likely to be a
sccondary result of crror activity. If a cell header is damaged by error activity, it
could be inserted into another stream, producing an additional cell for that
stream. Other parameters are cell-error ratio (something which can only be
estimated in service), severely-errored cell block {based on a variable block
length which 1s bit-rate dependent, again, only estimatable in service) and
SESatm, which is derived from SECB.

These parameters are given in I'TU-T recommendation 1.356 against the
various quality-of-service classes for ATM. 1.610 provides maintenance princi-
ples and functionality, including defining maintenance cell flows. M.2201 (just
begun) will provide bringing-into-service and maintenance limits for ATM
virtual paths, including those supported by satellite links.

16.5.6.1 Delay and echo cancellation

The possibility of using echo cancellation associated with ATM is being consid-
cred at present. Becausc of the wide range of possible CDVs, even in national
networks for smaller countries such as the UK, echo cancellation may be consid-
ered for trunk calls.
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16.5.6.2 ATM and error performance

Ccll-loss ratio is thc main error-performance mecasure of ATM. Since the
payload space within an ATM cell is not performance monitored by the trans-
mission network, it is not possible to determine whether the payload of an
individual cell has been errored during transmission. The loss of complete cells
(i.e., unrecognisable headers) 1s measurable, however, and is therefore used
instead. (Note: the transmission ncetwork, SDH or PDH, provides some mcasure
of error performance of its payload space, which will include all of the ATM cells
transported. However, it is not possible to relate errors detected by the transmis-
sion network to individual ATM cells transported.)

16.6 Major network features which impact on
service-carrying ability

This Section deals with three network features which have a major impact on
the service-carrying ability of the network, namely: digital circuit multiplication
cquipment (DCME), synchronisation and signalling. They are all features
which are of relevance to satellite integration into the network, although many
of the problems associatcd with them arc common to both terrestrial and
satellite-based networks.

16.6.1 Digital circuit multiplication equipment (DCME )

DCME enables network operators to make maximum use of their circuits by
concentrating a number of calls from a set number of circuits onto a smaller
number of circuits. This is achieved by exploiting the considerable redundancy
which exists in any particular telephone call, e.g. people spending a large
amount of time listening rather than talking, speech bursts having pauses
between words/phrases/sentences and 64 kbit/s PCM coding being very ineffi-
cient. Efficient bandwidth utilisation is crucial to the cconomic viability of
satellites in the main network, and so this technique is used extensively, particu-
larly on IDRs in the INTELSAT network. It is also used on long-distance
submarine cable systems such as the transatlantic optical-fibre cable TAT 8.

Figure 16.14 is a conceptual diagram of DCME showing the two functions
responsible for the circuit gains which are achievable (typically 4:1), namely:
digital speech interpolation (DSI) and low-rate encoding (normally adaptive
differential pulse-code modulation, ADPCM), although LD-CELP, which can
theorctically achicve 4:1 compression gain, is being trialled for use in the
network. (Note: circuit-multiplication equipment is also used in some parts of the
network which makes use of one or other of these techniques independently.)

DSI exploits the gaps between speech bursts (including periods when a
person is listening rather than talking) by only assigning a circuit to the call
when speech activity is present. Gains of over two to onc are possible using this
technique, but this figure can be dramatically reduced depending on the number
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Figure 16.14  Digital circurt multiplication hierarchy ( DCME) concept

of calls/circuits being scanned (because of the statistical nature of the
technique) and the proportion of data calls (because these calls do not have the
silent periods present in speech signals and therefore tend to hold a circuit per-
manently for the duration of the call).

ADPCM is a morc cfficient coding scheme than PCM, resulting in a
nominal bit rate per call of 32 kbit/s rather than 64 kbit/s. LD-CELP, a recent
development, can code at 16 kbit/s, thus enabling up to 8: 1 gain with DSI. This
technique is under trial for inclusion in the network. These schemes do, however,
introduce extra distortion into the signal and this is particularly important for
voiceband data calls. Special facilities have been built into the cquipment to
cope with these calls.

16.6.2 Network synchronisation

The majority of national digital nctworks opcrate synchronously at the
primary rate (2 Mbit/s in Europe), i.e. the 2 Mbit/s links and switches within a
country are locked to a very accurate national reference clock (typically running
to an accuracy of 11in 1011). Interworking across national boundaries is achicved
plesiochronously by the use of buffers which compensate for the timing differ-
cnce between the national reference clocks, see Figure 16.15.

Special care needs to be taken when introducing satellite links into this config-
uration. This is because satellites introduce Doppler shift into digital signals
passing through them owing to the orbital variations which occur cven on satel-
lites which are nominally geostationary. The means by which this Doppler shift
is taken out of the signal varies and the techniques used arc outside the scope of
this Chapter (an example of how this can be done is shown in Figure 16.16), but
the important thing to note is that timing between digital networks is potentially
a major source of impairments and it is particularly important to ensurc that the



2 Mbit/s synchronoué network

368 Satellite communicalion systems

—»{ country A
main
network
-] node

||

country B
main
network

node

2 Mbit/s synchronous network

synchronisation boundary

Figure 16.15

Network synchronisation

country A plesiochronous satellite Doppler
main buffer interface buffer
network i
equipment
node quip

country B
main

plesiochronous | Doppler

satellite -

network buffer interface buffer
equipment
node quip

Figure 16,16 Satellite synchronisalion

extra complication of Doppler shift which satellites introduce is taken into
account early in the network-design process.

In the SDH environment, synchronisation takes place at the SDH primary
rate, which is the STM-1 155 Mbit/s rate. The approach is similar to that shown
for the PDH. The synchronisation strategy for SDH over satellite has not been
determined, since SDH over satellite is not yet beyond the prototyping/develop-
ment stage. However, the requirement to buffer the SDH signal and the Doppler
effects will be similar to those in the PDH environment.

16.6.3 Signalling (routing control)

The signalling systems used between switched network nodes are becoming
increasingly sophisticated and arc opcning up the possibility of steering calls
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through the network according to the specific requirements of the service being
carried on that particular call (this is a particular [eature of the ISDN), but the
main function of the current signalling network is to connect one customer to
another according to the number which the originator of the call inputs to the
network. From a routing point of view, the only significant feature which the
presence of a satellite link in the network introduces is the delay and associated
echo control (see Sections 16.7.1 and 16.7.2). The signalling/routing is therefore
arranged to minimise the likelihood that two satellite hops are included in the
call routing and to disable intermediate echo control, if two sets of controls are
in tandem.

The delay which satellites introduce has another impact on the signalling
network, this time related to the function of the signalling systems themselves.
Initially, signalling was based on a separate signalling channel associated with
cach individual circuit. Signalling systems between digital switches are increas-
ingly based on common-channel signalling principles (the ITU-T standard
being ITU-T no. 7) where the signalling information for a large number of calls
is concentrated into a single data channcl. However, whatever system is used,
the basic function is the same, i.e. to transfer information from one switch to
another. It is important to ensure that the propagation delay between the
switches which the transmission link introduces docs not adverscly affect the sig-
nalling-system protocols: common-channel signalling being particular sensitive
in this respect because of the large amount of information concentrated onto one
signalling channel controlling a high number of calls. All the major interna-
tional network signalling systems (I'TU-T nos. 5, 6, 7 and R2) have been
designed/adapted to be compatible with operation via satellite.

16.7 Satellite system performance in relation to service
requirements

Network performance can be characterised in a number of ways, but for main
network services on the digital transmission network, it can be considered in
terms of just three parameters, namely echo, delay and digital errors. Echo is
outside the control of the satcllite system designer, delay is in theory controllable
but in practice not and errors are controllable within certain bounds.
Nevertheless, all three must be considered by a network designer intending to
usc satellites as part of that network.

16.7.1 Echo

Echo occurs on the public switched telephony network (PSTN) from two
sources: impedance mismatches at the 2/4 wire-conversion point and acoustic
echo from the earpiece to the mouthpiece of the telephone handset. Therefore,
all telephony calls suffer from an echo of the original speech but the signal level
of that echo will vary. It only becomes a problem when the associated propaga-
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tion delay of a connection is so long that a talker begins to distinguish the echo
as a separate signal from his/her original speech—it then begins to have a very
disruptive effect on a conversation.

The precise amount of delay that can be tolerated depends on a number of
factors but it is not only a problem for satellitc-routed calls, as one-way transmis-
sion delays of less than 50 ms have been shown to cause customers difficulty
because of echo-rclated cffects. Nevertheless, some form of echo control is always
advisable on satellite-based networks carrying voice traffic, irrespective of the
associated terrestrial delays (the one-way propagation delay between satellite
carth stations via a geostationary satellite is approximately 260 ms—see ITU-T
recommendation G.114). This control is either by means of echo suppressors,
which introduce extra attenuation into the return direction of transmission to
reduce the level of the echo or, more recently, echo cancellers, which model the
expected echo and subtract this from the return path to cancel out the ccho.

Both these methods of control usually need to be disabled during data calls,
which require an uncorrupted path in each direction of transmission.

16.7.2 Delay

Even on networks with perfect echo control, delay can be a problem in its own
right. Delays above 400 ms can cause voice customers problems and the level of
difficulty which they experience continues to increase as the delay rises. Data
protocols are sensitive to delay and, although it is standard practice to design
protocols for use on the main network to take account of satellite plus associated
terrestrial delays, these delays must be kept within bounds. Providing this is
dong, satcllites can and do play a full part in the main network, including the
evolving ISDN. (ITU-T recommendation G.114 (Blue Book) covers this subject
in more detail and also shows the dclays which can be expected through other
elements of the network.)

The net result of this is that double satellite connections should be avoided.
It is possible to get a double hop on the current main network but this is very
unlikely owing to the call-routing algorithms employed and careful network
planning. Typical delay values for UK/USA are 45—75 ms by submarine cable
and 260—-290 ms by satcllite.

16.7.3 Dugital transmission errors

The major parameter (apart from delay) which characterises the ability of a
digital network to transfer information is its error performance. The existing

satellite
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echo international | | local

local | |international echo
canceller switch network

" network switch canceller

Figure 16.17  Typical international 2 Mbit[s voice network with cancellers
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main network is nominally designed to I'1'U-T recommendation (.821,
although this recommendation has certain drawbacks which make it difficult to
relate it directly to the actual network and a new recommendation, G.826, is
currently being drawn up by the ITU-T which is expected to address these
drawbacks.

Maintenance of satellite links is also described in ITU-T recommendations.
The key recommendations for the main network are M.2100 and M.2101.

16.8 Standards

This Section outlines the major international telecommunications network
standards within the ITU-T and I'TU-R which relate to satellites in the main
network, in addition to those mentioned above. Regional standards also cxist
from bodies such as ETST in Europe and ANSI in North America but, wherever
possible, these arc aligned with the worldwide standards of the I'TU-T and
ITU-R.

16.8.1 I'TU-T recommendations

The current ITU-T recommendations are contained in the Blue Books which
were agreed at the end of the 1984-1988 study period at the IX plenary
assembly in Meclbourne. Owing to reorganisation within the I'TU in order to
make it more responsive to technology developments, some recommendations
are being given accelerated approval, and all new or modified recommendations
arc now published as white booklets. Where no modifications have been made,
the Blue-Book version will remain as the current standard.

It is worth noting that these recommendations are exactly that, recommenda-
tions, and arc not mandatory, but nctwork operators go to great lengths to
conform to them wherever possible as it considerably simplifies network inter-
working. They are agranged in a series of groups, the ones of most interest to
main-nctwork satellite operation arc as follows:

E series— telephonce network and ISDN;

G series— transmission;

I series— ISDN;

M series—maintenance;

Q) series—switching and signalling;

V series—data communication over the telephone network;
X series—data communication networks.

The ITU can be accessed at URL http://tics.itu.ch, where a full databasc of
recommendations is held. Searching is possible against descriptions, keywords
and titles. Ongoing work items can be downloaded (the ITU standard is Word
for Windows 7), whereas completed recommendations are available cither from
the online bookshop or by subscription to ‘Recommendations online’,
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16.8.1.1 Recommendaiion G.821
This begins by characterising errors by means of two parameters:

(i)  Errored sccond (ES)—a second containing one or more errors.
(ii)  Severely-errored second (SES)—a second with a BER worsc than 1in 107>,

These parameters relate to an end-to-end 64 kbit/s ISDN call but, in practice,
have been used in general to engineer the whole main network. Percentage
limits are specified for each paramcter and apportionment rules outlined for
splitting these limits across the network. The new recommendation G.826 is
being developed to cover performance objectives at higher bit rates and it is
expected that this will be more closely aligned to the actual structure of the
transmission nctwork.

16.8.1.2 Recommendation M.2100

Maintenance performance limits for both SDH and PDH at all bit-rates are
detailed in M.2100. These limits are used when first cormmmissioning transmission
systems, when bringing specific circuits (between operators) into service and for
day-to-day maintenance activity. Day-to-day maintenance activity is usually
performed when systems are carrying traffic, so it is necessary to make measure-
ments of error performance in service.

M.2100 defines how to derive errored and severely-errored seconds from
PDH transmission systems in service. The details of these derivations are beyond
the scope of this Chapter, however, it should be noted that the maintenance
limits for satellite links are given in this recommendation.

16.8.1.3 Recommendation GG.826

Errored and severely-errored seconds at 2048 kbit/s and above are delined and
a further parameter is given, as follows:

(1) Errored second (ES) —a second containing onc or morc crrored blocks.

(i1) Severely-errored second (SES)—a second with thirty per cent or more
errorcd blocks.

(iii) Background block error ratio (BBER) — this is the ratio of crrored blocks to
the total number of blocks, and is designed for in-service measurement in both
the plesiochronous and synchronous hierarchies.

Note that for the PDH, recommendation G.826 refers to recommecndation
M.2100 for the derivations of ES and SES.

16.8.1.4 Recommendation M.2101

This recommendation provides the same function for the SDH as M.2100 does
for the PDH.
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These paramecters (ES, SES and BBER) are not readily usable by satellite-
link designers and so ITU-R Study Group 4 has produced I'TU-R recommenda-
tion 614 which gives a method of translating the I'TU-T objectives specified in
terms of ES and SES to a BER against pcrcentage of time mask which can be
more readily employed in link design. Error performance, as currently specified,
is not an issuc for PCM-encoded voice calls as they are very robust to transmis-
sion errors. This is not the case for data services (both 64 kbit/s data directly
accessing the digital nctwork and, to a lesser extent, voiceband data) and
customer expectation of the level of performance of these services is likely to
increase as their applications become more sophisticated and widespread.

16.8.2 ITU-R

The current ITU-R standards are documented in a series of recommendations,
as in the I'TU-T, but much of the background material is in a set of supporting
reports. The ITU-R is currently reorganising its documentation to more closely
align with the I'T'U-T practice of putting greater detail in its recommendations
but, for the moment, the following recommendations and report are of most
relevance to main-network operation (there are obviously a wide range of ITU-
R rccommendations relating to more detailed aspects of satellite design and
operation but these are outside the scope of this Chapter.

16.8.2.1 Recommendation 614

Allowable error performance for a hypothctical reference digital path in the
fixed satellite service operating below 15 GHz when forming part of an interna-
tional connection in an integrated services digital network. This
recommendation provides bit-error probability/link-budget masks to achieve
the requirement for error performance of the link. It is intended (o ensure that a
64 kbit/s channel, when carried by satellite, will mect the requirements of ITU-
T recommendation G.821.

16.8.2.2 Report 997

Characteristics of a fixed satellite service hypothetical reference digital path
forming part of an integrated services digital network.

This report includes an algorithm for determining the error performance of
a satellite link and relating it directly to the periods of BER against time
specificd in the BER mask of recommendation 614.

16.8.2.3 Recommendation 1062

The function of this recommendation is similar to that of recommendation 614;
it is to ensure that paths at bit ratcs of more than 64 kbit/s (e.g. up to 140 Mbit/s
PDH and 155 Mbit/s SDH) will meet the requirements of ITU-T recommenda-
tion G.826.
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16.9 Future network developments

16.9.1 Optical-fibre-cable developments

Ghbit/s optical-fibre systems are now becoming a reality and this means that
the per-channel cost of such systems will make it increasingly difficult for satel-
lites to compete on major arteries of the network where these large-capacity
systems can be fully exploited. The result of this is that satellitc capacity is being
released for better use within the network, rather than standing by in case of
failure.

Direct ATM over satellite trials were held in Europe recently, in which BT
participated. The results and implications of that trial are presently under con-
sideration.

16.9.2 Mobile voice and telemetry

B1’s Globelrack service provides the capability to monitor vehicles using
telemetry almost anywhere within Europe. This has several major customers,
and can provide capability such as vehicle status (fuel, temperature etc.),
payload status (c.g. refrigeration systems for food) and location/speed etc.
Mobile telephony can also be added.

16.9.3 Internet protocol

IP 15 likely to be transported within the main neiwork using ATM. Satellite
links are eminently suitable for this, since both ATM and IP arc not significantly
delay sensitive. A North American company is considering launching a large
number of nongeostationary (i.e. low-orbit) satellites, with intersatellite com-
munications, to provide high-bandwidth capability for IP users.

The growth in IP traffic transported by the main network has been consider-
able over the last few months, and is expected to increase. This is resulting in
great demand for high bit rate connections from Internet service providers.
Again, satellites provide a good opportunity for handling such traffic.

16.9.4 Network management

One of the largest concerns for most major operators is the management of the
network. The telccommunications markets in many countries are being opened
up to competition, which requires operators to reduce their cost base.
Improvements in network management will be sought continuously to reduce
COStSs.

The ITU-T has been very active in developing this area (known as TMN}),
and a visit to the I'l'U web page will show the vast amount of work going on in
this area.

From a satellite viewpoint, it will be necessary to consider integration of
satellite-link management with general network management.
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16.10 Conclusions

16.10.1 Unique strengths

Satellite communication systems have unique strengths which' make them
ideally suited to a range of specialised applications of mobile, television and data
services. They are also compatible with applications in the main network,
provided that certain basic constraints are taken into account during the
network-design stage. They are cspecially cost effective for thin routes where
compression can be used, and locations which are generally isolated.

16.10.2 Duffering constraints

The constraints differ depending on whether the application is for leased
services, where tight control can be exercised over the individual circuit routing,
or for switched services, where the routing is less predictable from call to call.

16.10.3 Future developments

Future satcllitc usage in the main nctwork will have to take into account
network developments, both in terms of the new services which will evolve, such
as broadband ISDN, and network developfnents, such as SDH, ATM and the
increasing capacity of optical-fibre systems.

Mobile telephony via satellite (using hand-portable earth stations) is
presently under development; air and land mobile systems using the
INMARSAT network are gradually being introduced, giving European or
worldwide coverage using one mobile terminal. Mobile uses for satellite are
growing rapidly, and arc likely to be the main arca of cxpansion for satellites in
the foresecable (uture.






Chapter 17
Digital audio broadcasting by
satellite

P. Shelswell

17.1 General introduction

The first reaction to this subject is to ask why should anyone want to broadcast
radio programmes from a satcllite, and why should the broadcasts be digital?

Digital broadcasting is an evolving technology which will provide an
enhanced variety and choice of programme, and a rugged delivery mechanism.
These are the main driving [orces in broadcasting at the moment. Although the
advantages of digital broadcasting were identified many years ago, there arc at
the time of writing very few all-digital transmissions. The reason for the limited
availability is that the combination of technical theory and production tech-
nology is only just starting to producc products which can compete in the
marketplace. .

Satellite broadcasting has gained a place in the market already. Satellite tele-
vision is available in many places, with a wide choice of programmes. On the
other hand, there is very little satellite sound broadcasting. Again, it appears to
be a matter that is dominated by the needs of the market. Satcllite television
provides a useful product, whereas satellite radio is not yet offering something
which people feel that they must have. To understand why, we need to under-
stand what it is that pcoplc cxpect from radio.

In the early days of radio broadcasting in the 1920s, transmissions used the
lower frequency bands and AM (amplitude modulation), opening the door on a
wealth of new cntertainment and information opportunities. Listening to the
radio rapidly developed into a popular activity. Those of us who listen to the
carly radios in museums often wonder about the low quality of the reproduction
in the formative years, but the novelty and excitement of the programmes took
priority.
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At the beginning, the quality of service offered by the broadcasters matched
the available receiving equipment. There has since been a dramatic improve-
ment in the quality of sound reproduction equipment which has shown up the
faults in the broadcasters’ chain. Partly in response to this, in the 1950s, FM
radio broadcasting began in the UK, and only now in the late 1990s are we
starting to scc the extension to digital broadcasting. In addition to improving
the sound quality, the move to digital technology has provided a more rugged
transmission mechanism which prevents much of the noise, distortion and inter-
ference found in more traditional broadcast systems.

Radio broadcasting has traditionally been a terrestrially-based service.
Satellites were not invented until well into the lifecycle of radio, and there is a
considerable momentum in the broadcasting industry which makes it difficult to
alter an cxisting scrvice. Even now that satcllites arc becoming a common part
of the television industry, we are still not seeing much of a trend towards satel-
lites for radio broadcasting. The reason lies in the nature of the business.

There are several types of radio broadcaster. They range from small
community stations, through local and regional stations, to national and inter-
national broadcasters. The smaller radio stations are an important part of the
system, with many dedicated listeners.

Terrestrial transmitters and networks will satisfy many of these operators.
The community and local services can make use of any option. Whether the
service 1s AM or FM, it is easy to engineer an economic system to provide
-coverage of the desired community. Satcllites will play little part in their
business.

However, when we need to broadcast to larger areas, the terrestrial network
is not going to provide ideal reception conditions, and the prospect of satcllite
delivery becomes much more attractive. AM services operale in [requency
bands which are affected by changes in propagation conditions during the day
(and over longer time periods). This creates problems, well known to those who
listen to medium wave at night or short wave at any time of day. During times of
good propagation, signals arrive from a long way away and causc interference.
During times of bad propagation, even the wanted signal may not be receivable
with any certainty. There are some times when the system works as intended,
but these times arc certainly not as frequent as most listeners would like. As a
consequence, many broadcasters have moved from AM to FM services. With
FM, any programme area which is larger than about 70 km radius (the typical
distance to the radio horizon from the top of a transmitter mast) needs several
transmitters to provide satisfactory coverage. 'The cost of the network and the
cost of providing circuits from the studios to the transmitters can escalate
rapidly.

For international broadcasters, short-wave transmissions provide the major
method of communicating with the public in distant lands. This method of
broadcasting is, in many cases, compatible with normal domestic receivers
because short-wave transmissions arc also used by the national broadcasters in
the target countries.
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Now this is changing; national broadcasters are changing to FM and the
audience is following. As a consequence, the national audience is listening less to
both the national and international transmissions on short wave. We arc also
starting to see the introduction of digital broadcasting in many countries around
the world. This could lead to a significant long-term change in the habits of the
listening public, which could possibly accelerate the demise of short wave for
international transmissions.

For all broadcasters there is therefore a need to find a replacement for short
wave, Whether this is terrestrial or satellite, analogue or digital is a choice for
the broadcaster and depends on the particular business.

Satellite transmission offers a number of exciting possibilities. It can provide
many national or multinational sérvices (a panEuropean service, for example,
has somc attractions to the European Union and its member states), as well as a
direct replacement for international broadcasting on short wave. The choice
and the variety could generate a new entertainment force. If used creatively
with additional digital services (such as may be found on the Internet, for
example) there could be a major untapped audience to be unfolded.

Of course, the listeners are interested in the programme and not in the
method of delivery. Thus, provided that therc is no unacceptable impairment in
the programme caused by the delivery method, the listener will not care how the
signal is received. In television, the debate between satellite and terrestrial tele-
vision does not hinge on the quality of the signal, but more on commercial
factors such as the choice of programme offered (key for the viewer) and the
potential return (important for the broadcaster). The same logic dominates the
discussions about digital audio broadcasting. Therce is no simple reason why one
or other of satellite or terrestrial transmissions should be adopted. There 15 a
complex interplay of financial, programme, technical and time problems.

Any system that is implemented will be subject to very careful scrutiny. It is
not the technical proposal that needs to be right, but the complete business plan.
It is important that the cost of the satellite, the quality of service and the
audience size are all acceptable.

Inevitably, there will be several possible scenarios. One of the most interesting
proposals assumes that both satellite and terrestrially-based services will coexist.
If this does happen, then it is usually assumed that compatibility between the
services is desirable. This inevitably leads to the design of a system which is
optimised for one or other of the delivery mechanisms. It is difficult to ensure
optimum performance on both. If a combination of satellite and terrestrial
scrvices does not occur, then the assumption could lead to a design of system
which is suboptimum, and other options may be more suitable.

In this Chapter, both options will be explored. First, the constraints of com-
patibility with a terrestrial system will be considered, using the Eureka 147 DAB
system as an example. Then satellite options for a compatible and noncompa-
tible approach will be discussed.

In the discussion it will become clear that satellite audio broadcasting is not
going to provide all the answers. The listener has grown used to reception on
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portable receivers, without the need for carcful antenna alignment. In many of
the usual places where radio is used, satellite transmission will not permit this
option without some specific reinforcement of the signal.

17.2 The Eureka 147 DAB system

The LEureka 147 digital audio broadcasting (DAB) system was developed by a
European collaborative group to provide a radio system which could be used on
satellites, cable systems and terrestrial circuits. The assumption was that no
listener would be willing to pay three times for similar types of domestic
equipment, even if they could receive more programmes as a result. The trans-
mission standard allows the same signal to .be broadcast over all types of delivery
mechanism.

There is a penalty to be paid for this compromise. The system can only be
optimised for one type of bearer. In practice, the terrestrial system is the most
difficult to make work properly, and in optimising the system for terrestrial
reception, the satellite link is suboptimal.

The Eureka 147 DAB standard is now being implemented in many countries
around the world as a terrestrial system. Although there have been several
satellite experiments, no satellite system has yet been formally proposed using
this standard. The standard encompasses the sound coding, the modulation
system and the data multiplex, and the whole standard has now been adopted by
the Europcan Telecommunications Standards Instifution’.

17.2.1 The sound coding

To the listener, a key item is the quality of the sound. Although compact discs
offer a very high level of quality which has been accepted by nearly all, it
requires a bit rate of about 1.5 MBit/s to transmit a stereo sound signal. This bit
rate is a consequence of sampling the signal at 44.1 kHz, and coding cach of the
stereo samples with 16-bit precision. With the current pressure on spectrum, we
would not now be allowed the luxury of transmitting such a high bit rate.

Bit-rate reduction systems for broadcasting should ideally introduce no
audible noisc or distortion. Originally, the coding accuracy of CDs relied on the
quantising levels of the system being small enough to provide negligible quan-
tising noise in the absence of signal. Now it is recognised that the quantising
noisc and distortion can be masked by the signal when it is present. This is the
basis of many bit-rate reduction techniques.

The threshold of perceptibility of sound is a complex function of frequency.
It varies from person o person and has a strong dependence on the environment.
If the environment is quiet, many low-level sounds can be heard (like a pin
dropping), but if there is a lot of high-level sound (like the clash of dustbin lids),
then many of the low-level sounds are inaudible: i.e. they are masked. This forms
the basis of many bit-rate reduction techniques. If we cannot hear the pin drop,
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there is no point in transmitting the information which reproduces that parti-
cular sound. Or if the distortion caused by bit-rate reduction sounds like a pin
dropping, we can tolerate it in our transmission standard. Things are not always
so simple: the sound of a baby crying is very difficult to miss, even in a noisy
environment. The understanding of psychoacoustic models has increased dra-
matically as a result of the need to improve digital bit-ratec reduction
standards.

In linecar digital systems the quantisation noise 1s essentially uniform over the
spectrum. The masking of noise is frequency sensitive and the system is defined
by the most sensitive point on the masking curve.

In systems such as DAB, the signal is processed into a number of frequency
bands. The masking thresholds for these bands are calculated and used to define
the maximum amount of quantising noise or distortion which can be tolerated in
each band. Those bands which contain sounds at levels below the masking
threshold contain no useful information and there is no need to transmit
anything. It would not be heard anyway. When there is significant cnergy in the
band, it only needs to be coded to an accuracy which ensures that the quantising
noise 1s below the masking threshold. As some bands contain a high level of
signal, their masking threshold is high, allowing an increased level of quantising
noise and distortion or, in other words, the quantising accuracy is lower and the
bit rate can be reduced.

The Eureka 147 group has refined this system, producing a system standar-
dised as ISO 11172-3 (otherwise known as MPEG 1 layer 2) which provides good
sound quality at bit ratcs between 192 and 256 kbit/s for a sterco signal. Thisis a
factor of six improvement over the linear CD coding techniques. With accep-
table distortion cven lower bit rates arc possible. Bit rates as low as 16 kbit/s are
being oflered with noticeable reduction in quality, but with clear intelligibility.
As knowledge of the masking properties of the ear improve, and implementation
techniques are refined, the performance has improved.

All modern bit-rate reduction systems use similar principles”. It is the nature
of the analysis into subbands and the detail of the psychoacoustic model which
tends to distinguish them. Even in the short time since the Eureka 147 system
was finalised, there have been noticeable improvements in sound quality at low
bit rates (64 kbit/s and bclow, for cxamplc). The improvement has been such
that the early dralt of this Chapter which quoted relationships between bit rate
and audio quality for many of the moderate bit-rate options was out of date, and
accurate figures to replace the original text arc not likely to bear the test of
time.

17.2.2 COFDM

Having identified an efficient method of coding the audio, how is it trans-
mitted?
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For a satellite system, there would be no problem with a simple arrangement
such as QPSK with some form of error-correction coding to improve its power
efficiency.

However, onc of the accepted requirements is to have a receiver which is
capable of receiving digital broadcasts via all delivery systems, whether terres-
trial, satellite or transmitted by cable. The choice of system will then be
influenced by the problems of all other broadcast paths. The difficulties of the
terrestrial broadcasting path influence the decision on which system to use on a
satellite.

If the path between a terrestrial transmitier and the receiver is unobstructed,
then again a simple modulation system will suffice. Indeed, the NICAM 728
system3 used for terrestrial television is an example of a QPSK transmission
giving stereo sound to receivers in the home. This system does not work well,
however, when the receiver is moving, or when there is a lot of multipath propa-
gation affecting reception.

Multipath reception causes frequency-selective fading. Short-wave reception
is a good example of the problems which this causes, but similar cffects can also
be heard on FM sound broadcasts; such fading is one of the reasons that digital
transmissions are anticipated so cagerly.

The Eureka 147 group has developed a system called coded orthogonal
frequency-division multiplexing (CGOFDM) which seeks to avoid many of the
problems of a channel with selective fading®. In COFDM, data is transmitted
using a large number of digital carriers which are spaced in a [requency
multiplex over a bandwidth which is larger than the coherence bandwidth of the
fading channel. Before transmission, a powerful error-correction code is applied
to the data. The rcsulting signal is then modulated on the carriers, interleaving
data which were originally sequential over well dispersed carriers, and over a
time frame of many milliseconds. Thus, when there is a time-variant (requency-
selective fade, although a lot of data may be lost, there is a high possibility that
enough data is recovered for the error-correction code to recover the original
data. With an appropriate choice of parameters, this provides a rugged transmis-
sion system. In the Eureka 147 system, each carrier is modulated using
differential QPSK, with convolutional coding applied to the system. For the
satellite version of the system there are 192 carriers in a bandwidth of
1.536 MHz. The modulation and demodulation processes can be carried out
using signal-processing software, and so should become signilicantly cheaper if
the current trend in integrated-circuit technology continues. In the modulator,
the incoming data is used to define each carrier in the frequency domain. The
frequency-domain representation is transformed into the time domain using
FFT techniques to generate the signal, and the reverse process is applicd in the
receiver.

The multicarrier system is highly rugged and immunc to cchocs, Doppler
shift and noise*. Given the fact that it is difficult to tell the difference between an
ccho and another transmitter which transmits exactly the same signal, it is
possible to introduce cochannel repeaters into a transmitter network with little



Dugital audio broadcasting by satellite 383

difficulty. This is a major feature, which allows the introduction of the so-called
single-frequency nctwork (SI'N) on a terrestrial network and hybrid operation
on a satellite system (small local retransmitters which pick up and rebroadcast a
satellite signal in places of difficult reception).

In terms of performance, COFDM gives good results in a fading channel,
where multipath distortion is the dominant degradation. It gives fairly good per-
formance on a satellite channel, but is suboptimal in this respect, especially
when compared with standard QPSK signals.

17.2.3 The data multiplex

In order to ensure that the bandwidth exceeds that needed to give some
immunity to frequency-selective fading, the Fureka 147 specification provides a
signal which is 1.536 MHz widc. With 192 carriers, each modulated with QPSK,
in an 8 kHz raster, and with a symbol period of about 156 ps, this provides a
data capacity of the order of 2.4 Mbit/s before error correction is applied, or
1.2 Mbit/s after error correction. v

A simple calculation shows that such a system can carry several sound pro-
grammcs: from five very high-quality stereo channels to as many as 64 very low-
quality mono channels. There is considerable flexibility possible in the system.
T'he content of the multiplex can be varied, allowing a different range of services
to be offered during the course of a day. Different arrangements of sound and
data can be signalled, resulting in a very powerf{ul transmission system. It is the
flexibility of carrying sound and data within a single multiplex that makes the
opportunity so exciting. In the hands of a creative scheduler, the public can lock
forward to a varied choice of radio programme.

17.24 Receivers

The Eureka 147 system has now heen standardised’ and we are starting to see
the first receivers coming onto the market. These operate over both the 1452 to
1492 MHz satellite band, and over the alternative VHF ranges which have been
adopted by CEPT in Europe.

The receivers are, therelore, capable of both satellite and terrestrial
reception. Good quality reception of sound has been demonstrated in many
countries, and so there is confidence in the system. Many rescarchers are investi-
gating new ways of using the data applications to provide increased value to the
listener.

17.3 Satellite-specific options

Of course, the Eurcka 147 system is not the only possibility. The Eureka system
assumes that there are likely to be both digital terrestrial and satellite services
operating in the same place together. On that assumption, the logical conclusion
is that the same system should be used for satellite and terrestrial broadcasting.
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If there is no terrestrial digital service, this assumption is not valid, and a
dedicated system can offer technical advantages. The difficulty is that decisions
cannot be made on a country by country basis. The nature of satellite broad-
casting is that thc same system is likely to provide a service to a whole
continent.

One of the reasons that sound broadcasting from satellites has been slow to
develop is that the link budgct is marginal. The amount of power available to
the receiver from a satellite transmission is going to be at the low end of the
acceptable range. 'To overcome this, most workers suggest a single-carrier QPSK
modulation system with both convolutional and block coding to reduce errors
from noise. The use of a higher-level modulation, such as 8PSK or 16QAM, may
be more spectrum eflicient, but cannot provide the ruggedncss that is needed.

In the USA, both the Voice of America and a company called WorldSpace
have proposed satcllite systems, based on QPSK, with a rate-convolutional
code, reinforced with a Reed—Solomon code to improve the error perfor-
mancc.

Compared with the Eureka 147 system, there arc some significant differences.
The Eureka system uses differential coding of the data. This makes sense in a
mobile channcl, but leads to about 3 dB worse performance in the simple
gaussian channel of a satellite system. The additional usc of a Reed—Solomon
code gives a small improvement, at the expense of greater bandwidth require-
ments. Also, the multicarrier naturc of the COFDM system has a nonconstant
amplitude. The signal can be distorted by amplifiers unless there is a small
reduction in power level through the nonlinear stages of the satellite system
(known as output back off). This, of course, results in a lower permissible
average transmit power. QPSK is not so sensitive as COFDM, and so the US
systems should be able to provide about 6 dB better performance over the
satellite than does the Eureka system.

In other respects, the audio coding is similar to that of Eureka, but more
complex versions are used to work better at the lower bit rates. The multiplexes
are also different, enabling a different, but still broad, range of broadcasters to
share the samec transmission. In the case of the WorldSpace satellite, onboard
processing will be used to enable uplinks on different frequencies to be combined
into a different time multiplex, broadcast as a multiple-channels-per-carrier
(MCPC) signal. This provides a useful operational feature for broadcasters who
may share access to a common satellite.

17.4 System engineering

So far as the listener is concerned, there should be no distinction between a ter-
restrial and satellite system. The satellite just provides a transmitting tower in
the sky. To enable a satellite system to work satisfactorily, the complete system
has to be engineered to ensure that reception is reliable. As will be scen, this is
not casy, and as a consequence each part of the system needs to be carefully
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designed. There are several technical areas of interest when defining a satellite
system:

what receivers are assumed?

what satellite orbits should be used?

how many programmes should be broadcast and to where?
what frequencies are appropriate?

what power is needed?

what is the cost?

what is the time scale?

There are many nontechnical factors in the decision.

174.1 Receivers

The main use of radio is in the home and, in the developed world, in the car,
and the vast majority of listening is on portable receivers. We therefore need to
considcer a receiving installation which requires little setting up, which is insensi-
tive to movement and which may easily move into areas where reception is
subject to blockage from trees, bridges and, of course, buildings.

As a result, it is desirable to use a receiver which does not require a steerable
antenna. If the antenna is directional, it could easily be moved, by accident, to
point in the wrong dircction. Some gain may be acceptable, but there is a com-
promise to be reached. The usual option to enhance reception if the antenna
gain is low is to improve the noise performance of the front end. However, if a
low antenna is used, the antenna will see a lot of the surrounding ground and
buildings, and these will contribute noise at about 300 K. This restricts the G/ T
that the system can achicve. Compared with television systems, the lower
antenna directivity of the sound system limits the ultimate power which can be
received. .

Portable and mobile receivers are not necessarily placed in the best position
for reception. There are often obstructions in the path to the satellite, and this
path blocking requires a relatively large margin to overcome the signal attcnua-
tion. At the frequencies used for DBS television, any large building or vegetation
gives considerable loss of signal. As the frequency drops, so does the loss. One of
the interesting results coming from studies at the University of Bradford” is the
way in which the loss becomes more acceptable as the frequency drops and as the
elevation of the satellite increases. Using these results it is possible to design a
system which would give acceptable reception out of doors with mobile
recelvers.

Even so, there is still some difficulty in providing reliable reception indoors,
except to radios near to windows on the sunny side of the house.

17.4.2 Propagation and satellite orbits

The message that comes from studies at the University of Bradford is that the
geoslationary orbit is not really suitable for transmitting to countries such as the
UK because the satellite elevation is so low (less than 30°). As a consequence,
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Figure 17.1  Statistics of fading. When a vehicle is moving along a road there is a chance
: that reception from a satellite will be restricted by tree and building shadow.
This set of curves shows how the statistics of the depth of fade vary with
the elevation angle of the satellite. ( The curves are taken with permission
from Reference 5, which provides figures for a wide range of possible types of
environment )

there is considerable blockage of signals by modestly-sized buildings. The
increase in link margin needed to overcome the blockage results in satellites
which are too expensive.

Measurements of the typical variation of signal strength show that there is a
greater variation as the elevation angle drops. For satellites which are low in the
sky, a large margin is nceded to compensate for the attenuation caused by trees,
bridges and buildings. This makes the geostationary orbit unsuitable for the
higher latitudes.

On the other hand, highly-clliptical orbits (HEO) arc much more suited to
this type of application. The Molniya or Tundra type of system provides a
satellite which appears to be nearly stationary and overhead for several hours.
By using a constellation of such satellites, it is possible to provide continuous
coverage. The benefit of this is that for reception in cars etc. there is little
blockage from buildings. The margin required to cope with trees is smaller and,
as a result, there is more flexibility in the system. Indoor reception becomes
more of a problem, however, as the signal now has to penetrate the roof and
possibly onc or more storcys of a building. Studics by the European Space
Agency do indicate that the HEO option is better for many of the countries in
the northern part of Europe. Equatorial countries, of course, still benefit from
GEO satellites, and countries such as Spain would have no obvious preference
for one system or the other.

There arc also options to use low-earth orbits (LEOs). These systems are

closer to the earth, generally use a directional transmit antenna and so provide a
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S

Figure 17.2a  The ideal satellite orbit is directly overhead. The standard geostationary
orbul is sutlable only for equatorial countries. For countries which are non-
equatorial, a rather impractical orbit is needed

S

Figure 17.2b  The impractical orbit of Figure 17.2a can be approximaied by using parts
of the arcs of three (or more) separate highly-inclined orbits
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higher signal level on the ground. More than one satellite may be visible at any
one time, offering diversity transmission and so reducing the cffects of blockage.
To balance this, there is a need for many more satellites: typical numbers
required being around 70. To make this commercially attractive requires the
satellites to be used by the vast majority of the countries over which they pass.
This may be achievable in the telecommunications market, which may be the
first to use the LEO systems in significant public ventures. It is too early to say
how the broadcast market will respond.

17.4.3 Coverage requirements

Originally, studies of sound satellite broadcasting assumed that broadcast trans-
missions would bc national, with little overspill. However, experience with
television transmission shows that there is a strong interest in crossborder trans-
missions, and so wider beams are desirable. The requirement appears to be such
that the beam at least covers an arca in which onc language is dominant. This
does not necessarily lead to a simple statement of optimum beam size.

The transmitting antenna on the satellite 1s restricted in size. Any antenna
larger than the diameter of the launch vehicle needs to be built in space. This is
difficult, not necessarily perfectly reliable and, as a result, expensive. The size of
an antenna that provides country-wide coverage (in Europe) is just around the
upper limit of technology. It certainly makes wider coverage areas a more
attractive technical proposition. On the other hand, if the antenna is too small,
then the beam may be too wide, and then the required transmitter power
becomes excessive. This prevents the widespread adoption of global beams.
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Figure 17.3  The variation in beamwidth of the signal as a function of the anlenna
diameter (for 1.5 GHz)
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As a consequence, there is a convergencc towards becams of the order of 1.5
degrees or so.

There are also somce political and technical constraints. Not all countries are
prepared to accept international transmissions over their territory, and put
pressurc on broadcasters to do all they can to prevent overspill. Also, not all
countries have adopted the same frequency band for sound broadcasting, and so
there is a potential need to restrict overspill to avoid interference.

1744 Number of programmes

The number of programmes that the market will require is difficult to lorecast.
However, most studies predict that there will be a significant demand for
capacity if the financial climate is right. Figures often heard are of the order of
12 programmes per country as a minimum at the start of service, expanding as
time progresses.

174.5 Frequency

Before 1992 there was considerable debate about which frequency should be
used for digital audio broadcasting by satellite. Now that the I'TU has discussed
the matter, the range 1452 to 1492 MHz has been allocated, but only with cffect
from the year 2007 in many countries. Before then, considerable diplomacy
would be needed to start a service becausc of the large number of existing users
of that range of frequencies. This simple picture i1s somewhat complicated,
because the USA has not adopted this frequency range, having, alone, declined
its use for satellite sound broadcasting. In its place the USA has adopted
2.3 GHz, and somc countries have also accepted this as an option, in addition to
the use of 1.5 GHz.

The use of 1.5 GHz is about optimum. Lowering the frequency is not going
to give much benefit becausc of the cxcessively large transmit antennas which
would be needed. On the other hand, significant increases in frequency are ruled
out because of the high powers that would be necessary. Even moving (o
2.3 GHz appears to require a significant increasc in fade margin (and hence
desirable transmitter power).

Use of the 12 GHz satcllite band is really not suitable for systems with
mobile reception.

174.6 Power

As with all satellite systems, the link budget is one of the most useful tools for
analysis. In this Section, two link budgets will be analysed, one for a COFDM-
type system and one for a QPSK-based system®. This latter example is not neces-
sarily that proposed by either of the USA groups, but is provided in a format
which makes comparative judgement a little more easy. ‘

From this budget we can see why it has taken so long to start satellite sound
broadcasting. 'The parameters are all biased towards their acceptable limits.
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Figure 17.4¢  Parts of the world permitted to use the 2.5 GI1z band

Table 17.1  Example link budget for digital audio broadcasting by satellite

COFDM QPSK
Required Ep/No 6.0 2.3 dB
Bit rate per stereo channel 224 224 kbit/s
Number of channels 6 6
Required C/Ng 67.3 63.5 dBHz
HPA power 100 100 dBW
HPA back-off 3 0.5 dB
Useful HPA power 17 19.5 dBwW
Output losses -15 -1.5 dB
Antenna gain 36 36 dBi
Satellite EIRP 36 36 dBW
Spreading loss —163 —163 dB
Polarisation loss 0.5 0.5 dB
Receiver G/T -19 —-19 dB/K
Effective area of isotropic antenna -25 -25 dB (m?)
Boltzmann's constant —228.6 -228.6 dBW/K/Hz
Downlink C/Ny ~72.6 75.1 dBHz
Margin 5.3 11.6 dB
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Even so, the margin that is provided is not enough for indoor reception. It will
not be adequate for reliable outdoor reception when the satellite is low in the
sky. Only with high elevation angles is the margin high enough to cope with the
obstructions from buildings.

The transmit power suggested is of the order of 100 W. In the case of
satellite television, the use of higher powers was found to be more expensive and
not necessarily reliable. This is onc reason for the slow implementation of the
broadcast plan adopted by the I'TU, and the reason why the lower-powered
options provided by ASTRA and EUTELSAT in the communications band, for
example, arc so popular. Because of this, there is some reluctance to propose
systems for sound broadcasting which have higher transmit powers.

Some improvement in link margin might be feasible if a more directional
transmit antenna were used. This example uses a 5 m antenna, with a
beamwidth of 1.5°, which is ideal for a relatively large country. Larger antennas
could be used, at a cost, but would only be suitable for small countries. Several
beams would have to be transmitted to cover a larger country.

Some increase in the receiver’s G/ T is possible if more directional antennas
arc uscd. Unfortunately, the assumed G/ 7T is based on an antenna with 6 dB
gain, which is reasonable for a satellite which can be guaranteed to be overhead.
If the satellite is in GEO then a lower gain would be nceded to cope with the
variable direction of arrival of the signal. This leads to a lower G/ 7. There is still
considerable discussion about the achievable level of noise temperature which is
appropriatc to assume. The low-gain antennas will, of course, see a significant
proportion of the environment at around 290 K. The assumed noise figure in
this example is 300 K.

17.4.7 The cost

The results of studies into digital audio broadcasting from satcllites have all
indicated similar link budgets. It 1s possible to consider minor changes in para-
meters, with some change to the operational performance.

The key problem is the cost. In order to set the system in motion we need to
know the cost and the likely chance of recovering the investment after a given
period of time. When making investment decisions, the cost of financing has to
provide a return which matches other opportunities. Figures up to about 40 per
cent have been suggested as suitable targets!

Studies for the European Space Agency by British Acrospace, Touche Ross
and Nokia have all led to much the same conclusion. With a large enough
satellite it should be possible to provide a service to much of Europe. If there are
sufficicnt programmes, and people buy receivers in sufficient numbers, then
digital audio broadcasting from satellites could be financially viable. There is a
small risk in the development of the technology, but this is outweighed by the
risk of uncertainty in the development of the market. The optimistic analysis
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Table 17.2  The financial budget

The cost of financing is
interest fo bank

plus dividends to shareholders

plus loss on alternative investments
plus required return within business
equals cost of financing

shows that there is certainly a placc for digital audio broadcasting from satcl-
lites.

It would appear that the cost of a satellite system is comparable to that of a ter-
restrial system. Much dcpends on the assumptions made in the analysis, and
there is no clear-cut decision which can be made on purely f{inancial grounds.
Many of the considerations are subject to uncertainty and variation with time.

17.5 Experimental evidence

One of the main problems with deing work in the area of satellite sound broad-
casting is that there are fcw opportunitics to test the theory. Until the theory is
developed, no-one can afford to launch a suitable satellite, and until someone
has launched the satellite no-one can prove the theory. It is a chicken and cgg
problem.

However, some work has been done with satellites which have some suitable
characteristics. Experiments with OPTUS B, an Australian satcllitc for mobile
communications, first demonstrated the Eureka 147 system working to mobile
receivers, even though the transmit power was relatively low (of the order of
40 dBW). These experiments were confirmed by the BBC with help from the
Mexican Telecommunicaciones de Mexico and IMC, using the Mexican
Solidaridad I1 satellite’. In America, the Voice of America has carried out tests
of the QPSK-bascd system using the satellitc TDRS (tracking data rclay
satellite).

All these tests have shown that it is indeed possible to broadcast to receivers
with low-gain antcnnas. There is, thercfore, a good chance that portable
reception is a realistic goal. All the tests have shown that buildings cause severe
attenuation. Without a direct path between the satellite and the receiver,
rcception will be poor.

This indicates that satellite broadcasts need to be considered as part of a
broader delivery stratcgy which incorporates some form of signal enhancement.
This may be large transmiiters feeding small towns, or perhaps domestic
repeaters feeding indoor receivers.
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17.6 The way forward

The real issue with satellite sound broadcasting is financc. To justify the invest-
ment in a satellite system, the financial budget (which is, of course, somewhat
different from the engineer’s link budget) needs to be balanced. Financiers need
o be convinced that they can recover the outlay required to sct up a satcllite
service.

The cost of the satellite system itself is a small part of the total outlay. As an
example, typical television transponders are priced commercially at about £1 to
£5 million per annum, depending on what is being offered in the package. Let
us assume that radio prices will be a little cheaper as they useé less capacity. .

Tor a country such’as the UK, where there are over 50 million people, each
person may own at least one receiver. The investment in receivers works out at
considerably more than the cost of the satellite system.

Similarly, if we look at the cost of programme making, this can be an order
of magnitude greater than the cost of the satellite capacity. It depends on
whcther the programmes are simple music programmes, based on the popular
charts, or more serious talk shows with considcrable dctailed rescarch and
scripting, or even drama. There is a wide range of programme costs, but they all
make the satellite costs scem small.

Therefore, there are three groups of people who have to take ownership of
the system to make it succeed. The broadcasters need to invest in programmes,
and see a way of recovering their investment through advertisement income,
licences etc. The satellite operator must see a profit in the provision of capacity
and the listener must be prepared to buy a new receiver. Only if there is an
exciling variety of programmes available, which are not available clsewhere, is
he or she likely to spend any significant amount for such entertainment.

It is this last emphasis on the listener that is the basis for the Eureka 147
group’s plan to base satellite sound broadcasting on a terrestrial system.
Terrestrial broadcasting is an casicr and more certain development. Satellite
broadcasting can ride on the back of an existing receiver base.

On the other hand, there is at least one organisation which believes (hat
satellite sound broadcasting can be made to work without reliance on terrestrial
options. The future should be exciting.

17.7 Conclusions

Satellite sound broadcasting is technically feasible, and appears to be financially
viable when considered scparatcly from other methods of delivery.

The big question is whether the business plan is sufficiently attractive to
launch a service. With terrestrial broadcasting acting as a competitor, there is no
firm conclusion.
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Chapter 18
Digital video broadcasting by satellite

G.M. Drury

18.1 Introduction

The space age began when the Russians launched the first man-made earth-
orbiting device, SPUTNIK, on October 4 1957; this feat was followed, on
October 26 1959, by the transmission to earth of television pictures of the [ar side
of the moon by the Russian vehicle Lunik I11.

When these space technology achievements took place, television was a mere
21 years old in practical terms'. At the end of the 1920s, when economic condi-
tions were poor, the motion-picturce industry was surviving through the appeal
of the talkies which had been recently introduced. Several experiments and
demonstrations of television had been conducted in Europe and the USA during
the 1920s and carly 1930s, using Baird’s 30-linc clectromechanical scheme (UK)
and various electronic systems using several hundred lines (various countries
including the UK), these latter exploiting the recent development of electronic
imaging devices such as the iconsoscope and the work of Zworykin, Farnsworth,
Schoenberg and Blumlein among others”. Regular terrestrial transmissions
using a standard high-quality clectronic system, developed by the newly formed
EMI company and Marconi, were began by the BBC in London in 1936 but
were suspended when the Second World War began in 1939. This service was
resumed on Junc 7 1946 by which time the pioneering article by Arthur C.
Clarke, published in 1945° in the ‘Wireless World’ magazine, had envisaged
broadcasting as one application of satellites operating in the geostationary orbit.
Clarke’s ideas took almost 20 years* to implement and the technical advances
involved owed much of their success to rocketry development and funding from
the military and allied sources as well as developments in communications tech-
nology. One major event on the way to realising Clarke’s ideas occurred on July
111962, when the AT & T satellite TELSTAR was used to transmit live television



398 Salellite communication systems

pictures between the USA and Europe (France and the UK). This cvent
brought satellite and television technologies significantly and directly to public
notice”; one example of how the popular imagination was inspired by the event
was the very successful-popular music recording, named after TELSTAR, which
was top of the best-selling popular music charts for five weeks and remained in
the top twenty for almost five months during the period September—December
1962. This presaged the more recent success of satcllites in delivering popular
music directly to the home.

Larly satellites such as SPUTNIK and TELSTAR were of low power and
orbited subsychronously and so had to be used with very large and expensive
earth-station cquipment, which also had to be sited very carefully and be able to
track the satellite as it moved through the sky. Both these factors clearly limited
the use of TELSTAR for regular tclevision transmissions except for very special
events and for news exchanges—such was its trajectory, it was only simulta-
neously visible on both sides of the Atlantic for 18 minutes out of its 157 minute
orbit period. Following on from the success ofl TELSTAR as a demonstration of
the feasibility of building, launching and operating spacecraft for communica-
tions, several other experiments were conducted over the next two years, some
attempting to cxploit the more valuable geostationary orbit. Eventually another
satellite, called SYNCOM, was launched in August 1964 and this used an
Atlantic region geostationary orbit position. This craft was used successfully for
television and telephony, as was a larger and more powerful successor called
Early Bird launched on April 6 1965; this latter satellite was used for a number of
television events during May 1965 but it was then acquired by the newly formed
INTELSAT organisation (see Chapter 2) and was renamed INTELSAT I.
Further generations of INTELSAT satcllites, cach more powerful and of greater
capacity and rcliability than its predecessor, ensued during the 1960s and 1970s,
and each stage supported the rapidly growing international telephony network
but also expanded the global recach of the television medium in all three oceanic
regions of INTELSAT. Major political and sporting events were televised live
on a global basis and soon such exchanges became commonplace, despite the
intercontinental time differences involved. Exchange of programming between
the USA and Europe in these early days was also considerably hampered by the
different television scanning and colour standards used in the two regions (see
also below). At first, the conversion process used analogue technology and
equipment was expensive and unreliable but, when digital techniques were
applied to the problem in the late 1960s and early 1970s, the cost, picture quality
and opcrational reliability improved dramatically.

During these practical developments of satellite technology during the 1960s
the close interest of the general public was maintained through the use of televi-
sion coverage, often live, of launches of various space vehicles and other major
events. For example, in preparation for a manned moon landing, targeted lor
achievemcent by the US administration by the end of the decade, a series of
probes, moon encirclements and hard landings culminated with the soft landing
on the moon of the exploration vehicle Surveyor I. BBC | viewers willing to rise
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and watch at 6.30 on thc morning of June 2 1966 were rewarded by live
pictures from this landing. This successful landing, and the experience gained in
making it possible, paved the way for the event that will probably be remem-
bered as being among the greatest of live television broadcasts; it ook place on
July 21 1969 when man first stepped, and was seen to step, onto the surface of the
moon, an event impossible without a global network of com-

munications satellites and the joint development of space and television
technologies.

The activitics of INTELSAT, and its various regional successors such as
EUTELSAT, included [rom the start special facilities to deal with television
transmission where each major earth station had a scparate transmit and receive
chain together with operational procedures and performance standards agreed
throughout INTELSAT and the broadcasting community. Over the years. the
power and bandwidth available from spacecraft have increased considerably, as
has the performance of low-noise amplifiers, and this has allowed the use of
simpler, more compact and cheaper carth stations. This has been particularly
uscful for television newsgathering and the deployment of television receive only
{TVRO) antennas at broadcasters’ premises as well as mobile news teams with
compact uplinks. The trend has continued towards very small aperture
terminals (VSAT) and wider access to satellites for smaller organisations, and
this has expanded the range of purposes to which satellites can be put in rclation
to tclevision and to the organisations and companies able to take benefit from
them.

In the late 1960s the satellite community became interested in digital trans-
mission techniques which had been used for terrestrial telecommunications for
some years. By the early 1970s the idea of time division multiplc access (TDMA)
on satcllites and tclevision in digital form had made great progress. The
INTELSAT system had sponsored work at COMSAT (the organisation which
managed the INTELSAT system) on the US TV standard NTSC (see below for
morc details) at a bit rate of about 45 Mbit/s. In 1980 experiments were
performed in Furope with the orbital test satellite (OO'1'S) to investigate the feasi-
bility of transmitting PAL tclevision signals in digital form at a bit rate of about
60 Mbit/s and using a transponder bandwidth of about 36 MHz. The
bandwidth was defined by the standardised frequency plans and used spacings of
40 MHz between transponders, and this in turn defined the bit rate since the
number of bits per Hertz of bandwidth is restricted to a value between 1 and 2
for the simple modulation systems, e.g. BPSK and QPSK, uscd at that time. The
television signal processing involved reducing the bit rate from more than
100 Mbit/s (using PAL as a source at that time) by simple coding techniques
such as differential PCM. Thesc techniques have improved and diversified over
the years since and now reduction ratios approaching 100:1 are feasible (see
below).

The purposes for which these technologies were being developed included pro-
fessional applications in transmitting television signals between broadcasting
studios. The state of the art was such that the cost and complexity of this
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equipment made it inappropriate for other uses. More recent developments
have changed this situation and digital satellite television directly to the home is
now an cstablished fact, as will be described below. Directness in this context
means that there are no intermediaries between the programme source and the
viewer or listener. Generically, this kind of approach is known in some circles as
direct to home (DTH); clearly, in the satellite context, DTH can be synonymous
with direct broadcasting by satellite (DBS). However, different operators have
become established in different frequency bands where the frequencies allocated
by international agreement (see Section 18.2 below) for the fixed satellite service
(FSS) and the adjacent broadcast satellite scrvice (BSS) are both used to deliver
television directly to the home. Any services using the FSS band are planned (o
be shared with others, especially terrestrial telecommunications, and so are
subject tg. some interference; they are also limited in pov}cr level to minimise
interference from them to other services. The FSS bands were not planned for
television services but advances in technology have made it possible to rcach
domestic receive-only installations by this means. The BSS bands are dedicated
to broadcasting and so are not subject to interference from, and will not interfere
into, other scrvices and so may have higher transmit power levels than for the
FSS bands, typically by 10 dB. Some television services delivered by satellites
using the FSS bands are described as DTH, and those delivered in the BSS bands
are known as DBS.

Direct broadcasting by satellite has been considered feasible for almost 20
ycars using analoguc tclevision standards and frequency modulation (FM) of
the satellite carrier frequencies. Indeed, plans had been made in 1977 for
European regional implementation of DBS but these were slow to materialise
mainly for commercial reasons. From a perspective centred in 1997, much of the
promise of television by satellite has already been realised since commercial
scrvices cxist using both analoguc and digital techniques; digital technology
offers much more scope for the future and is therefore developing well towards
more sophisticated and technically advanced systems all over the world. The
lesson from the early experiences is that technology alone will not guarantee
commercial success and, regardless of the inherent worth of any new digital tech-
nology, it will only succced if it mects commercial needs.

Given this essential fact, this Chapter begins with a broad perspective of
broadcasting, including the commercial and regulatory aspects, as well as a brief
review of current and developing television standards, in order to place in
context a description of current digital systems, both commercially available
and in development. Although this Chapter is primarily concerned with televi-
sion, it should be noted that the audio broadcasters also have some interest in the
development of new technologies. The use of satellites for broadcasting sound
has two manifestations: sound broadcasting in its own right and sound as part of
television. Interest in Germany has produced the digital satellite radio (DSR)
scheme (now in decline after being superseded) and a similar system in Japan,
both ratified by CCIR®, and there is a pan-European system proposal developed
under the EUREKA 147 project for digital audio broadcasting (DAB), now an
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ETSI standard7, which has also attracted considerable interest worldwide. This
latter scheme has been designed with satellites particularly in mind, but
allocated spectrum is available to deploy the technology terrestrially with
services alrecady begun in the UK. A more comprchensive assessment of digital
audio broadcasting is given in Chapter 17.

18.2 Standards and regulation

18.2.1 The infrastructure of broadcasting
A complete broadcasting chain comprises many parts; the significant ones are:

1 Programmes and their production. These canbe preprepared and purchased ex-
ternally, e.g. films, or specially commissioned and produced for television. Pro-
grammes are often produced in segments in different places over a period of time
and transmitted to a studio using high-quality links, or they can be live. This is
the contribution process. In North Amecrica this is called back haul.

2 The compilation of the completed programmes into an advertised schedule and
their presentation in an orderly sequence. This is often called playout. The loca-
tion of the playout facilitics need not coincide with the production location.

3 Network transmission from the playout centre to the terrestrial transmitter,
satellite uplink site or cable head from where the signal is transmitted. This is
the first stage of the distribution process and i1s known as primary distribution.

4 The emission or radiation of the signal from terrestrial transmitter or satellite.
This second stage of distribution is known as secondary distribution. Technically,
the satellite is only a repeater but actually does the broadcasting; transmitting to
the satcllite is part of the distribution process, but normally is deemed to be part
of broadcasting. If] in the [uture, satellites with onboard processing capability,
e.g. switching or multiplexing, become available then broadcasters will surely
be among the early users of such techniques to enhance their services.

5 An industrial infrastructure which makes available to the viewers a range of
realistically-priced receivers.

18.2.2 Regulation

The need for regulation stems from the need to control access to scarce
spectrum. On a world perspective, however, different regions have adopted con-
trasting approaches; a commercially-driven regime, such as that in the USA, or
a public-service regime common, until rccently, in Europe gencrally. A third
approach is used in some regions and countries where there is complete state
control and the broadcasting function has a more overt political purpose.

Other media now offer a range of services and types of programming such
that there is not the same need for regulation to protect and share the limited
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medium capacities among the players. The following lists the alternative media
which could be used to provide video services:

cable T'V;

optical fibre and copper pairs;
disc/tape;

terrestrial UHF/VHE;

computer systems— multimedia

The trend towards deregulation i1s gathering momentum and will encourage
the commercial exploitation of opportunitics to devclop these media in an envir-
onment which will be very competitive. The satellite medium will, in the next
few years, be an important means of delivery and the investment in system and
equipment design is already taking place, all over the world. The close tradi-
tional connection between satellite and cable will be required to continue if the
success of its past combination is to be exploited. This will mean, among other
things, the harmonisation of standards so that digital services, designed for
satellite, can be passed through cable systems with minimal modification.

The technical aspects of spectrum allocation are, of course, the same every-
where but the administrative processes, criteria and controls can be and are
different. A complete discussion is not rclevant here, but it is essential to realise
that regulatory matters still have a significant influence on broadcasting; techno-
logical change can bring about regulatory change and this has been a dominant

‘feature of recent yedrs in Europe, largely connected with the developmerits in
satellite-delivered television. The existing regulatory regimes in Europe vary
from country to country and there is an attempt by the EEC to harmonise the
rules and procedures throughout the community. This will take some time to
have any effect on traditional terrestrial broadcasting, but is somewhat easier to
manage for satcllite systems thus making it possible for these systems, for which
uniform regulation is vital for obvious reasons, to develop more quickly.

For the UK, the relevant departments of government are the Department of
Trade and Industry (DTI) and the Department of Culture, Media and Sport
(DCMS). The DTI, through the Radio Communications Agency (RCA) is
responsible for all national and international technical aspects of radiocommu-
nications such as the frequency spectrum and its allocation; all internal issues
relating to the administration of broadcasting such as which organisations are
permitted to broadcast, their financial structurcs and ownership and the control
of their activities is the responsibility of the DCMS. Thus it is the DCMS which
scts up, usually by mcans of Acts of Parliament, UK broadcasting rcgulators
such as the Independent Television Commission (ITC) and the Radio Authority
(RA). The governors of the BBC are also responsible to the DCMS.

In the USA the Federal Communications Commission (FCC) has responsi-
bility to regulate aspects of television broadcasting, among other things, and has
recently been involved in an exercise to define a new digital terrestrial broad-
casting standard for the USA. Already, satellite systems have been in successful
commercial operation with conventional digital television services in the
12 GHz band for somc ycars.
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18.2.3 Admimistration of technical standards

For over a century the majority of the world’s nations have subscribed to interna-
tional agencies which are responsible for providing facilities for the discussion of
matters of global importance. When the United Nations was established, a
division cntitled thc International Telecommunications Union (ITU) was
appointed to absorb the existing International Consultative Committee for
Radio (CCIR) and Intcrnational Consultative Committee for Telephone and
Telegraph (CCITT). Signatories to the UN and, hence, the ITU are bound as in
treaty to the terms of reference and are obliged to respect the decisions and pro-
cedures of its committees.

In a recent reorganisation of the I'TU the CCIR is now known officially as the
ITU Radiocommunications Burcau (ITU-R) and the CCITT as the ITU
Telecommunications Bureau (ITU-T). Broadcasting, as a radio-spectrum user, is
administered under the CCIR/I'T'U-R via its study groups 10 and 11. A further
group of relevance —formerly the Mixed Committec for Television and Telephony
(CMTT) —deals with the interaction of telecommunications standards with those
for television as they come together when television signals are transmitted via tele-
communications systems designed primarily for telephony. This group is now
administered via the CCI'T"]'/I'TU-T asits study group 9. Within the I'T'U there are
other groups of relevance to broadcasters using satellites, and these include the
International Frequency Registration Board (IFRB) and the World
Administrative Radio Conferecnce (WARC). The results of these conferences find
their way into the radio regulations which provide separately for three regions of
the world: region 1—LEurope, Africa and the Middle East; region 2—the
Americas; region 3— the Far East, China and Australasia.

In Europe, the European Telecommunications Standards Institute (ETSI)
has the task of producing Europcan standards for tcleccommunications systems
and this includes broadcasting by means of a formal liaison with the European
Broadcasting Union (EBU). There has, for the last several years, been consider-
able activity focussed on progressing new digital broadcasting standards in
ETSI. A panindustry group called the digital video broadcasting (DVB) project
was formed in Europe with strong representation from both technical and com-
mercial interests and expert groups have discussed the several aspects of a set of
new standards for digital broadcasting. A standard for satellite broadcasting”
has been agreed along with onc for cable television” and others to address multi-
channel microwave distribution systems (MMDS)10 and terrestrial television''
have been published.

In the USA, some of the official standards groups are the American National
Standards Institute (ANSI), the Institution of Electrical and Electronics
Engincers (IEEE) and the Society of Motion Picture and Television Engineers
(SMPTE), and these have been in existence for many years. Similar technology
to that identified by DVB has led to DirecTv, a proprictary satcllite broadcasting
system currently operational in the USA, but, more recently, the use of DVB
standards by newer broadcasters has occurred. There are now five digital
satellite broadcasters operational in thec USA with morc planning services.
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Similar services, operational in using DVB, are parts of the Far and Middle
East, Australasia and South and Central America.

Organisations like DVB and others have come into being as a result of the
lack of response of traditional standards groups to the rapid development of new
digital coding and transmission technologics. Indeed, some cxisting standards
groups have proved more capable of responding (o this challenge than others—
for example, the ISO/IEC joint work in the moving picture experts group
(MPEG, see below). The ATM forum (ATMF) has appeared to develop and
define asynchronous transfer mode (ATM), a fast packet-switching and trans-
mission technology, and the digital audio-visual council (DAVIC) has been
convened to exploit all these new technologies and define operational protocols
and procedures to permit interactive services such as video on demand to be
supplied in a unified way over a number of media. Similarly, the Internet has
caused the convening of the Internet engineering task force (IETF) with objec-
tives which include the harmonisation and further development of the many
aspects of the network, such as interoperability, in order to make it easier to use
and to address the demands made upon it by a wide range of services. DAVIC
and IETF are not standards bodics, ncither is the ATMF, and these informal
organisations derive their authority [rom their support by all the important
elements of the communication industry; their objective is to prepare specifica-
tions which then become accepted practice and are adopted and administered
by legitimate standards bodies, perhaps on a world or, at least, a regional basis.
This, despite the speed with which these groups work, seems to be succeeding
and could be a future pattern, where standards greups are formed as required
when a particular technology reaches sufficient maturity that it nceds develop-
ment. Figure 18.1 illustrates some of the many standards groups involved in the
development of digital-television specifications for a wide range of applications.

18.2.4 Implementing new television services

In the past, new broadcasting services were introduced as a result of new
spectrum allocations. Even now, it a new delivery technology has been
developed to an advanced stage its use will be limited by the degree to which
new spectrum is available or existing spectrum can be further exploited. The
existing fixed satellite service (IF'SS) band and the contiguous broadcasting
satellite service (BSS) band between 10.7 and 12.75 GHz have both been used in
Europe for satellite broadcasting applications and are now designated for use in
other I'TU regions. When the possibilitics for satellite broadcasting in Europe
were studied during the late 1970s it was clear that there would be new
spectrum, the BSS band from 11.7 to 12.5 GHz, and a service to exploit the
features of the new medium would be significantly different from the current ter-
restrial services. To emphasise the importance of this rare opportunity, a new
video and audio coding scheme was developed for use in this new band —the
MAC system (described below) —which was intended to optimise television
system performance on satellite channels.



Dagital video broadcasting by satellite 405

UNITED CEN/ :
NATIONS ISO/IEC CENELEC ANSI | ovs
| | E :
| eee |
ITU ETSI
[ — | smpTE [
e 1 —_ P : : :
— 2 _—2 EBU i | ATMF
s ;i
ITU-T ¢ ITUR : AVIC
HRE 0
* | OTHER P
18 il unmons | i ETE
STUDY : = STUDY : o P :
GROUPS | GROUPS ™ L ems r———
Reports etc Reports etc GROUPS

Figure 18.1 Standards bodies affecting broadcas:ting

Any proposal for a new channel is also subject to the judgement of its commer-
cial potential and its effect on existing services. Recently in the UK a fifth
terrestrial channel has been launched, but the initial regulatory position taken
was that there was no commercial justification. One of the interesting features of
Channel 5 is that the service cannot be a national one with full coverage
available everywhere owing to frequency planning constraints.

By far the greatest problems relate to the need to make available large
quantites of low-cost receivers for the start of any new service and to provide
motives for a rapid uptake of the new receivers by the public. One way of
ensuring that this happens is to design receivers which can take the form of set-
top boxes, thus using the existing television receivers’ display and audio facilities
and enabling connection to existing videocassette recorders. Correct introduc-
tion scenarios arc crucial to commecrcial success.

18.2.5 Funding matters— conditional access (CA)

Traditional methods of funding arc by mcans of licence-fee revenues and by
advertising, both well used in the past. More recently in Europe, and for many
years in the USA, subscription schemes, supported by methods of access control,
have been used to provide the cxploitation of viewers’ specialist needs. This will
be the trend for the future where increasing competition and deregulation, as
well as the availability of many more channels, will nced more focussing of
programmoc strcams to small groups of specialist viewers rather than a range of
programme types in one channel. The ability to pay as you view may be the
ultimate facility where the receiver stores credit units, probably in a smart card,
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which the viewer can use at will to maintain an uninterrupted flow of wanted
programmes with occasional topping up as credit is usecd. Howcever, in trying to
avoid total confusion of the consumer with a plethora of different systems
operating on different media, there is a clear need to identify means whereby
common standards for some aspects of the conditional access system so that they
can have application across all media.

The DVB project has addressed this matter and some useful standards have
emerged which specify a scrambling process and a common receiver interface to
allow future extensions of the system'?"?; the technical clements of a CA system
are described further below (see Section 18.11). Because of the commercially
sensitive nature of this subject, including the fact that therc arc proprictary
rights issucs involved, and the national and regional security aspects such that
the information is subject to export controls, the standard and the algorithm
details arc subjcct to close control over distribution. A licensing procedure,
together with terms, has been agreed and is administered through ETSI from
where the relevant details can be obtained'*.

18.3 Current television standards

18.3.1 Introduction

Before procceding towards a discussion of standards for digital television by
satellite, it may be useful o review some technical fundamentals of television as
an aid to better appreciating some of what follows.

A commercially-developed all-electronic system was chosen for the BBC to
begin the world’s first regular television service in 1936; this system was black
and white only and used 405-linc interlaced raster scanning with a 25 Hz
picture rate and was transmitted in Band I spectrum at about 50 MHz. So
durable was this standard that it was only discontinued in the UK at the end of
1984. In the USA, before the war, experiments were carried out and afterwards
a system using a scan of 525 lines with a 30 Hz picture rate was introduced. In
the 1950s colour was introduced (scc below) and the system is still used in the
USA, Canada, Central and South America, Japan, Korea, the Phillipines and
other parts of the FFar East.

In 1964 the CCIR agreed a new scanning standard of 625-line rasters with
25 Hz picture rate and this was introduced promptly in the UK for BBC2 and
this system, together with colour, introduced in the late 1960s using the PAL
scheme (see below), is also still in use today in Europe, including Scandinavia
and the former USSR, China, Australasia, the Indian subcontinent and most of
the Middle East. The differences in these standards cause the need for
standards-conversion equipment to be used for programme interchange
between the regions of the world, particularly when this is live via satellite.
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18.3.2 Colour— NTSC, PAL and SECAM

Colour television is an illusion. True natural colours are defined by the wave-
lengths of the electromagnetic radiation in the visible spectrum between dbout
400 and 800 nanometres, for example yellow is in the region of about 450 nano-
metres. However, the eye will accept an appropriate mix of red and green light
as a direct substitute for yellow; similarly a mix of red and blue causes the
sensation cquivalent to magenta. In practice, most of the colours found in nature
can be approximated by a colour reproduction system developed and codified
during the 1920s and 1930s by the Commite International d’Eclairage (CIE).
The CIE basis was studied in the 1950s by the National Television Standard
Committee (NTSC) during the development of colour television in the USA,
and NTSC was adopted by the FCC in December 1953, Over a decadc later, in
the mid-1960s, Europe adopted the same basic scheme for colour television in
which the camera resolves incoming light into its component red, green and blue
parts'”.

In order to make a coded colour signal compatible with existing monochrome
rceeivers, a brightness signal is generated and transmitted as if it had comce from
a black and white camera. Fortunately, another illusion can be invoked since an
appropriate and constant mix of red (30 per cent), green (60 per cent) and blue
(10 per cent) light appears colourless. Thus, at the colour-coding stage at the
studio, a brightness or luminance signal is made together with two other
colouring signals—chrominance— by taking appropriate different proportions
of the red, green and blue signals. These three intermediate luminance and chro-
minance signals are called components and, as illustrated by Figure 16.2, are a
stage on the way (o generating the colour-televison signals most commonly
encountered.

In all of western Europe but France the colour coding standard is phase
alternate line (PAL); in France the sequential couleur a memoire (SECAM)
system is used. Although most of the fundamentals of the two systems are the
same, one cannot be received completely on a receiver made for the other. The
CCIR Report 624 déscribes all the essential detailed features of the standards
used worldwide; the UK version of the PAL video signal is known as PAL-T1'*"
and diflers only in detail from other forms of PAL video. Diflerences between
versions of PAL (and for other formats) emerge when the complete broadcast
signal itself 15 examined; an example is the sound carrier-frequency offset from
the vision carrier. The nomenclature should be noted here: the term video is
used for the baseband video but vision is used for the component of the
modulated RF signal which is caused by the video. The carrier-frequency offset
is fixed by the bandwidth chosen for the vision; in the UK this offset is 6 MHz
whereas in continental Europe it is 5.5 MHz and in China it is 6.5 MHz. In the
PAL standard the colour information is conveyed by amplitude and phase mod-
ulation of an in-band subcarrier (the frequency of which is the same for all PAL
versions) added to the luminance thereby producing a frequency division
multiplex of the separate signals as illustrated by Figure 18.3. This scheme needs
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a phase reference which is sent during the line-blanking periods as a burst of
ten cycles of unmodulated subcarrier. SECAM operates in a similar way but
uses frequency modulation instead of phase modulation. For PAL the limiting of
the vision bandwidth reduces brightness resolution directly through reduced
bandwidth; however, there is also a restriction of the upper sideband of the
modulated colour subcarrier which has some effect on the quality of transmission
of the colour signals'”.

There is an agreed internadonal standard for digital coding of the
component signals and this can be found in CCIR recommendation 601 which
defines the coding of componcnt television signals which are the brightness, or
luminance, and two colouring, or chrominance, derivatives of the original inde-
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pendent red, green and bluc signals resolved in the camera. There is an addi-
tional specification—recommendation 636—which provides for digital
interfaces between equipment supporting recommendation 601 coding para-
mcters. There are no cquivalent publicly defined standards for the digital coding
of the composite PAL, NTSC or SECAM signals defined in their analogue forms
by CCIR/ITU-R recommendation 624. CCIR 601 gcnerates 216 Mbit/s, or
27 Mbytes/s. There are already systems using the provisions of recommenda-
tions 601 and 656 in widesprcad opcration on a profcssional basis in studios and,
for contribution and distribution applications, associated video-compression

technology has been dCVClOped18>19_

18.3.3 The MAC family

The MAC system, first proposed in 19817, was introduced as a hybrid
analoguc vidco/digital audio format which would be component-based and
avoid some of the problems associated with the processing of PAL and SECAM
signals. It was adopted in Europe as a standard for satellite television in 1983
and has found uses in other parts of the broadcasting chain®*’, The MAC
system was stimulated directly by the coming of satellite television and was a
development which had three main driving forces:

(1)  The cstablishment of the WARC 1977 DBS plan for Europe, giving a very rare
opportunity to use new technical standards in the newly created medium.

(11) The trend towards digital signal processing throughout much of production
and distribution and leading in particular towards the processing of the video
signal in component rather than composite PAL form.

(i1) The need to consider the future evolution of standards towards better defini-
tion television (see below).

It was recognised very early in the evolution of MAC that its new start made it
an idcal vehicle to carry enhanced and higher-definition television picturcs in a
processed form, making full and efficient use of a satellite FM channel, with
receiver processing to restore a high-quality picture for display on a suitable
device. Existing composite signal formats such as PAL, having been developed
in the early 1960s, were not capable of those features which were required to take
television into a new era.

Unlike PAL, which uses a frequency division multiplex format, MAC takes a
time-division multiplex form which has advantages for basic picture quality and
resilience to satellite channel noise. A comparison of the time waveforms of PAL
and MAC for a single television scanning line is illustrated by Figure 18.4; [or
PAL (and similarly for NT'SC and SECAM) the picture information is conveyed
in about 81 per cent of the line time and the remainder is used to carry synchro-
nisation information for the line scan (the sync pulse) and for the colour
decoders (the burst of colour subcarrier—not SECAM). In MAG there is no
subcarrier and the line synchronisation is done digitally using the data burst
shown in I'igurc 18.4.
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It should be noted that, despite the commercial difficulties which caused the
demise of the official UK satellite broadcaster, British Satellite Broadcasting
(BSB), and the cessation of MAC transmissions in 1980, the MAC system is still
in use and the satellites constructed for BSB have been redeployed in
Scandinavia.

18.4 New television standards

18.4.1 Introduction

The following is a brief description of all the new television formats developed
over the last decadc or so; its purpose is to illustrate the choice facing a broad-
caster during this period when contemplating new scrvices. In the context of
satellite television not all of these standards have proved to be useful or practical
but they certainly have influenced the decisions of the programme providers and
the receiver manufacturers who supply the cssential parts of a practical system.
In the broadcasting chain the fundamental commercial transaction is between
the programme provider and the viewer; all other parties arc middle men in the
process. The choice of medium and tcchnology standard will be influenced
strongly by the cxtent to which any system helps or hinders this basic transac-
tion.

18.4.2 Huigh-definition television

Unfortunately, HDTV is a term which can, and does, mean all things to all
men. From a technical viewpoint, HDTV is about image resolution, where the
number of lines is a primary parameter from which others are derived, and
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resultant picture quality must be in some sense better than what is already
available™.

The CCIR, when it began studying HDTV in the mid-1980s, deflined
HDTYV systems as those with more than 1000 scanning lines. At that time the
world broadcasting community was seeking a single world standard, a very
laudable and worthy objective, but one fraught with political and practical diffi-
culties. There were several proposals for HDTV standards and these included:

e 1250 lines (Europe);
1125 lines (Japan);
e 1050 lincs (USA).

These proposals were hotly debated until the end of the 1980s when it was
realised that early progress was not going to be made. The rapid emergence of
conventional-definition digital television systems changed the direction of
standards and service planning work such that, for the time being, the issuc of
HDTYV standards has abated. However, in the USA, where there has been a
prolonged process to define a terrestrial HDTV system since its start in 1990,
some progress has been made with HDTV. Perhaps, when the conventional
digital systems now being used have become well established, broadcasters will
return to the issue of HDTV and reconsider the means to acquirc programmes
and to support their transmission.
The most important features required of HD'TV are:

Better resolution

e spatial;
e temporal, i.e. no visible motion artifacts;
e removal of scan and colour-coding artifacts.

Wider aspect ratio

e 16:9rather than 4:3.

Improvements in transmission performance
e signal-to-noisc ratio;

e linearity etc. [or analogue schemes;

e low bit-error rate and quantisation or coding defects in the case of digital
systems;

so that the additional signal resolution is not masked by transmission defects.
Compatibility with existing context

e rcady convcersion to/from cxisting scanning standards;
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e awareness of convergence of technologies, e.g. the computer industry;
e _realistic commercial introduction scenarios;

e spectrum efficiency;

e spectrum-sharing options.

184.3 W-MAC

Wide screen or W-MAC is simply a slightly modified form of MAC which deals
with the wide-screen transmissions using an aspect ratio of 16:9?*,

1844 HD-MAC

The HD-MAC system is a method of compatible HDTV delivery such that
normal MAC receivers can operate satisfactorily with an HD-MAC input, and
specially equipped receivers with the decodeér circuits installed and a 16:9 screen
can obtain the full benefit of HDTV at 1250 lines resolution. The MAC* ™% and
HD-MAC? standards were developed for use in Europc and, although
expressed as an analogue signal format, the majority of the signal processes were
realised digitally®”. The original plan was to make the system available by 1995
but this was curtailed owing to practical and economic considerations.

184.5 MUSE

The Japanese HDTV proposals chose 1125 lines with a 60 Hz field rate. By
using the same signal-processing techniques as were proposed for HD-MAC the
system known as MUSE was proposed® for the 1125 environment and has
actually been in service (a few hours a day) in Japan for a number of years,
although the number of viewers has bcen small owing to the large size and cost
of the recelvers.

184.6 Enhanced PAL— PALPlus

As a result of the proposals for higher-quality resolution standards for satellite
television, terrestrial broadcasters gave serious thought to the new competitive
cnvironment in their industry in the wake of reregulation where market forces
were being allowed to have their natural effects. Although not attempting to
produce HDTV standards of quality, which some belicved was ncither practical
nor necessary, some terrestrial operators have supported the development of]
and now adopted, enhanced PAL to place themselves better to compete with
any threat from satellites or cable.
The main features of the PAL en