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Abstract

This four-part dissertation is essentially concerned withne theoretical as-
pects of the stability studies of power systems with largeepration levels
of distributed generation. In particular, in Parts | andhi tmain emphasis
is placed upon the transient rotor angle and voltage stabithe remaining
two parts are devoted to some system-theoretic and prbatipacts of iden-
tification and modeling of aggregate power system loadsgdex auxiliary
robust control, and a general qualitative discussion oimtipact that distrib-
uted generation has on the power systems.

One of the central themes of this dissertation is the dewvedoyp of analytical
tools for studying the dynamic properties of power systerith asynchro-
nous generators. It appears that the use of traditionas timol nonlinear
system analysis is problematic, which diverted the focukisfthesis to new
analytical tools such as, for example, the Extended InmagaPrinciple. In
the framework of the Extended Invariance Principle, neweedéd Lyapunov
functions are developed for the investigation of trans@&ability of power
systems with both synchronous and asynchronous generators

In most voltage stability studies, one of the most commorotygses is the
deterministic nature of the power systems, which might Eéguate in
power systems with large fractions of intrinsically intéttent generation,
such as, for instance, wind farms. To explicitly accounttfe presence of
intermittent (uncertain) generation and/or stochastitsamption, this thesis
presents a new method for voltage stability analysis whiekes an exten-
sive use of interval arithmetics.

It is a commonly recognized fact that power system load niogdias a
major impact on the dynamic behavior of the power system.rdpgrly rep-
resent the loads in system analysis and simulations, atelpaa models are
needed. In many cases, one of the most reliable ways to achiammodels
is to apply a system identification method. This dissenapoesents new
load identification methodologies which are based on themization of a
certain prediction error.

In some cases, DG can provide ancillary services by operatia load fol-
lowing mode. In such a case, it is important to ensure thatlistibuted
generator is able to accurately follow the load variationthie presence of
disturbances. To enhance the load following capabilittessmlid oxide fuel
plant, this thesis suggests the use of robust control.

This dissertation is concluded by a general discussion@paksible impacts
that large amounts of DG might have on the operation, cgordral stability
of electric power systems.
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“The idea is to try to give all the information to help others
to judge the value of your contribution; not just the
information that leads to judgment in one particular
direction or another ”
— Richard P. Feynman

Chapter 1

Introduction

1.1 Background and Motivation of the Project

Khe rapid development of distributed generation (DG) technology is grad-
i,)\) :ually reshaping the conventional power systems in a number of countries
&@vsin the Western Europe and North America. Wind power, microturbines,
and small hydropower plants are among the most actively developing disttibu
generation. For instance, only for the period from January to Jung 20the EU
countries approximately 1500 MW of wind power were installed to reach tlie lan
mark of 24626 MW installed capacity [1]. Moreover, it is projected thatrapip
mately 20% of all newly installed capacity will belong to DG [24]. It is important
to observe that the overwhelming majority of the aforementioned DG technslogie
utilize asynchronous generators for electric power generation. Asddtinertia-
less” generators, fuel cells are apparently the most attractive longalegmative.
Very high efficiency and reliability, modularity, environmental friendlinessise-

less operation, and high controllability make fuel cell-driven power plastauad
competitor on the future power market.

Presently, the impact of DG on the electric utility is normally assessed in plan-
ning studies by running traditional power flow computations, which seemingly is
reasonable action, since the penetration ratios of the DG are still relativaly. s
However, as the installed capacity of DG increases, its impact on the pgstens
behavior will become more expressed and will eventually require full-stele
tailed dynamic analysis and simulations to ensure a proper and reliable operatio
of the power system with large amounts of DG. To address the need fandgn

1



2 CHAPTER 1. INTRODUCTION

simulations, a number of models of the distributed generators were createsd in th
recent years [14, 15, 98]. However, to the best knowledge of ttheguno system-

atic analytic investigations of the dynamic properties of the power systems with
large amounts of DG have been reported in the literature. That is, the immense
amount of case studies that can be found in the literature on DG focus mainly o
numerical experiments with either existing or artificial networks. While the nu-
merical experiments are of paramount importance to a better understafdirg o
mechanisms which cause interaction between the DG and the utility, the develop-
ment of appropriate analytical tools for stability studies will open new pets@s

for dynamic security assessment of the power system and design ofamexelc
systems, e.g.%;V controllers.

One of the main objectives of this dissertation is to partially fill this gap by
presenting a systematic method for analyzing the transient stability of a leatgs-s
asynchronous generator-driven distributed generation.

Another important theme of this thesis is the voltage collapse analysis of power
systems with large fractions of intermittent power generators. It is knowtritiba
majority of available tools for voltage collapse analysis make use of the implicit
assumption that the power system parameters are deterministic. While this is a
valid engineering approximation for conventional power systems with nelyligib
small uncertainties, it might become an oversimplification in power systems with
large penetration ratios of DG. To account for the uncertainty due to tttediting
power output of the DG and possibly some other uncertainties in the system (s
as load variations, transformer tap-changer position, certain impedatcgghis
thesis proposes the use of interval arithmetics which is well suited for quexh o
ations. In simple terms, we suggested to restate the voltage collapse problem in
terms of an interval-valued optimization problem and then to solve it by applying
the Generalized Newton method. In this method, it is explicitly assumed that the
variables are uncertain, but are bounded.

It is a well-known fact that power system loads have a significant impattie
dynamic behavior of the system. It appears that both power system daamging
voltage stability are dependent on the load properties. Therefore |ididealeter-
mination of load characteristics becomes an important engineering taskmb so
cases, itis more practical to aggregate several loads to an equivgdgegate load
model. Several aggregate load models parameterized by 3 parametefxbhave
in use for a long time; however, no systematic effort has been made to gewelo
algorithm for determining those parameters. Such an algorithm is develoged a
presented in this thesis.
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1.2 Outline of the Thesis

Conceptually, the thesis consists of 4 parts describing the results of gechsn
the fields of

1. Transient stability of power systems with large penetration ratios of DG

2. Voltage collapse of power systems with significant amounts intermittent dis-
tributed generation

3. ldentification and modeling of aggregate power system loads

4. Design of robust controllers enhancing the performance of distdlgda-
erators and a general discussion on the impact that DG has on the aperatio
control, and stability of the electric utility.

Part | briefly presents the definition of power system stability and the system-
theoretic foundations of the Lyapunov direct method as well as the cbotep
Extended Invariance Principle (EIP). The framework of EIP is usedh® con-
struction of new extended Lyapunov functions for a small-scale povateisycon-
sisting of synchronous and asynchronous machines. It is also deatedsir this
part of the thesis that several well-known methods cannot yield a validunav
(energy) function for the power system consisting of a single asynolgener-
ator.

Part Il addresses some issues related to the voltage collapse analysteof u
tain power systems. Here, the emphasis is placed upon finding the crititaisys
loading in the presence of uncertain generation and/or consumption n€egain
guantities are assumed to be bounded, which allows us to explicitly deal with them
by using interval analysis.

Part lll presents a new method for identifying the parameters of aggrega-
linear dynamic power system loads modeled by the Wiener-Hammerstein structur
The properties of this new identification method [belonging to the family output
error methods] are studied both analytically and by using artificial data hasve
field measurements.

Part IV demonstrates the use of robust controllers for the enhancermtra
performance of a solid oxide fuel cell-driven DG power plant, whichssattially
improves the load following capability of the power plant in the presencestésy
uncertainties and bounded (structured) disturbances. Part IV ahtains a dis-
cussion on the impact that large amounts of DG have on the operation,timotec
system, and control of the power system.
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Main Contributions

The main results of this research project contain contributions to seveldd 6f
electric power engineering, namely, the transient rotor angle and volialgitg

of electric power systems, as well as the applied identification of aggregate lo
parameters. Other key contributions are related to the design of auxiliangtro
controllers enhancing the performance of DG and the general assesshtke
impact that large amounts of DG might have on the utility. More specifically, the
key contributions can be briefly summarized as follows.

1.
2.

10.

An overview of DG technologies relevant to this project was made.

The DG technologies were qualitatively analyzed and their impact on the
power system was discussed. Here, such questions as the impact ohi-the v
age control, inertia constants, power quality, fault current levels, gtiote
system, reliability, and stability were studied.

. Models of asynchronous generators applicable to transient stabitysén

of the power system are discussed in detalil.

The applicability of direct Lyapunov method to stability analysis of a power
system consisting of both synchronous and asynchronous geisevedsr
studied theoretically.

. Itwas shown that the Energy Metric Algorithm, First Integral of Motiand

the Krasovskii method are incapable of synthesizing a valid Lyapunagigne
function for a single asynchronous generator.

. Extended Invariance Principle was reviewed and its application to therpow

system with asynchronous generators was discussed.

. New Extended Lyapunov functions were developed for the seawhthard

order models of the asynchronous generator.

. To simplify the use of Extended Invariance Principle, the use of interval

arithmetics for certain set operations was proposed.

. It was shown analytically that there exists an Extended Lyapunotifunc

for a mixed three-machine power system.

Several basic numerical experiments were conducted to furthierexpe
properties of the new Extended Lyapunov functions.
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11. The use of interval analysis is proposed for the voltage collapdgsana
of power systems with large fractions of intermittent power generation and
uncertain loading.

12. Two new methods were proposed for the identification of linear anlihron
ear models of aggregate power system loads.

13. The properties of the proposed methods were studied analyticallyyand b
means of numerical experiments. The identification methods were success-
fully applied to identification of load models of a real-world paper mill.

14. The load following capabilities of a solid oxide fuel cell-driven powlanp
were explored by means of a numerical experiment.

15. To enhance these load following capabilities, a two-degree-addraers,
controller was designed and verified.

1.4 List of Publications

The work on this doctoral project resulted in a number of publications, sime
which are listed below.

1. V. Knyazkirt, M. Ghandhari, and C. @azares, “Application of Extended
Invariance Principle to Transient Stability Analysis of Asynchronous-Gen
erators”, Proceedings of “Bulk Power System Dynamics and Contrpl VI
August 22-27, 2004, Italy.

2. V. Knyazkin, M. Ghandhari, and C. @&ares, “On the Transient Stability
of Large Wind Farms”, Proceedings of “The!linternational Power Elec-
tronics and Motion Control Conference”, September 2—4, Latvia, 2004.

3. V. Knyazkin, L. der, and C. Géizares, “Control Challenges of Fuel Cell-
driven Distributed Generation”, Proceedings of IEEE Power TechféZon
ence Bologna, 2003, Volume: 2, June 23-26, 2003 Pages:564-569.

4. V. Knyazkin and T. Ackermann, “Interaction Between the Distributed-Ge
eration and the Distribution Network: Operation, Control, and Stability As-
pects”. In CIRED 17th International Conference on Electricity Distribytion
Barcelona, 12-15 May 2003.

IThis is an anglicized version of the name that according to the Latvian RegsaNo. 295
“On Spelling and Identification of Surnames” must be spelled as Valerigzkins.
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10.

11.

12.

13.
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. V. Knyazkin, C. Céaizares, and L. &er, “On the Parameter Estimation and
Modeling of Aggregate Power System Loads”. IEEE Transactions arePo
Systems, Volume: 19, Issue: 2, May 2004 Pages:1023-1031.

. V. Knyazkin, L. Sder, and C. (aizares, “On the Parameter Estimation
of Linear Models of Aggregate Power System Loads”. The Proceeding
of IEEE PES General Meeting, 2003, Volume: 4, 13-17 July 2003 Pages
2392-2397 \ol. 4.

. T. Ackermann and V. Knyazkin, “Interaction Between Distributed Gane
tion And The Distribution Network: Operation Aspects”, The Proceedings
IEEE PES Transmission and Distribution Conference and Exhibition 2002:
Asia Pacific, 610 October 2002, Yokohama, Japan.

. V. Knyazkin, “On the Use of Coordinated Control of Power Systern€o
ponents for Power Quality Improvement”, Technical Licentiate. Royal In-
stitute of Technology, Stockholm, TRITA-ETS-2001-06, ISSN 1656>67
Dec. 2001.

. L. Jones, G. Andersson, and V. Knyazkin, “On Modal Resoaamd Inter-
area Oscillations in Power Systems”, The Proceedings of The IREP Sym-
posium “Bulk Power System Dynamics and Control V” in August, 2001,
Onomichi, Japan.

V. Knyazkin and L. 8der, “Mitigation of Voltage Sags Caused by Motor
Starts by Using Coordinated Control and a Fast Switch”, The Procezding
of PowerTech 2001, held September 9-13 2001, Porto, Portugal.

V. Knyazkin and L. 8der, “The Use of Coordinated Control for Voltage Sag
Mitigation Caused by Motor Start”, The Proceedings of the 9th International
Conference on Harmonics and Quality of Power, vol. 3, pp. 804-81¥).2

V. Knyazkin, “The Oxdbsund Case Study”, A-EES-0010, Internal report,
Electric Power Systems, Royal Institute of Technology, Sweden, August,
2000.

V. Knyazkin, “The Use of the Newton Optimization for Close Eigenval-
ues ldentification”, A-EES—0012, Internal report, Electric Powerteys,
Royal Institute of Technology, Sweden, September, 2000.
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“ Analysis of stability, . .., is greatly facilitated by classification
of stability into appropriate categories. Classification,
therefore, is essential for meaningful practical
analysis and resolution of power system

stability problems”

— A quotation from [75]

Chapter 2

Background

This chapter briefly presents the key definitions and concepts usediimatithe
thesis.

2.1 Definition Of Distributed Generation

% n the literature, a large number of terms and definitions are used to des-
‘jifiignate generation that is not centralized. For instance, in Anglo-Saxon
&% countries the term “embedded generation” is often used, in North Ameri-
can countries the term “dispersed generation”, and in Europe andop&s, the
term “decentralised generation” are used to denote the same type oatemer
This thesis will follow the general definition proposed in [13]:

Definition 1 Distributed generation is an electric power source connected directly
to the distribution network or on the customer side of the meter.

The distinction between distribution and transmission networks is based on the
legal definition. In most competitive markets, the legal definition for transnmssio
networks is usually part of the electricity market regulation. Anything thabts n
defined as transmission network in the legislation can be regarded as diistribu
network. It should be noted that Definition 1 does not specify the ratitigeoden-
eration source, as the maximum rating depends on the local distribution ketwor
conditions, e.g. voltage level. Furthermore, Definition 1 does neither difene
area of the power delivery, the penetration, the ownership nor the tretivitain
the network operation as some other definitions do.

9



10 CHAPTER 2. BACKGROUND

Table 2.1: Relative size of distributed generation

Micro distributed generation ~ 1Watt < 5kW
Small distributed generation B < 5 MW
Medium distributed generation MW < 50 MW
Large distributed generation HIW <~ 300MW

To further clarify the concept of distributed generation, it is also necgds
define the relative size of the DG unit. The classification of distributed géorsr
according to their relative sizes is briefly summarized in Table 2.1. The peioetr
levet* (PL) can be defined in two ways as is shown below.

:PDG

PL -100 (%] (2.1)
oad
Pbc
PL=—————-100{|% 2.2
PLoad+ I:’DG [ 0]’ ( )

wherePyg stands for the total active power of all distributed generators installed in
a given area anB_ o4 is the total active power of the load in the same area. In this
thesis the first definition is assumed.

2.2 Dynamic Phenomena in Power Systems

The importance of power system stability has been recognized at the tagéy s
of the power system development [91, 121]. The dimension and compléxity o
power systems have been gradually increasing over the years, makipgwiee
system stability phenomenon a more important and challenging problem. For in-
stance, modern interconnected power systems are large, integratezhraplgx
dynamic structures which are subject to constantly acting various (possibly
lapping) physical phenomena ranging from very fast ones such residras due
to lightening strokes to quite slow ones, such as, for instance, the dynafrdcs o
boiler.

A first step towards a better understanding of the power system stability phe
nomenon is to adequately define and categorize the various phenomenangcc
in the power system. Normally, all power system phenomena are studied in the
framework of three general structures, i.e., administrative, physicdtjme-scale

1in this thesis ‘penetration level’ and ‘penetration ratio’ are used synomgty.
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D Power flow ]
Harmonic distortion; ]

Long term stability [ ]
[ ] Transient stability
[ ] Generator transients

A [ ] Resonance phenomena

] Switching transients

[ ] Lightning transients

| | | | | | | | | | | >

106 103 1° 10% Time [s]

Figure 2.1: Simplified chart of dynamic phenomena in power systems [18sZ0
A, B, C, and D denote fast transients, generator dynamics, quasy stsdd, and
steady state, respectively.

structures [107]. The administrative structure regulates the politicahaon

of the power grid, i.e., it establishes the hierarchical structure of valtaess

of the power grid. The physical structure describes the main comporniktits o
power system, relations between them, control equipment, as well as tlygy ener
conversion principles. Finally, the time-scale structure categorizes thamdyn
phenomena that occur in the power system according to the time scale of-the un
derlying physical processes. The latter structure is arguably the mosi@afate

for studying the dynamics of the power system and hereby is adopted indbis.th
Figure 2.1 shows an approximate time-scale structure of power systemrpbea

of interest, which will be used in this thesis. In general, all the phenomenbeca
divided in two large groups corresponding to fast and slow dynamigeriing

on the time scale of the underlying physical processes triggering the niseizan
of power system instability. In the remainder of this chapter various defisitdén
power system stability are presented and discussed.

2.3 Formal Definition of Power System Stability

The concept of stability is one of the most fundamental concepts in most engi-
neering disciplines. Due to the devastating impact that instabilities might cause in
dynamical systems, numerous definitions of stability have been formulated, em-
phasizing its various aspects that reflect the manifestation of the systebis sta
state. It is known that over 28 definitions of stability were introduced fdrrmal
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and physical reasons in the systems theory. Some of the definitions mighitée g
useful in one situation, but inadequate in many others. To avoid possible amb
guities and establish rigorous foundations of the subsequent discuttsamain
emphasis in this thesis is placed upon the so-called stability in the sense of A. M.
Lyapunov [103].

Technical assumptions

Al: The power system can in general be satisfactorily described by & Bett-o
order ordinary differential-algebraic equations (DAE) of the form:

X f(t,xy,p) }
= T =F(t,x,y,p), 2.3
[0} {g&xmp) (6%:P) 2:3)
where variablg € .# C R represents time, the derivative with respect to time is
denoted ag = dx/dt, x e U C R" designates the vector of state variables,R™
is the vector of algebraic variablgse R! is the vector of controllable parameters,
f: .7 xR"x R™x R — R" stands for a certain nonlinear function, anoxR" x

R™x R' — RM denotes a nonlinear vector-valued function.
A2: We assume that the Jacobian matrix

Dw@mm=33 (2.4)
is nonsingular along all the trajectories of (2.3), thus ensuring that thef BE

can be reduced to a set of ODE’s by virtue of the Implicit Function Thedgin
104].

A3: It is also assumed that the functiénis sufficiently smooth to ensure ex-
istence, uniqueness, and continuous dependence of the solution8)obri2he
initial conditions over the domain &f.

A4: Without loss of generality, it will be assumed that the origin is a critical point
of (2.3).

Finally, let %, denote an open ball of radiusi.e., %, = {x€ U : ||x|| <r}, where

|| | is any norm andr stands for the right maximal interval whexg, to, %o, p) is
defined.

Definition 2 Letassumptiond81-A4 hold. Then, the solution=¢ Qis called stable
if Ve > 0 andVtp € .# there exists a positive numbérsuch thatvxy € 45 and
Vto € o, the following inequality holds[iX(t,to, X0, p)|| < €.
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This definition can be loosely restated in other terms: for every given yositi
andtp € .7, there exists a positive, which in general is a function @&f, such that
for all initial values ofx that belong to an open ball of radids the solutionx(t)
remains in an open ball of radigsfor all time.

Definition 3 The system is termed unstable if it is not stable.

Definition 4 The solution x= 0 of system (2.3) is referred to as uniformly stable if
Ve > Othere exists &(&) > 0:Vxg € B andVtg € .# such that|x(t,to, X0, p)|| < €.

Remark: Stated differently, uniform stability of (2.3) is obtained by relaxing the
dependence a¥ onty.

Definition 5 The solution x= 0 of system (2.3) is called attractive if for eaghat
& there is a positive number = 1 (tp), and for each positive and||x(Xo, p)|| < n
there is a positiveo = w(to, €, X0, p) such that§+ w € o and||x(t,to, X0, P)|| < €
forallt > tg+ w.

Definition 6 The solution x= 0 is asymptotically stable if it is both stable and
attractive.

Note: In the definition above it is necessary to require that the system is both stable
and attractive, since attractivity does not—in general—imply stability. In other
words, it is possible to construct an example in which the origin is attractive, i.e
every solution tends to it &s— oo, but yet the origin is unstable [129].

Definition 7 Let X be a hyperbolic equilibrium point. Its stable and unstable
manifolds, W(x*) and WH(x*), are defined as follows:

WS(x") = {x e R": d(t,x) — X" ast— o}

WY(x") = {x e R": ®(t,x) — X" ast— —oo},

where®(t, x) is the solution of (2.3). Then the stability region (or region/domain
of attraction) of a stable equilibrium*xs defined as

AX) ={xeR" :Jm¢(t,x) =X"}.
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Definition 8 If there exists an energy function for system (2.3), then the stability
boundarydA(x*) is contained in the union of the stable manifolds of the unstable
equilibria ondA(x"). That s,

IAX)C | Wi(x),
X €OA(X*)

where x are the hyperbolic equilibria of (2.3).

Definition 9 The system (2.3) falls into the category of linear systems if F is a
linear function.

Most of physical dynamic systems, including power systems, are essentialy
linear; however, it has become a common practice to study the local bebéther
original nonlinear system by linearizing it around an equilibrium point ofrege
Then some of the dynamic properties of the nonlinear system can be thfigrre
analyzing the corresponding linear model. These properties, howwldrirue
only in some sufficiently small neighborhood of the equilibrium point. To obtain
results that are valid globally, the nonlinear model has to be analyzed.

Definition 10 The system (2.3) is referred to as autonomous if F is not an explicit
function of time; otherwise it is termed non-autonomous.

Remark: Often studying the dynamic properties of power systems, it is assumed
that the system at hand is autonomous. This assumption allows the use of much
more simple analytical tools; however, in general, strictly speaking, poysézrss
are non-autonomous [47].

Some of the presented concepts are further clarified by the following two ex
amples.

Example:Consider the system of 2 nonlinear autonomous differential equations

X1 | Xo — X1X2
|: Xz :| o |: —0.9X1—(X%—0.7)X2 ’ (25)

Clearly, the origin is a critical point of (2.5), but no system trajectory eoges

to it. However, as the simulations indicate, all the trajectories are bounded for
all sufficiently small||xo||. Thus, the origin of the system is unstable. Figure 2.2
shows the phase portrait of (2.5) for some initial conditions. It can be isethe
figure that the system trajectory does not converge to a single point inahe p
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Figure 2.2: Stable system. Phase por- Figure 2.3: Stable system. Time do-
trait main

but approaches a limit cycle. The qualitative behavior of the system trajdsto
clearer when the state variables are plotted versus time, see Fig. 2.3.

Example:Consider the following system of autonomous linear ODE

X —X
{ X; } - [ Xg — 0:25x2 ] : (2.6)

Again, the origin is an equilibrium point of (2.6), but the behavior of this-sys
tem differs drastically from that of (2.5), as numerical simulations confie, s
Fig. 2.4-2.5. Now, all the trajectories of (2.6) converge the unique asyivgitg?
stable equilibrium point—the origin—as time progresses. This is an intrinsie prop
erty of all autonomous linear systems: the stability property is invariant in the
whole state space. That is, if a linear system is stable it is stable globally, and
conversely: an unstable linear system is unstable for any initial condition.

2.4 Rotor Angle Stability

To better understand the mechanisms of the instability phenomenon in power sys
tems and devise tools suitable for preventing system instabilities, the geoeral ¢
cept of stability is categorized into three different but—in general—not idisjo
concepts of rotor angle, voltage, and frequency stability. Historicallyptiveer
system researchers and practitioners investigating system'’s stability plaqxth-

sis on the rotor angle stability; only in the relatively recent years the impatainc

2|n fact, in this case the origin is an exponentially stable equilibrium.
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Figure 2.4: Asymptotically stable sys- Figure 2.5: Asymptotically stable sys-
tem. Phase portrait tem. Time domain

voltage stability was recognized. We therefore commence by quoting thécealass
definition of power system stability due to E. Kimbark [69]:

Definition 11 Power system stability is a term applied to alternating-current elec-
tric power systems, denoting a condition in which the various synchromaus
chines of the system remain in synchronism, or “in step,” with each other.

While this definition is valid and satisfactorily conforms to the system-theoretic
definitions presented above, a more elaborated definition of power sgtdbitity
was proposed in [75]:

Definition 12 Power system stability is the ability of an electric power system, for
a given initial operating condition, to regain a state of operating equilibrium after
being subjected to a physical disturbance, with most system variablesi®édso
that practically the entire system remains intact.

This new definition allows a more subtle distinction between various instability
scenarios based on the characteristics of the physical disturbance.

It is known that power systems are subject to continuously acting distteban
The vast majority of them are relatively small, compared to the power system ca
pacity; however, more severe disturbances also occur. Ther@fisenatural to
subdivide the general concept of angle stability to the so-called smalllakstce
and transient stability. Thus, a power system is termed stable in the semsalbf s
disturbance stability if the system'’s generators are able to remain in step wlith eac
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other after being subjected to a small disturbance. Similarly, a power syssaind is

to be transiently stable if it remains intact when subjected to a large distutbance
Normally, a disturbance is considered small if it does not cause signifilesd-
tions of the state variables from the pre-fault steady state equilibrium. Ctserw
the disturbance is said to be large. Switching of a capacitor or a load araltypic
examples of small disturbances; while a short circuit on a major power line is a
example of a large disturbance. Unlike the transient stability, the small-disteba
stability is usually studied by analyzing the linearized equations of a giveempow
system.

2.5 \oltage Stability

In large-scale integrated power systems, the mechanisms that might lead ¢& volta
instability are to a certain extent interlinked with the rotor angle stability properties
of the system, making the analysis of the instability phenomenon quite compli-
cated [122]. Nevertheless, in the literature it is customary to distinguish batwe
voltage and rotor angle stability phenomena. To facilitate the understandihg of
various aspects of voltage instability mechanisms, the general and broaglpto

of ‘voltage stability’ is subdivided into two subcategories, namely Small amgd_a
Disturbance Voltage Stability. These two concepts are defined as foll@yEJZ].

Definition 13 A power system is said to be small-disturbance voltage stable if it is
able to maintain voltages identical or close to the steady values when subjected
small perturbations.

Definition 14 A power system is said to be large-disturbance voltage stable if itis
able to maintain voltages identical or close to the steady values when subjected
large perturbations.

Thus, a voltage stable power system is capable of maintaining the postdtult v

ages near the pre-fault values. If a power system is unable to maintainlthges
within acceptable limits, the system undergoes voltage collapse.

2.6 Frequency Stability

Loosely defined, the term ‘frequency stability’ refers to the ability of thevgro
system to maintain steady acceptable frequency following a severe sysem e
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resulting in a large generation-load imbalance. Technically, the frequstaby-
ity is a system-wide phenomenon which primarily depends on the overall system
response to the event and the availability of substantial power reserves.

Itis not very likely that distributed generation will have significant impacdtn
frequency stability phenomenon in the near future; due to this fact, thedney
stability phenomenon is not studied in this thesis.

2.7 Summary

It can be noted that the definitions of voltage stability follow closely those of the
rotor angle. Analogously, the analytical tools for studying the voltage stability
phenomena are the same. That is, the small-disturbance stability can be effec
tively studied with the help of linearized models of the power system. Inspection
of the eigenvalues of the state matrix provides sufficient information raggtide
small-disturbance voltage stability of the power system in some neighborti@od o
given operating point. On the other hand, the investigation of the largerulistce
voltage stability properties of the power grid, requires the use of nonlgysiem
analysis. This observation concludes the presentation of the variouigystidy-
initions relevant to the work presented in this thesis. The next section wiflybrie
present modeling issues of such power system components as theassymehand
asynchronous generators, and solid oxide fuels cells.



“All these constructions and the laws connecting them
can be arrived at by the principle of looking
for the mathematically simplest concepts
and the link between them”
— A. Einstein.

Chapter 3

Power System Modeling

“Obtaining maximum benefits from installed assets on an interconnectedr powe
system is becoming increasingly dependent on the coordinated usé¢oaiaic
control systems. The ability to optimize the configuration of such contvitee
and their settings is dependent on having an accurate power systenh amudel|

as controllers themselveg5].

This compendious but neat quotation form a CIGRE report is cited hergnibys

the importance of having an accurate model of the system studied. Initheed,
development of an adequate model of the process is an essential @agiredering
work. This chapter is therefore devoted to describing the basic modetsnaf s
relevant power system components.

3.1 Main Components of Power Systems

he modern power systems are characterized by growing complexity and
size. For example, the energy consumption in India doubles every 10
years, which also applies to some other countries [87]. As the dimen-
sions of the power systems increase, the dynamical processes angitpooore
complicated for analysis and understanding the underlying physicabptemra.
In addition to the complexity and size, power systems do exhibit nonlinear and
time-varying behavior.
In an electrical system the power cannot be sthratieach time instant there
should be a balance between the total produced and consumed powire- Ma

IThere are some exceptions e.g., a pump storage; however inghesgyrather tharpoweris
stored.

19
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matically this balance is expressed by differential and algebraic equatidmes.
presence of algebraic equations significantly complicates both analytatabam
putational aspects of work when tackling with power systems.

To obtain a meaningful model of the power system, each component of the
power system should be described by appropriate equations be itatgehua-
tions, differential equations, or both. For example, there are diffaremtels of
an electrical generator; depending on the application a model of suitaainess
and complexity should be chosen to represent the generator in the stuthe Gne
hand, very simple models of a generator are rarely used in power systdiwss
when accuracy of the results is a great concern. On the other hargysfean con-
sists of 300 generators, each modeled by a set of three differentiafi@us the
system analyst would have to process at least 900 differential egsiatéscribing
the system as well as quite a few algebraic equations, the number of which de
pends on the topology of the network. The presence of other equipmgntigh
voltage direct current (HVDC) systems, further contributes to the afergioned
number of equations. Clearly, it is barely possible to carry out any anallgticdy
on such systems.

To overcome the problem of high dimension, the order of the system has to be
reduced. This can be done in several ways:

e Based on the physical insights, several generators are aggregatgdanp
of coherent generators [88].

e Having set up the system equations, one applies a model reduction tezhniqu
and eliminates the states that have little effect on the system dynamics [88].

e Using field measurements, one applies a system identification technique to
obtain an equivalent model of the system [79].

Depending on the case study, any of the methods or a combination of theme can
used to obtain ‘best’ dynamical models.

Linear and Nonlinear Systems

As was already mentioned, the nature of power systems is essentially nanlinea
Mathematically speaking, nonlinear systems are known to be very hard tgmana
To work around this problem, when studying the behavior of a power syiste
neighborhood of an equilibrium point, it is a common assumption that the power
system is a linear, time-invariant system [101]. That is, the initial nonlingsr s
tem is approximated by a linear one. In many cases of practical importamse, th
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assumption works quite well yielding numerous advantages. Howeven, trdoe

sient stability of the system is investigated, the use of a linear model may not be
justified. There are several reasons for questioning the validity of tharlmedel;

the main reason is the dependence of the qualitative behavior of a nomfindat

on the level of disturbance. This statement is further illustrated by the folgpwin

Example:Consider the following two systems described by second order homoge-
nous differential equations (DE)

X1(t) +0.01% (1) +x1(t) = O, (3.1)
)'(z(t)+0.01>62(t)+sinx2(t) = 0. (32)

Equation (3.1) is a linear DE, while (3.2) is a nonlinear differential equatéa.
now determine the qualitative behavior of the solutions of (3.1) and (3.2).

Since the first equation is a linear equation with the eigenvalues havingvesgati
real part J(A12) = —1/200), the domain of attraction is the whole plane. This
means, for any choice of initial state of the system, the system state varidlbles w
always converge to the origin. This is confirmed by the explicit solution df)(3

x1(t) = exp(—t/200)Csin(wit + @),

wherew; is the imaginary part of the eigenvalue, the const@nésmd ¢ are deter-
mined by initial conditions. Clearl){,ﬂljoml(t) =0,vC,o.

Now equation (3.2) is examined. Despite its apparent simplicity, there exists
no closed-form solution to this equation. The difficulty in finding closedmrfor
solutions to nonlinear differential equatiénisas stimulated the search for other
methods which allow the analyst to obtain a qualitative characteristics of a golutio
without actually having to solve the equation.

For the moment, this approach will not be pursued, instead the domain of at-
traction of this system will be found. This is done by integrating the equation
backwards in time [128]. The domain of attractida the region which includes
the origin, see Fig. 3.1. If the initial state of the system was chosen inside-the r
gion, the system states will eventually converge to the origin, otherwise itia or
will never be reached. O
It is evident that for small deviations from the origin, equations (3.1) &) @re
equivalent (six = X); as the deviations grow in magnitude, the difference in the be-
havior becomes more expressed. This example concludes the noteditatigeia
difference between linear and nonlinear models.

20nly in some exceptional cases there exist closed-form solutions to eanBgstems [127].
3The Bendixson theorem indicates that this domain is open.
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Domain of attraction oﬁ(‘z(t) + 0.0]xz(t)+ sin xz(t) =0
2 T —F T T > =T

Figure 3.1: Domain of attraction of system (3.2)

Appreciating the importance of proper modeling of power system compqnents
we first present the nonlinear and then linearized equations descrikdrngattic
components of power systems.

Modeling of Synchronous Machines

Synchronous machines are one of the most important power system centgon
They are also among the oldest pieces of electrical equipment in use. i¥e co
mence by considering the equations describing a synchronous machine.

Depending on the nature of a study, several models of a synchroroasagor,
having different levels of complexity, can be utilized [74], [88]. In the diesp
case, a synchronous generator is represented by a secondifierential equa-
tion, while studying fast transients in the generator’'s windings would redbe
use of a more detailed model, e.g" @rder model.

In this project, fast dynamics of synchronous generators and the rkeare
neglected and the generators are modeled by the two-axis model [107}, ise.
assumed that the dynamical characteristics of a generator can betelycrapre-
sented by four differential equations, see (3.3)—(3.6).

a5
T ow-w (3.3)
d
Miﬁm = Tm,i — (Egi —Xg,ldi) la
— (Eg; +Xqilqi) lai — Di (@ — ws) (3.4)
dE!.
Toi g = ~Bai— (Xai = X) lai + Eray 35)
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!/

dEg;
Tdoi TI = —Eg; — (Xqi —Xgi) lai (3.6)
In the equations above, the following symbols are used to denote:

e &: The rotor shaft angle of tH& generator. Normally this angle is expressed
in radians or degrees.

e ), ws The rotor angular velocity of thié' generator. This velocity is com-
monly expressed in radians per second or per unitis the synchronous
speed of the system which usually takes two vatues: 100rt, (120m) radi-
ans per second.

e M;i: The shaft inertia constant of tH&' generator which has the units of
seconds squared.

e Ty i: The mechanical torque applied to the shaft ofithgenerator.

e Ei,Ey;: These symbols denominate the transient EMF’s of the machine in

theq andd axes, respectively.

e lgi,lai: Are the equivalent currents of the synchronous machine in tred
d axes, respectively.

e Dj: The damping coefficient of thé&' generator.

® Tdois Tqoi: Are transient time constants of the open circuit and a damper
winding in theg-axis. These time constants are commonly expressed in
seconds.

o Xqi,Xdji, Xgi» Xg,; These four symbols stand for the synchronous reactance
and transient synchronous reactance ofithmachine.

Sometimes equation (3.6) is eliminated yielding the third-order model of the syn-
chronous generator. In the equations above, the indexs from 1 tan, wherenis

the number of synchronous generators in the system. In our case sthdiaam-

ber of synchronous machines does not exceed 2; yet in many studiesithixer
may exceed several hundred.
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Modeling the excitation system

Control of the excitation system of a synchronous machine has a vengstro
fluence on its performance, voltage regulation, and stability [34]. Not isrtlye
operation of a single machine affected by its excitation, but also the betafvior
the whole system is dependent on the excitation system of separatetgendsar
example, inter-area oscillations are directly connected to the excitation arfatep
generators [71]. These are only a few arguments justifying the necésségcu-

rate and precise modeling of the excitation system of a synchronous machise
subsection therefore presents the modeling principles of the excitatiomsyAte
detailed treatment of all aspects of the modeling is far beyond the scope of the
thesis; we only synoptically present a literature survey on the subject.

There are different types of excitation systems commercially available inrpowe
industry. However, one of the most commonly encountered models is thadled-c
“IEEE Type DC1” excitation system. The main equations describing this model
are listed below.

dE:q;
Te; dftd" = — (Keji+ S (Efd,)) Etqi +VRi (3.7)
dVRi KaiKg;j
TA,i% = —VRi +KaiRfji— %Efd,i
+Kai Vet — M) (3.8)
dRy KF,i
Tei—t = —Ryj+ 0 Eqq; 3.9
Fi ot UJFTF,i fd,i ( )

In these equations, the parameters and variables used are:

o Tei,Kg,i,Etd,, Si,: Time constant, gain, field voltage, and saturation func-
tion of the excitor.

e VRri, Tai,Kaji: Exciter input voltage, time constant and gain of the voltage
regulator (amplifier), respectively.

e Veet,Vi: The reference and actual voltage of thenode.

e Rfi,Kgi, Tri: Transient gain reduction circuit parameters—state, gain, and
time constant.

A block diagram of the exciter given by equations (3.7)—(3.9) is showmgn32.
As is evident from (3.7)—(3.9), each excitor of the type DC1 adds thete gari-
ables to the state matrix.
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Exciter

Vo oo 1 AE.,
Ke+sE
sK¢
1+sT. |
Stabilizing

feedback

Figure 3.2: IEEE Type DC1 exciter system with saturation neglected

Modeling the turbine and governor

The number of poles of a synchronous generator and the speed oirtieerpover
determine the frequency of the ac current produced by the generatarder

to control the primer mover, turbine with associated controls are used inrpowe
systems. There exist two types of turbines—hydro and steam turbingsst®am
turbines will be presented here.

There are several models of the steam turbines in operation in powemsyste
We confine ourselves to exhibiting the simplest first-order models of the &rbin
and speed governor. The equations which model the dynamics of thesesiare
shown below [107].

dTm

TcH;i d’\tA’I = —Tm,i +Povi (3.10)
dPsvi p 1w

TS\/7| d'[ - PSV7| +PC7| ﬁ <Q_)5> . (311)

The model (3.10)—(3.11), corresponds to a steam turbine with no reh&ate
variables and parameters of equations (3.10)—(3.11) are given ih \0ule be-

ing important pieces of power system equipment, the dynamics of the turkine an
governor are normally much slowkthan that of the exciter. This fact is often used
as an argument for neglecting the dynamics of these devices.

4In [107] the following figures are giventsy = 2 sec. andcy = 4 sec. On the other hanil,
is approximately 10 to 100 times smaller.
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Asynchronous Generators

It is known that the essential dynamical properties of an asynchrogenerator
can be accurately described by the following model [73]

(j;sdgtds = - rsérr Was— Yas+ %Wdr +Vds

;dgfs = Yus— r%wqw r%’“wqr +Vgs

aidgtdr = —rréSSLﬂerr rr[))(m Wds— ws(;wr War +Var

a];sdftqr _ _rréssll’qr+ rrI;(m Wos+ ws;swr War -+ Ve
2T, (3.12)

WhereXss = Xs+Xm, Xr = Xr +Xm, D = Xsgr — Xﬁq, Te = Xm(WasWdr — WasWqr)/D.
X andXs stand for the rotor and stator leakage reactances, respectiglgnd
w signify the magnetizing reactance and the mechanical rotor angular freque
The state variablegys, Ygs, Yar, and g are thed andg components of the stator
and rotor flux linkages per second. [Note that the explicit dependéitbe state
variables on time is suppressed for notational eagesdr, are the stator and rotor
resistances, respectivelys = 27tfy, where fg is the steady-state grid frequency
(50 or 60 Hz.) Finallyvys (Var) andvgs (Vgr) denote thel andg components of the
stator (rotor) voltage. Unless otherwise specified, all the quantities\ag i per
unit. For more details on the model (3.12), the reader can refer to [73].
Neglecting the asynchronous generator’s stator dynamics, i.e., assuraing th
w5 tdyys/dt =0, ws‘ldqu/dt = 0 and that the stator resistance is negligibly small,
the following model of the asynchronous generator is obtained [23]:

dysg rrX It Xm wWs— & N
dtr ws[_ rDSSWdr+ rD Vgs+ Y Yqr + Var

dy reX reX Ws— W .

dtqr = s [—rDSSQUqr—rDdesws— Ll/dr+Vqr] (3.13)
dar _ s

i ﬁ(Tm—Te)'

Introducing the constantg, = wsVqr, Vgr = WsVgr, @1 = I Xm@Ws/D, 82 = Iy Xssts/D
and denoting the state variabbes= Yqr, X2 = Ygr, X3 = W = @ — W, We arrive at
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the reduced-order model of the asynchronous generator:

Xm

a = —apX1 + XoX3 + a1Vgs— Var

dX2

e —apXp — X1X3 — &1 Vgs — Vgr (3.14)
dX3

o - at C2(VasX1 + VgsX2)

wherec; = wsTm/(2H) andc, = —ag /(2Hr ).

The steady state of the asynchronous generator is characterizeddayuilile-
rium pointx* = [x}, x5, x5]’ which renders the right-hand side of (3.14) Zefbhere
are 2 such points:

1
Xi = ——— [Vgs[Cops % pa] — 2a5C1 V.
1 2a202v§[ 4s[C2P3 £ Pal 2C1 Vg
X = ——_[Copa+ 2a,C 3.15
> 2a2C2v§[ 23+ Pa+ 282C1 (3.15)

. 1
X3 = 20, [Cops+ 4,

where the constantsy, ..., p4 are defined as followsp; = VysVgr — VgsVar, P2 =

VdsVdr + VasVar, P3 = &1V2 + p1, andpg = \/ C3P3 + 4axCiCo P — 4a3c2. One of the
points is asymptotically stable, while the second is unstable. For conveniénce o
the analytical explorations presented in this section, the stable equilibriutngboin
the model (3.14) is translated to the origin by means of the change of comslina
é1:=X1—X],é2:= X — X5, €3 := X3 — X5. This operation yields the model:

& = —ab+ X6+ %8+ &H&
$2 = —apdr— X381 — X183~ &1é3 (3.16)
&3 = CoVgséy + CoVgséo.

Note that the model (3.16) can be decomposed into two parts: linear ande=nlin
That is,

' —a X3 X5 263
E=| X —a —x5 |[&+| —&é& |, (3.17)
CoVgs CoVgs O 0

5In this thesis the prime denotes the transposition operator, unless explidig staerwise.
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Figure 3.3: Simplified schematic diagram of a fuel cell

where& denotes the vectdgs, &2, &3)’. The system (3.17) can be put in a more
compact form

§=AE+9(&). (3.18)

For simplicity, sometimes the vector figldé + g) will also be denoted by (&) in
this thesis.

3.2 Modeling of Solid Oxide Fuel Cells

A fuel cell is an electrochemical device that oxidizes fuel without combngto
directly convert the chemical energy of the fuel cell into electrical gngdy In
simple terms, the fuel cell produces electric power by feeding a hydroegh
gaseous fuel to porous anode as an oxidant (air) is supplied to thedeathbe
electrochemical reactions taking place at the electrodes result in eleatr@tcu
injected to the external circuit. Figure 3.3 schematically shows a simplified dia-
gram of a fuel cell. The operational principle of fuel cells was disceddry the
British amateur physicist W. Grove already in 1839. However, the comnhercia
potential of the fuel cell technology was only recognized in the 19608nnhel
cells were successfully applied in the space industry. For example, thaalka
fuel cells belonging to the first generation of fuel cells were used in thalép
space vehicles. Solid oxide fuel cells belong to the second generatioal afEils.
They are characterized by high operating temperatures{@@DC C), use of ce-
ramic electrolyte, the absence of external reformer, and the use ofedtatheap
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catalysts. The high operating temperatures of SOFC result in a high tenrperatu
exhaust which can be utilized to increase the overall efficiency of theepso In
recent years, the combined use of SOFC and a small-scale gas turbiner (Gil-
croturbine” has been actively discussed. Analysis and experimenistehbvery
high efficiencies (over 80%) can be achieved if the hot exhaust frenfui cell
is used to power a gas turbine [9]. It is argued in [9] and [126] that &pacity of
the microturbine should be at most one third of the capacity of the SOFT/GT sys
tem. The technical and economical advantages of SOFC/GT systems make them
attractive energy sources for distributed generation.

In addition to generating electric power at high efficiency, the SOFC/Gé&das
distribution generation can also provide ancillary services such as |dlagvfo
ing and regulation. The technical feasibility of load following functionality of
SOFT/GT systems is investigated in [135]. The numerical experiment resais p
vided in [135] indicate that the fuel cell response times are significantigtgre
than those of the GT used in that study. This result implies that the GT rather tha
the fuel cells should be deployed in load following. The active power sigttpf
the fuel cell should only be adjusted when it is needed to substantially alter the
net output of the SOFC/GT system. In this chapter, the main emphasis is placed
upon the control challenges of the fuel cell rather than the dynamic prepef
the microturbine; therefore, no dynamic model of the microturbine are deselo
The presence of the microturbine will be indirectly accounted for by modéhiag
voltage deviations caused by the operation of the microturbine in the anphgses
sented here.

Fuel cell systems have to be interfaced with the distribution grid by means of a
power converter, since the fuel cells produce dc power which has ¢toresrted
to ac. Normally, a forced-commutated voltage source inverter (VSI) is utilized
for interfacing a fuel cell system. It is known that a VSI can providd¢ &asl
precise control of the voltage magnitude and reactive power output SR /GT
system [85]. We, therefore, assume that the fuel cell power planuipged with a
VSI, whose internal voltage control loops ensure an accurate carfitagl voltage
magnitude; it is also assumed that the converter losses can be neglectieal dinel
time constants of the control are small enough to not be taken into accaoent he

Figure 3.4 depicts a one-line diagram of the fuel cell power plant along with
its power conditioning unit (VSI). In this figur&./ 0. denotes the ac voltage of
the VSI. Although not mentioned explicitly, we assume that the fuel cell plant is
connected to the distribution grid via a transformer which is represented.iB.Big
by its leakage reactanég; thus,Vs/6s is the voltage of secondary winding of the
transformer representing the bus voltage of the fuel cell. In this casective
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Figure 3.4: One-line diagram of a fuel cell-driven power plant.

power generated by the fuel cell is given by the following expression:

km\§aVs .
Pl = ;(téc ®sin(Bfc — 65)

Vf ch

= " sin(Bsc — 6s), (3.19)

wherek is a constant defined by the configuration of the W}, is the dc volt-
age of the fuel cell, ancth stands for the amplitude modulation index of the VSI.
The voltage source inverter is operated in such a mode that the vil{ag&ept
constant for all times. That is, when an external disturbance is encednidich
might cause a variation &f, the VSI controls the modulation indemto keepVs
constant, based on the typical control strategy of ac/dc converteustigg (3.19)
suggests that the output power of the fuel cell will change whemd/or angleds
vary. For instance, faults on the distribution grid might cause voltage magnitud
variations as well as jumps in the phase arfijleThus, variations o¥/;c and /6
can be seen as unwanted disturbances which should be attenuated dnyttbkeat
the fuel cell in order to provide a constant active power output. Thugutid be
of interest to design an auxiliary controller which ensures a smooth outpegrp
regulation that is insensitive to small variationsnofind angle of the distribution
grid voltage.

We commence the design of such a controller by a closer examination of the
controlled object, i.e., the fuel cell power plant.

Linearized model of SOFC

Making the following assuming thati)(the fuel cell gases are ideail)(it is suffi-
cient to define only one single pressure value in the interior of the elestr(iile
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the fuel cell temperature is stable at all times; amyiernst’s equation is applica-
ble, the main equations describing the slow dynamics of a solid oxide fuelasell ¢
be written as follows [135], [94]:

di 1
= = T [ tle] (3.20a)
dqmz 1 in 2Kr
-~ |- 0 2
dt Tf |: qH2 + Uopt fC:| (3 Ob)
de 1 1 ;
& = Pt 2 2209
dph,0 1 2K;
L7 . — — 2
@ o [ PH,0 + Ker, fc (3.20d)
dpo, 1 111 5 r
= — | = — | — — 2Kl 2
d.t .[02 pOZ + K02 THOqHZ rifc (3 Oe)
qmz UZFIQTX’ if I~> qngmT?x
er = o S T < cf, Y @20

I = Pet/Vief, Otherwise

wherel}, is the fuel cell current;q}L}2 stands for the hydrogen input flow; and
PH,, Po,, PH,0 denote the partial pressures of hydrogen, oxygen, and wategcresp
tively. The time constant3e, T, TH,, Th,0, To,, designate the electrical response
time of the fuel cell, fuel processor response time, response times ofdesulr
water, and oxygen flows, respectiveky,,, Kn,0, andKo,, denote the valve molar
constants for hydrogen, water, and oxygen. The auxiliary consthpt$)max, and
Unin Stand for the optimal, maximum, and minimum fuel utilization, respectively.
Finally, K, = No/(4F ). The numerical values of the aforementioned constants can
be found in [135] and [94].

The dc voltage across the stack of the fuel cells is governed by the thejunes-

tion, i.e.,
1/2
Vae= Np Eo+ﬂlog Ptz Po, —rli, (3.22)
2F PH,0

wherer,R, T, Eg, andNy are the ohmic loss of the fuel cell, universal gas constant,
absolute temperature, the ideal standard potential, and the number oélfsésc
series in the stack. The active (dc) power produced by the fuel cedsglven by
the following relation:

Prc :Vdclltc (3-23)
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Figure 3.5: SOFC system block diagram

The dynamic equations (3.20) of the fuel cell are linear; the only nonliie=am
these expressions are in the stack voltage and the active power equakiertock
diagram of the SOFC plant with its basic auxiliary controls is shown in Fig. 3.5.

To obtain the complete linear model, equations (3.19), (3.22), and (3.28) hav
to be linearized about the equilibrium point. The resulting linear model corains
state variables and can be represented by

X(t) = Axt)+Bu(t) (3.24)

y(t) = Cx(t)+Du(t), (3.25)
wherex = [AI;C,Aqﬂz,Asz,Aszo,Apoz]’ (here, a prime denotes transposition).
For convenience of notation, in the remainder of the chapter, the sylribamit-
ted for simplicity, but small deviations from the equilibrium are assumed. Algo, th
explicit dependence of the plant states, inputs, and outputs on time is ssggre
for simplicity of notation. The state matrik € R>*® can be easily extracted from
the dynamic equations (3.203;c R><3; C € R™5; andD < R'*3 are the input,
output, and direct feedthrough matrix (their numerical values are givéreiAp-
pendix). The input vector and the output are denoted by[Am, A6, AR¢¢]" and
y = Px¢, respectively.
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3.3 Algebraic Constraints in Power Systems

As was briefly explained in Section 3.1 on page 20, the power systems are de
scribed by a set of differential and algebraic equations. The origitiseddifferen-
tial equations have already been discussed, while those of the algedpraiioas
are the main subject of this section.

The main equations relating the algebraic variables of the power system are
given below.

) _

NIy

0 = Viel® + (Rei+ X4 i) (lai+ jlgi)e (3

— (B (G =G )lai + JEg 1@/ 2) (3.26)
0 = —R—jQi+Ve®(lg;—jlg)e 1872 +
+RLI (M) + Qi (W) (3.27)
0 = —R—jQi+Ai(M)+iQLi(V) (3.28)
0 = —P.—jQi+k§\/ivmkei<&—9k—“i*> (3.29)
=1

In equations (3.26)—(3.29), the following notation is adopted:
e V;, 8 The magnitude and phase angle of ifieode.
e P,Q The active and reactive power injection in iHenode.

e R i, QL The active and reactive power of the load connected td'thede.
These quantities generally are nonlinear functions of the node voltage.

e Yix&/%« The complex admittance of the branch connectingithand k"
nodes.

¢ Rs; The resistance of the statoridf generator.

The rest of the variables and parameters have been introduced eattiisr¢hap-
ter. The number of the algebraic equations is dependent on the topoltgyrke
though the structure of the equations is generic and always corresponbat
shown in this section.

It is preferable to eliminate as many algebraic variables as possible and deal
with differential equations only, which is much simpler. In the special case of
constant impedance loads, which is always the case in this thesis, it islpossib
to reduce the total number of algebraic variables noeguations. That is, the
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only remaining variables are the complex nodal voltages. To eliminate the stator
currents one has to solve equation (3.26)lfgrandly ;. After some manipulation,
the following expressions are obtained:

X3 Visin(6 — &) +ViRsicog 6 — &) + X ;Eg i — EgiRsi

lgi = — Xéﬁixcll‘i +R§i (3.30)
L ViRsisin(6 — &) +Ey jRsi — X Vicos 6 — &) + X3 iEq (3.31)
o X.iXqi + RS '

Having done this, one can substitute equations (3.30) and (3.31) into{B2Z8)).
Moreover, one could reduce the number of algebraic states by eliminatiagtthe
P and reactive) power from equations (3.26) — (3.29).



“...Butin this respect hardly any other method of investigation
could be said to be completely satisfactory.”
— A. A. Lyapunov
On the generality of his method.

Chapter 4

Energy Function Analysis of
Mixed Power Systems

The Direct Lyapunov Method is one of the most powerful and well gtalsdt ana-
Iytical tools for investigating the dynamic properties of electric power systams
other nonlinear systems. Lyapunov’s method establishes a uniformvixaiéor

the assessment of stability of the power system by analyzing an appeolyiz
punov or energy function. The main advantages of the Lyapunov matbadte
possibility to perform parametric stability studies and the feasibility to conclude
stability without having to solve the nonlinear differential equations descrithiag
system. On the other hand, a practical application of the Lyapunov thedrgn-
sient stability analysis is often a nontrivial task, since finding a suitable Lyapun
function is almost always a challenge. To overcome the difficulties inhieréime
classical Lyapunov theory, the so-called Extended Invariance Pila¢iP) can

be considered [25]. The Extended Invariance Principle is an imporatgnsion

of LaSalle’s invariance principle which is in turn an extension of Lyaptsavect
method. A function satisfying the conditions of the Extended Invarianceiplanc

is called an extended Lyapunov function. This chapter briefly presentsadie
concepts of Lyapunov’s direct method and the Extended Invariariceifte and
reports the main findings of this thesis related to the transient stability analf/sis o
power systems with asynchronous generators.

35
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4.1 Mathematical Preliminaries

The Direct Lyapunov Method

he Lyapunov theory is essentially based on the existence of a scalar (en-
ergy or Lyapunov) function that establishes the sufficient conditions fo
stability of the dynamic system in question. Furthermore, the properties of
the Lyapunov function and its Lie derivative provide auxiliary informatidow@t
the attraction region of a given equilibrium point. This subsection presenti-a
mentary introduction to the Direct Lyapunov MetHod
Let the unforced system be described by the set of autonomous naordifiea
ferential equations:
x= f(x), 4.1)

wherex(t) € U C R" is the vector of state variables aridstands for a continu-
ous map fronR" to R". Without loss of generality, assume that the origin is the
equilibrium point of (4.1). Then the origin of (4.1) is asymptotically stable if¢her
exists aC' functionV (x) such that [68]

1. V(0)=0,
2. V(x) is positive definiterx\ O,
3. LBV =0V/oxX f(x)=adV/dt <0, VX,

where #4V is the Lie derivative oV along the vector field. Thus, the stability
properties of the system can be established by analyzing an approprgteriov
function. If a such a function is found, than the origin of (4.1) is asymptiyica
stable; however, since the Lyapunov Direct Method establishes onlifiaiesut
condition for stability of the system of interest, the actual system can befigddss
by the Lyapunov function as unstable, while in fact it could remain stableth®n
other hand, if a positive definite function is found such that its Lie devigas also
positive definite, than the system can be immediately classified unstable.

Example:Consider the set of autonomous ordinary differential equations [108]
X(t) = —x(t) +2y(t), Y(t) = —2x(t) —y3(t) (4.2)

and the following Lyapunov function candidatéx) = ||x/|%. The Lie derivative
of V is given by the expression

LV (X) = —2y%(1+Y?) — 244

1The terms ‘Direct’ and ‘Second’ Lyapunov Method are used in this Eagynonymously.
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Clearly, bothV and —#;V are positive definite in the whole state space, which
establishes global asymptotic stability of (4.2) ‘in-the-large’. O

Example:Consider the set of autonomous linear differential equations
X = AX, (4.3)

whereA € R™" has distinct eigenvalue\i};. Changing the coordinates by the
similarity transformatiorz = T x, whereT is the matrix of right eigenvalues &,
the system (4.3) can be transformed to diagonal form

zZ=N\z

whereA = diag(A1,A2,...,An). Let us now apply the direct Lyapunov method to
investigate the stability of (4.3). Consider the Lyapunov function candidate

V(2) = —Z(A+N\")z

where the symbol\* denotes the complex conjugate/df The Lie derivative of
V(z)is
LNV (2) = —Z(N+N)z

Observe thatZ;V (z) at least negative semidefinite, thus the stability of (4.3) can be
determined by inspecting the Lyapunov functiéfe) alone. Indeed, if alll (A;) <

0, then (4.3) is globally exponentially stable. If anyl®fA;) > O, then the system
(4.3) is unstable, since for argrneighborhood of the origin there is an escape
segment for the system trajectory. Therefore, it can be concluded thagear
system is stable if all the eigenvalues of its state matrix have negative résyl par
and conversely: a linear system is unstable if any of the eigenvaluehbiivey
real part. O

Despite the fact that the Lyapunov Direct Method has proven a verfgluse
and practical analytical tool, it is commonly recognized that finding an gpiate
Lyapunov function for a problem at hand is often a complicated mathematieal e
cise. As a matter of fact, there is no general systematic procedure fstracting
Lyapunov functions for nonlinear systems of orders greater than 2.

This and some other considerations have stimulated the research in thé area o
ordinary differential equations and eventually resulted in the discovétytended
Invariance Principle [25], [100] which allows a wider class of functitmbe used
for the assessment of the stability properties.
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4.2 Extended Invariance Principle

Consider again the set afautonomous ordinary differential equations (4.1) de-
scribing the power system. A simplified (weak) version of the invarianceipta
is given by the following

Theorem 1 LetV:R" — R be a continuous function. Also, let a scalar L be a con-
stantsuch tha®, = {xcR"|V(x) <L} isbounded. LetC={xc Q | ZV(x) >

0}, suppose thasup.cV(x) =1 < L. DefineQ = {xeR" | V(x) <L} and
E={xeQL| Z%V(x)=0}UQ,. LetZ be the largest invariant set of (4.1)
contained in E. Then, all solutions of (4.1) originating@ converge to#4, as

t — oo, O

A proof of the theorem can be found in [100]. Paraphrasing the theatean be

said that it establishes sufficient conditions for stability of (4.1) in terms o$éte
Q,,Q,E and the functiolV: if such sets an¥ exist, then the system (4.1) is stable

in the Lyapunov sense, provided the initial conditions are such{fate Q.. The

sets introduced in the theorem are schematically shown in Fig. 4.1. The major
difference between LaSalle’s invariance principle and the EIP is in thétfatthe

EIP allows the Lie derivativeZ:V (x) to be greater than zero on some bounded
set of nonzero measure, which implies that a significantly larger classsafvyeo
definite functions can be used as extended Lyapunov function carsl{#tEC).

A further exploration of Theorem 1 reveals that the direct applicationBfi&
not straightforward, since the auxiliary requirements stated in the theceetb
be fulfilled. That is, a suitable extended Lyapunov funcix) has to be found,
then it has to be shown that there exist two bounded @etandC; in addition,
the constant has to be computed, which in itself is a complicated numerical task.
Assuming that a suitable extended Lyapunov function candidate is foenifi; v
cation of the other conditions of the theorem can be simplified if the methods of
interval arithmetic are applied. The basic facts about interval arithmetiaggtne
ered in Appendix A.

A preliminary study performed within this project has indicated that the devel-
opment of a Lyapunov function for a power system with both synchreramnd
asynchronous generators is a nontrivial task; therefore, it wadateto first ana-
lyze a simple power system consisting of a single generator connected tfi-an in
nite bus and then extend the results to a larger number of generators. rdfeithe
commence by the construction of a Lyapunov function for a single asynohs
machine-infinite bus (SAMIB) system.
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Figure 4.1: Graphical illustration of the Extended Invariance Principletrajéc-
toriesx(t) with x(0) € Q| converge to the largest invariant set containeH.in

4.3 Single Asynchronous Machine-Infinite Bus System

Often DG power plants [e.g., microturbines and wind mills in a wind farm] consist
of a large number of individual generators. For detailed simulations, gaoéra-

tor should be modeled separately; however, for the purposes purstiés study,

an aggregation of the generators should be carried out. Although beimjes-
esting problem in its own right, the aggregation is not considered hereadhste

is assumed that such an aggregation has already been done, usirgyegaagn
technique, e.g., that reported in [14]. That is, the DG power plant iesepted

by a single aggregate, whose parameters can be readily determined érparda
meters of the individual generators. Fig. 4.2 shows such an aggrdg@edwer
plant. As can be seen in the figure, this simplified system consists of anhasync
nous generator denoted A6, a step-up transform@r, a local constant impedance
load LD, and two linesL1-L2 connecting the plant to the main grid. The short
circuit capacity of the main grid is assumed to be much greater that the installed
capacity of the farm. This assumption is not limiting, since the ‘stiffness’ of the
main grid can be reduced by adjusting the impedance of the lihesdL2. The
power factor correcting capacitors are included in the lo@d Figure 4.3 shows
the one-line diagram of the system studied. In the figure, the impedantks of
lines and the transformer are lumped into a single impedZpcus eliminating

the node 2. Let us introduce the following notation; denotes the voltage of
the main gridys is the terminal voltage of the asynchronous generdipandT,

are mechanical and electrical torques of the generator, respectyghyying the
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Figure 4.2: Single Asynchronous Machine Infinite Bus system

Figure 4.3: Impedance diagram of the SAMIB system

superposition principle, the relationship betwegandv,, can be derived

Z

Voo, 4.4
L1+ 2o (44)

VS:

whereZ; is the load impedance including the phase compensation.

In order to construct a Lyapunov function for the SAMIB system, saweell-
known methods are tried. The next section summarizes the results of these at-
tempts.

4.4 Transient Stability Analysis of the SAMIB System

Verification of the Energy Metric Algorithm

The Energy Metric Algorithm has been successfully used for the cantignuof
energy functions for various nonlinear dynamic systems, including deizoledr
systems [47,131]. It is therefore natural to attempt to construct a In@piunc-
tion for the system (3.17) using the Energy Metric Algorithm [131].
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The main steps of the algorithm for constructing a Lyapunov function {ai7{3
are outlined in Algorithm 1.

Algorithm I
1. Eliminate the time variable from the differential equations describing the
system
dés  —@di+X38 + X583+ 283 (4.5)
dé2 —axbo—x581— %83 — €183 '
2 —@&—x381 — X3~ &1é3 (4.6)
dés CoVysé1 + CoVgséa '
dés C2Vgsé1 + CoVgsé2 @.7)

d&  —a&i X6+ xbEs+ E&s

2. Convert the differential equations to 3 one-formsby multiplying and
clearing the denominator terms.

3. Reduce the one-forms to a single one-feo(§ ) by addition and substitution
of the 3 one-forms.

4. Perform line integration ad(¢ ) along some path, which for simplicity can
be chosen along the ‘elbow’ path. O

It appears however that no Lyapunov function can be constructethdcsys-
tem (3.17) using the Energy Metric Algorithm. This result is summarized in the
following

Proposition 1 The model (3.17) admits no energy function constructed by Algo-
rithm 1. O

Proof Consider the line integral generated by Algorithm 1.

V = [ {8gCovasa + asCavus( &+ &) + Covasl &1+ )
T+ covas€ixa} dé1+{Covas(&1+ &2 +%5)&3
+ CoVys(€1 + €2)X3 + CoVgs€2(€3 + X3)
+ ACoVgsé2} A&+ {a8(&1+ &) +aé1xs
+ (&1 + X1 —X3) &34 (€1 4X7)€3(E3+X3)
+ &1x5(&3+x3) H d&s, (4.8)
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wherel” stands for the elbow path. The Lyapunov function candidate can ba-rewr
ten in a more compact form:

Ve = [ ia(f)da, 4.9)
r's

where the variables entering the equation can be readily identified from (4.8
In order to constitute a valid energy function—which is a necessary consitio
the functions=; (&) in (4.9) must fulfil the following conditioft 9=;(&)/d& =
0=k(&)/0¢&,Vi, ke {1,2,3}, which would guarantee the path independence of the
integral (4.8). Direct inspection of the mat@e, (&) /& shows that the symmetry
requirements are not fulfilléd

h11 0 O
(EK(E)/(?& = CszSX§ h22 0 ,h31 > O, VE. (4.10)
hs1 0 hss
This observation completes the proof. O

Now a few auxiliary observations are due, which are formulated in the &rm
corollary and conjecture.

Corollary 1 The [empirical] existence of a stable equilibrium of the SAMIB sys-
tem, for instance the equilibrium given by (3.15), and the converse Lgaghe-
orems imply that there must exist a valid Lyapunov function for the mode3)(3
However, the structure of the Lyapunov function will necessarily diffen filoat
generated by Algorithm 1. O

Conjecture 1 The non-existence of a Lyapunov function in the form (4.8) for a
single generator suggests that no Lyapunov function of this type can be fou

a multimachine power system. On the other hand, it is possible to use aagigadr
Lyapunov functions for the estimation of the attraction region of a multimachine
power system; however, it can also be problematic due to the possitdersatism

of the estimates. O

It should however be stated that the quadratic Lyapunov functions eajuite
useful if other applications are considered, such as the design ofdChyépunov
functions.

2For details, the reader is referred to Appendix B.
3In the equation above the elemehjsare not shown as they are irrelevant.
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Verification of the First Integral of Motion Algorithm

The first integral of motion has been successfully used in power sygiplita
tions for generating Lyapunov functions [95]. To facilitate the presemtative
essential steps of the construction of a Lyapunov function using thisitpehare
highlighted in the following

Algorithm 2

1. Define the quantity tdas is shown below

B déy

a = —apé1 + X582+ X583+ €283 (4.11)
B déz
C —apé X1 — X &3 — &1&3 (4.12)
B dés
 CoVgs€1 + CoVgséo (4.13)

2. Perform line integration of the separate pairs (4.11)—(4.13) alongythe s
tem’s post-fault trajectory.

3. Ildentify the energy function as the function obtained in the previous Step

Let us now show that Algorithm 2 cannot be applied to generate a Lyaguno-
tion for (3.17).

Proposition 2 The model (3.17) admits no Lyapunov function constructed by Al-
gorithm 2. O

Proof The necessary and sufficient condition for the existence of a Lyapuno
function generated by Algorithm 2 is the following equality

TraceO(A¢ +g) =0, (4.14)
whereld denotes the gradient of the vector fiéld + g. As can be easily verified,

in the present case the equality (4.14) does not hold. O

Verification of Krasovskii’'s method for the SAMIB system

Another well-known method for the construction of Lyapunov functionsue d
to Krasovskii [68]. The mathematical machinery of Krasovskii’'s methodirtyfa
simple and is summarized in the following theorem [19]:
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Theorem 2 Let (&) be differentiable w.r.t.§ and let f(0) = 0; then the origin

is: (a) stable if the matrix H= 0/ /9& + 9 f /&’ is negative semidefinite in some
neighborhood#” of the origin, (b) asymptotically stable if H is negative definite
in .4, or (c) asymptotically stable in the large if H is negative definite foréall
and f'f is radially unbounded. O

Let us now show that Krasovskii's method fails to yield a Lyapunov funcozn
the SAMIB system. This statement is formulated in the following

Proposition 3 The model (3.17) admits no Lyapunov function constructed by the
method of Krasovskii. O

Proof Clearly, the conditions of Theorem 2 are fulfilled for the system (3.17),
i.e., (A& +9(£))(0)=0and(A¢ +g(&)) is continuously differentiable in the entire
state space. Moreover, the functipfhé +g(&))||3 = (A& +g(&)) (AE +9(&)) is
radially unbounded, i.e., lifa|_o, [| (A& +9(&))13 = .

Let us now determine the sign definiteness of the matriXOmitting the alge-
bra, this matrix can be written in the following form

—2ay 0 CoVas+E2+ %5
CoVds+ &2+ X5|CoVgs — €1 — X3 0

The application of Sylvester’s criterion indicates thhin this particular case is
negative definite if and only if its determinant is negative. However, theéte
nant is nonnegative for afl € R3, as (4.15) shows.

IH| = 2ap((CaVas+ &2+ X5)? + (CaVgs— &1 — X{)?) (4.15)

Therefore H is sign indefinite, which implies thdt'f does not qualify as a valid
Lyapunov function. This concludes the proof. O

The Existence of a Quadratic Lyapunov Function

As was already stated in Corollary 1, for any dynamic system [with difteble
vector field] possessing a stable equilibrium there exists an appropriapeihgv
function in some neighborhood of the equilibrium.

A naive reasoning of this statement applied to the present system (3.17) may
include the following line of argumentation. Since the vector fiéld + g) in our
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case can be directly decomposed into a linear and nonlinear part, andtren2-
of the nonlinear part vanishes §&||2 approaches the origin, i.e.,

Jim lig(@)1l2/ 1€ =0,
in some neighborhood/” of the equilibrium the dynamics of the linear part will
dominate those of the nonlinear gariTherefore, the stability of the equilibrium
will be solely determined by the eigenvalues of the maiixé € .4". Therefore, if
all the eigenvalues have strictly negative real parts, there should exagtpaopri-
ate quadratic Lyapunov function which can be found by solving the spomding
matrix Lyapunov equation or determined as in the example on page 36. It is how
ever known, that in practical applications such quadratic Lyapunastifums yield
overly conservative estimates of the associated attraction domain; tlegrdfer
application of quadratic Lyapunov functions will not be pursued in thisishés-
stead, the system model will be reformulated in order to facilitate the constructio
of an appropriate Extended Lyapunov function.

4.5 Alternative Formulation of the System Model

Let us reformulate the model (3.13) in order to obtain an alternative rexpigson
of the asynchronous generator in the polar coordindes):

Xm
E = E wgr—i_lpgf
5 = tan*(—qr/War)- (4.16)

Then assuming for simplicity that the rotor voltages are zero and defiiiag
Xrr /(asfr), X' = Xss— X2,/%+ the model (3.13) transforms to the following system
of equations

@ Xs— X/

J— _ i S — i
i W — s XToE VsSin(d + @) (4.17)
dwr E . Tm
e —7X,MVSSIH(5—|—(p)+ M (4.18)
dE = X _ XX
P _X’T0E+ X VsCOS O + ). (4.19)

4In most practical cases (i.ef,,c C1) this decomposition can also be done as follow) :=
(01" /0x)x+ {f(x) — (0 f'/Ix)x} = Ax+g(X).
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Figure 4.4: Equivalent circuit of the model (4.20)—(4.22)

In equations (4.17)—(4.19) it was assumed that= Vscosp andvys = VsSing,
wherevs and @ are the magnitude and phase angle of the stator voltagdo
simplify the notation, let us denote = w — ws and introduce the following con-
stants: N1 = Xs/(X'To), N2 = Vs(Xs — X')/(X'Tp), 0 = d + @, n3 = Ty/M, and
Na = vs/(X’M). To make the model more realistic, a damping tédm- Tt /M
proportional to the friction torqué; is added to (4.18), resulting in the following
model

% = w—%sine (4.20)
%ﬂ = nN3—N4Esin@ —Dw (4.21)
%E = —N1E+n2cosb. (4.22)

It can be noticed that the model given by the equations (4.20)—(4.22)ddairc
degree resembles the equations describing a single machine system wittctiyx d
model; however, the physical meaning of the state variables of these twdsiode
quite different [95]. Figure 4.4 shows the equivalent circuit of the rhode

Construction of the Lyapunov function for the simplified SAMI B
system

Construction of a suitable Lyapunov function or Extended Lyapunoution for
the system (4.20)—(4.22) has proven a very challenging mathematicaiaisk,
confirmed the main conclusions from Section 4.4. Therefore, it was dktide
further reduce the order of the model. To do so, we postulate that

n;E—0, (4.23)
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which render€ an algebraic variable. This approximation can be justified by the
following argument.

Consider again the differential equation describing the time evoluti) dé.,
(4.22). Let us now solve the equation, assuming éhistan unknown function of
time. The solution is given by the expression

E(t) = Egexp(—nit) +exp(—nit)n2 /Ot exp(n1T)cosb (1)dr. (4.24)

Taking the absolute value of both sides of (4.24) and noting thdtexpcose (1)
is dominated by ex(17), the following inequality can be obtained

t
E()] < Eoexp(—at) + exp(—nat)nz | [ exp(mn)ar|.  (4.25)
Evaluating the integral in (4.25), the estimatexgf) reduces to
E(t)] < Eoexp(—nat) + f’f(l exp(—t)). (4.26)

Clearly, for large values ofj1, the internal voltagd(t) is mainly determined by
the quotient2/n1. According to [106], for the typical parameter values of wind
turbines in the range 500N to 1 MW, the values of); are in the rangél1.1,28.9].
Recalling thatn, is linearly proportional to the terminal voltage of the asynchro-
nous generator, we conclude that variati@{s) follow closely the variations in
the terminal voltage.

Thus, assuming

N2 coso,
N

E=

we arrive at the following second-order model:

6 = w—nitand (4.27)
w="n3 —wsm(ze)—Dw. (4.28)
2m

Consider the following new energy function candidate obtained by nuraerou
trial-and-error experiments

2
V(6,w) = ﬂ—ne ’72’;74cos(29)+v0, (4.29)
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where\y is an arbitrary constant. In some neighborhood@f wy), the function
V is locally positive definite. The Lie derivative df along the planar vector field
(4.27)—(4.28) is given by the expression

ZV (0, w) = N1nstand — nanasir’ 6 — Dw?. (4.30)

The function.#V suggests that there are sets in the w plane where the Lie
derivative is positive; the boundedness of these sets needs to bedhecorder

to verify that (4.29) fulfills the conditions of Theorem 1, i.e., that it is an Ecéeh
Lyapunov function. We will use interval arithmetics to numerically perform the
verification.

Construction of the Lyapunov function for the full SAMIB syst em

Let us now relax the assumption (4.23) and derive a new energy furictitire full
model (4.20)—(4.22) and consider the following new Lyapunov functaordalate

V(6,w,E) = 2 2 2139 poEcose+ 1t E2+Vo (4.31)
2N4 Na
The Lie derivative of (4.31) is given by
2v0.wE) ~ TP n2zsitet "M sing g2 (4.32)
Na n4E

Direct inspection of (4.32) reveals that large deviation& dfom the equilibrium
point can result in positiveZ;V. This observation would severely affect the use
of conventional energy function methods; however, it is less restrifdivihe Ex-
tended Invariance Principle. Technically, it is only necessary to asisat¢he set
{(8,w,E) € R®: ZV > 0} is bounded. ApparentlyZ;V is finite in the whole
state space, except for the manifdl, w,0)°. For obvious reasons, it is also de-
sirable to ensure that the set on whighV > 0 is as small as possible. As before,
the properties 0f#;V should be checked numerically.

Construction of the Lyapunov function for the three-bus power system

The construction of the energy function for the three-machine powégraygre-
sented in this subsection is based on the so-called “State Function Metit&]d.’ [1

50n the manifolcE = 0, the function (4.31) is not analytic; however, the model of asynubue
generator itself is invalid on this manifold. Therefore, the state spaoéthe generator should be
restricted such thdE = 0 is excluded from it.
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Passive

network LD,

TTY

Figure 4.5: Simple three-machine power system.

The development of the energy function is mainly due to [60]; howeveariaéy/-
sis and interpretation of the energy function are made by the author andaie
The simple multimachine power system consists of two synchronous machines

(a generator and a motor) and one asynchronous generator, whmthamatically
shown in Fig. 4.5. The electrical machines are interconnected in the pamsiv
work whose transfer conductances are assumed to be negligibly smathdded

of the asynchronous generator is slightly changed in order to confottme tmodel

of a synchronous generator. That is, equation (4.20) is differentiatedtime

and equation (4.21) is substituted into it, which is followed by shifting the stable
equilibrium of the three-machine system to the origin. More details can belfoun
in [60]. Thus, the power system is modeled by the following set of equations

Mi%y = —DiX1 — E1B1[(EZ 4 X4) Sin(x12+ 875) — EF sindp)]

+ ElEgBlg[Sin(X]_g—l- 5103) — sin6f3] (433)
MoXo = —Ky(X)x1 — (D2 + K1 (X) + Kz(X))%2 — Ka(X)Xg — Ka(X)Xa

— E1B12[(ES 4 Xa) Sin(x12+ 81,) — E5 Sindyy)]

+ Engg[(Eg + X4) SiN(X23+ 55)3) — ESsin5§’3] (4.34)
MaXs = —Dax3 — E1E3B13[sin(x13+ 73) — Sindps]
— E3523[(E§ + X4) sin(ng + 6?3) — Egsin5§3] (4.35)

X4 = T, (1 —XmB22)Xa + KaM, 1[c0s8P, — cog(x12 + 65,)]
+ KpM, 1[c0S8%; — cogx23+ 853)], (4.36)
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where the stategy are defined ag — x.. M; andD; are the inertia constant and
the damping of maching respectively. Ex and T» denote the transient EMF of
machinek and the ‘open circuit time constant’ of the asynchronous genef&tor;

is the (i,k)’s element of the reduced network matrix of the power system. The
functionsKy, Kp, andKy, ...,K4 are defined as follows.

Xm
Ka = ? BlZElMZ
2

Xm
Kb - ? 823E3M2
2

cogX12+ 65)
Ki(X) = Kg——————=%~ 4.37
1( ) a X4—|—E(2) ( )
cOgXp3+ 0%)
Ks(X) = Kp—————=%2~ 4.38
3(X) D e+ ED (4.38)
- 0 - 0
Ka(x) = 7Kasm(x12+ 0r5) Sin(X23+ &55) (4.39)

b .
(xa+E3)? (xa + E3)?

In the equations above, the state variables with superscript ‘0’ denottehdy
state values of the corresponding state.
Defining the new constant matrickk Mg, C, Cs, D¢, the variable matrixD,, the
new variabless, and the vector-valued functioi{o) as follows,

Mg = diag(Ml, Mo, M3), M= diag(Ms, 1), Dc = diag(Dl, D2, Da3, 1)

1 -1 0
cs{l 0 1], C:[CS 0], A:[I3 O], 0 =Cx,

0 1 1 0 1 00
0 0 0 0

D — —Kl(X) Kl(X) + K3<X) —K3(X) —K4(X)
v 0 0 0 0
0 0 0 0

E1B12[(ES + X4) sin(g1 + 6%) — ESsindY)]
E1E3813[sin( O+ 5](_)3) - sin6{’3]
E3323[(Eg +X4)sin(o3 + 583) — EgSinéz%]
fs(0)

f(o)=

fs(0) = T, }(1—xmBz2) 04+ KaM, [cosdy, — cog( a1 + 65%)]
+ KpMj 1 [cos83; — cos( 03 + 835)),
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equations (4.33)—(4.36) can be put in matrix form:
AX+M~1(D¢+Dy)x+M~1C'f(g) = 0. (4.40)

The energy function is sought in the following form:
X X
V(%) = / QAN+ / QM- 1C'f (Cx)dx. (4.41)
0 0

The unknown nonsingular matr@ is the main design parameter which has to be
determined. The key idea is to find such a mafdithat the function (4.41) satisfies
the associated curl equations and the Rayleigh dissipation funét@m (D +
Dy))x > 0, which will ensure that the line integrals in (4.41) are path independent
and the Lie derivative 0¥ is non-positive definite.

It is shown in [60] that for somen > 0, | > —m/Trac€Ms), the matrixQ

defined as
o [ MM+IMIMs - O
o 0 M/ Xm

satisfies the curl equations associated Withirhus, the following energy function
is obtained

V(X,X) = %)'(’Jr MMy +IM11Mg] %
+ m [E1B12{ (E2 + 04){cosd, — cog 01 + 8%) } — 01ES sind,}
+ E1E3B13{c0s8%; — cog 02 + 6%) — 02sind%,}
+ E3Bos{(ES + 04){c053% — cog 03+ 3%) } — 03E9 sind%}
+ (2%m) (1 — XmB22) 021, (4.42)

wherex; = [x1,X,X3]’. It can be shown that the Lie derivative of (4.42) is given
by the expression:

, 1. _ PR
LV (X, X) = —éx;(QM L (D¢ +Dy) 4 (De +Dy)’M1Q)x,
1. .

= —éx;(QMleﬁ DM 1Q)x,

1. .
- §X+(QM71DV +DMIQ)%,

1, 1
= —5%Rexy — §>(+R\,(x)x+. (4.43)
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In order to apply (4.43) for stability studies, its properties should be cldrifie
particular, the sign definiteness &fV should be determined, which can be done
by a closer examination of matric® andR,(x). Clearly,R; = 0, which however
does not guarantee th&f;V is non-positive. In [60], it was assumed tHat(t)
could be linearized around the post-fault equilibrium and conditions wertieedl
which would assure positive definitenessRaf+ R,. However, it should be noted
that the assumption on small changesEirit) might be unrealistic, sinc&;(t)
heavily depends on the terminal voltage of the asynchronous genesfadoitd the
terminal voltage chang&;(t) will also change in fractions of a second.

Let us denote the maximum and the minimum eigenvaluB.aind R,(x) by
Amax @ndAmin, respectively

Amax = Max{A (Re)} = 2m max{(D1, D2, D3, Tox,'} (4.44)
Amin = MIN{A (Ry(X)) } = 2m (K1(x) + K3(X)). (4.45)

It is important to note that bothnin, and Amax depend linearly on the arbitrary
constantm, implying that both equalities (4.44) and (4.45) hold for any choice of
m. Therefore, in general, the negative definiteness£pY in (4.43) cannot be
ascertained by the choice ot

Recalling the inequalities from Appendix B,

XReX < )\maxHXHz
XR(X)X = Amin|[X|%,

the best and the worst-case scenarios can be considered:

Best caseThe system dynamics evolve in the [nonempty] null spage= kerR,
of the matrixR,, or alternativelyAmax+ Amin > 0 VX. Then, the time deriv-
ative ofV is at least nonpositive, which guarantees ftit+ R,) = 0, thus
renderingv a valid energy function.

Worst case If 3 [11,T2] : (Re+R)(T) < 0 for all T € [11,T2] and 11 # 1, then
ZV(1) > 0, which invalidates the energy function candiddteiven by
expression (4.42).

Obviously, the realization of either the best or the worst case scenamo®tbe
asserted without running a time domain simulation, which makes the direct use of
V questionable. However, in the framework of the Extended Invariarioceiple,
V can constitute a valid extended Lyapunov function if the conditions of Hmedr
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are fulfilled. Thus, EIP lays a solid theoretical basis for the use of thetifum
(4.42) for transient stability analysis, which would be impossible in the framewo
of the conventional invariance principle.

4.6 Use of Interval Arithmetics for Set Inversion

As was stated in the preceding section, in order to assess whether ogneha
function qualifies as a valid Extended Lyapunov function, the conditiof$heb-
rem 1 have to be checked, i.e., theGdtas to be bounded and the constdraad

L have to be computed. As this verification involves operations on sets, tloé use
interval arithmetics can be attempted, since it offers tools that are able toiydirec
manipulate sets of numbers.

In more precise terms, the verification procedure reduces to the inverdioa
Lie derivative of the Extended Lyapunov function candidate; in othendsjowe
will seek the seC = {X.ZV(x) C R} = (V) YR,). If Cis bounded and
| =sup.cV <L, thenV qualifies as an Extended Lyapunov function.

In the work reported in this chapter, the so-called SIVIA (Set Inverian
Interval Arithmetics) algorithm was adopted to perform the set inversibh [Ehe
essential steps of SIVIA are summarized below.

1. Choose a [multidimensional] bdx] enclosing the state-space domain of
interest. That is, we choose the domain that might cor@aidsually, this is
some [small] neighborhood of the stable post-fault equilibrium.

2. Partition[x] into a set of non-overlapping boxes, i.ed,= U [X];.
3. Perform the testi, [ Z;V]i([X]i) CRy = [x[i CC

4. Perform the tesdi : [ZiV]i([Xi)) "Ry =0=[xiNnC = 0.

5. Form the union of all boxes in step (3), which yields theGet

The major advantage of SIVIA is its ability to firall sets of interest in the given
domain of the state space.

4.7 Numerical Examples

In this section the theoretical foundations presented in the previous sewiibbe
further explored by means of numerical examples. The main aim of the example
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Table 4.1: Parameters of the equivalent model of the wind farm. All valtees a
given in per unit on the base of the generator

H,[s] e rs Xs X Xm Vs
4 | 0.0073] 0| 0.1248] 0.0884| 1.8365| 0+ j1

is to illustrate the use of the proposed extended Lyapunov functions deiegmin
the attraction region of simple power systems.

Example:Consider a wind farm consisting of 10 wind turbines. The total installed
capacity of the farm is 10 MW. It is also assumed that the turbines have been
aggregated in one equivalent turbine having the parameters shownlan4ab
The damping ternD is set to 005 p.u.

It has been shown in Section 4.4 that for any model having the structdrd (3
certain commonly known Lyapunov functions cannot be constructedftirer, the
wind turbine model will be reformulated in the polar coordinates and an Egtend
Lyapunov function will be sought.

With these parameters, the model (4.20)—(4.22) can be written as follows

6 = w—9.981E 'sing
¢ = 36521 187768E sin6 — 19.635w
E = —11173 +9.9816cod

Numerically, the corresponding simplified second-order model (4.2.28) 4

6 = w—11173tard (4.46)
@ = 36521—838729sin(26) — 19.6350. (4.47)

Using expression (4.29), the Extended Lyapunov function candidatétshie
derivative can be readily computed as

1
V = éwz — 365216 — 41936 c0$260) + 456.69 (4.48)
£V = 40805tand — 187423 sirf 6 — 19.635w°. (4.49)

The boundedness of the setfor (4.49) is checked with the help of the SIVIA
algorithm. The results of set inversion are shown in Fig. 4.6. As can lneiisdee
figure,C has multiple components, one of which is bounded. In practice, it suffices
forV to have a single bounded componen€db qualify as an Extended Lyapunov
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®

3

Figure 4.6: Se€ found by the SIVIA algorithm. Only two components Gfare
shown.

function. In the case of the second-order model it is relatively easyddHim set
C by direct inspection of the level curves &f;V; however, in general the direct
inspection can be complicated, especiallZihas multiple components. Fig. 4.7
shows the level curves of the Lyapunov function (4.48) and its Lie dave. In
the figure, the interiors of the level curves labeled with ‘0’ show theCseathile
the sets bounded by the level curves with labels ‘35" and ‘346’ desighatsets
Q, andQ_, respectively.

It should be noted that the performance of SIVIA was significantly impgtove
by reformulating the Lie derivative

LNV = ninstand — nanasinf 6 — Dw?
= tanB(ninz— @ sin(26)) — Dw?,
which is easily explained by recalling the basic properties of interval aritheetic
(A.2)—-(A.4). In this example interval arithmetics not only was used to determine
the boundedness of the §&tbut also to estimate the constdnt supV on this set.
The constant was found to be numerically equal to 35.
In the present case study, the constant346 was computed by evaluatikgat
the nearest unstable equilibrium point. It is interesting to notelttwauld also be
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Level curves of \&,w) and dV/dtd,w)
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Figure 4.7: Level curves &of and.ZsV
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Figure 4.8: Potential energy curve vs. time for the system (4.46)—(4T#&é)poten-
tial energy was computed for a hypothetic fault on the transmission systeoh wh
resulted in a 60% voltage drop at the terminals of the asynchronous genera
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Table 4.2: System parameters for 3-machine power system. All values$vare g
in per unit, excep®y andT,. With minor modifications, the parameters values are
similar the values in [60].

[ M D X, Eo &frad] xn T2[s] slip(0) |
G; 0.0132 0.0132 0.15 1.48 03 —  — 0
G, 0.004 0 0.137 1 0.2 2.15 0.235-0.0193
Gs 0.065 0.0325 0.15 1.05 O R — 0

determined be applying the argument of the PEBS method with the potentiayenerg
defined a¥%/, = —n30 — nN2na/(4n1)(cog 26 +26p) — cog26y)), see Fig. 4.8.

Since the conditions of Theorem 1 are fulfilled, it can be concluded that the
function (4.48) is an Extended Lyapunov function and all trajectories initiate
Q. will eventually converge to the largest invariant set contained in the urfion o
Q and{xe QL: A4V = 0}.

Example:Let us now consider the three-machine power system. The power system
consists of one synchronous generd®er one asynchronous genera®y, and a
synchronous motoBz which are interconnected by 3 power lines connected in a
star. The one-line diagram of the power system is shown in Fig. 4.9. Thaenpa

ters of the generators are shown in Table 4.2. The power lines havedltheirg
reactances in per uni¢; = j0.2,Z, = j0.1, andZz = j0.1. The synchronous fre-
quency was set to 120 In this example a boltédhree-phase fault is applied to

the terminals ofGz which is then cleared. The main purpose of this example is
to further explore and validate the extended Lyapunov function (4.42)tar.ie
derivative (4.43).

A series of nonlinear time-domain experiments were performed on the three-
machine power system in MLAB. Some of the results from the experiments
will be presently discussed. It is instructive to begin inspection of the nigaier
results by observing the state= E, — E» o and the phase portraits of the electrical
machines, see Fig. 4.10-4.14.

The simulations in this example confirm that the state variapldoes devi-
ate significantly from its steady state. For instance, in the present casethed
fault, E; reduced to approximately 25% of its steady state value, see Fig. 4.10.
Physically, this is easily explained by the fact that the asynchronousajendoes
not have an excitation winding to suppé&# during the fault. Therefords, can be

6To be exact, the fault reactance wid$ > p.u.
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Figure 4.9: Three-machine power system

EMF AE2 vs time

A E2 [pu]

Time [s]

Figure 4.10: The deviation of state varialld,, i.e., the EMF of the asynchronous
generator as a function of time
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G1 phase portrait. Case 1

Figure 4.12: Phase portrait &f;

G2 phase portrait. Case 1

Figure 4.13: Phase portrait 66
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G3 phase portrait. Case 2

S,

Figure 4.14: Phase portrait Gz

expected to fall rapidly as its terminal voltage decreases. This reductios inab-
nitude ofE, has an important implication — an increase of the absolute values of the
variables{K;(x)}1, see (4.37)—(4.39). As a consequenigs in (4.45) increases in
magnitude, which in turn results in positiv&V (x). Thus, strictly speaking, from

the view point of the classical invariance principle, the positive definitetfan
(4.42) is neither a Lyapunov nor an energy function, since the meastine set

on which.Z:V > 0 is nonzero, as Fig. 4.11 shows. The conditions of Theorem 1
were in this example verified numerically, using both interval arithmetics and the
conventional real analysis.

A comparison of the critical clearing time computed by the step-by-step method
and the extended Lyapunov function, reveals that the estimates areeniyt @n-
servative. For instance, for this example the step-by-step methodstyield8.25
s, while the Direct method suggests= 0.241 s. That is, the error in the estimate
in this case does not excee®% O
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4.8 Summary

This chapter reports preliminary results of a study concerned with theiopgs
related to the transient stability of power systems with asynchronous gersera
this study the asynchronous generators represent a large-scalaminzbnsisting

of fixed-speed wind turbines with fixed pitch. For a better understandirnigeo
dynamic properties of the asynchronous generators, it is assumedghatcssary
turbine aggregation has been carried out and the farm can be reguiéseated
by a single asynchronous machine connected to an infinite bus via a traiesmiss
system.

The objective of the study was to develop a framework for studying theigan
stability of the asynchronous generators similar to that of synchronoesafers.
That is, an attempt was made to apply a Lyapunov/energy function method to the
simple power system with an asynchronous generator.

Detailed analysis was performed in order to verify the existence of a prope
Lyapunov function for the system at hand. It was demonstrated andllytibat
three commonly known method for construction Lyapunov functions cayialut
a Lyapunov function for the SAMIB system. Even though it does not impliyaha
appropriate Lyapunov function does not exist, it does indicate that threation
of such a function might be a very difficult mathematical task. This fact asigg
that other analytical tools should be be used for the stability studies of therpow
system with asynchronous generators.

The Extended Invariance Principle was found capable of constructingca
tion that could be used in the stability studies reported in this chapter. In garticu
an extended Lyapunov function was found for a simple power system.u3ée
of Extended Invariance Principle allows a larger class of functions tqpbea
for stability studies of power systems; however, this comes at the exp&hag-o
ing to perform certain operations on sets of reals. To overcome the Hifficlu
manipulating the sets, the utility of interval arithmetics is proposed.

Numerical examples are used to illustrate the application of Extended Invari-
ance Principle and interval arithmetics for system stability analysis of a simplified
model of a wind farm consisting of fixed-speed wind turbines and a mddel| o
three-machine power system.
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“The actual science of logic is conversant at present only with thinggeith
certain, impossible, or entirely doubtful, none of which (fortunately) we
have to reason on. Therefore the true logic for this world is the calculus
of Probabilities, which takes account of the magnitude of the probability

which is, or ought to be, in a reasonable man’s mind.
— James Clerk Maxwell (1850)

Chapter 5

Assessment of Voltage Stability of
Uncertain Power Systems

This chapter presents an application of interval arithmetics to voltage calaps
analysis. The problem of calculating the power system critical loadingitond
and determining the maximal loadability of a power system in a nondeterministic
setting are treated. The methodology for assessment of voltage stability in de
terministic power systems is well-established in the literature; however, woltag
stability analysis of nondeterministic power systems has not yet receined m
attention. In this chapter, the uncertain power system parameters sy ébras-
stance, loads and partly controllable generation are treated as intervalstaa
analysis is performed using the framework of interval arithmetics. Thegmkta-
bility problem is restated in terms of an interval-valued optimization problem and
is solved by applying the Generalized Newton method.

Numerical experiments are performed in order to demonstrate the tedhigis
of the proposed methodology. For the examples presented, the nalhnesidts are
found to be reliable and nonconservative.

5.1 Introduction

J eliable assessment of voltage stability of an electric power system is es-

lsential for its operation and control. To accommodate the need for accu-
P ?%f? rate analysis of voltage stability a number of analytical and computational
tools have been developed [28], [58]. Typically, two voltage stability |eois are
analyzed:

1. Determination of the maximum loadability problem and
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2. Computation of the critical loading of the power system [67].

In the former case, a loading scenario is assumed and the maximum power
transfer to the load buses is computed. In the latter case, a minimum systengloadin
is sought that would render the power system voltage unstable, i.e., thadoad
that would cause voltage collapse. Such a loading is referred to as csifgtain
loading. From the standpoint of the system operator, the power systenidsh
be controlled is such a way that the critical loading is prevented. A recgrp
reported a new method for the assessment of voltage stability in power systems
with probabilistic nodal loading model [67].

It is shown in the literature that the voltage stability analysis problem can be
reduced to a constrained optimization problem, see [28] and referersresnth
This consideration allows well-established techniques from optimization theory
used in voltage stability analysis (VSA) studies. Typically, the direct optimization
of a certain objective function is performed, which yields the critical poirtiv
are the solutions to either the maximum loadability or critical loading problem.
Alternatively, the continuation method is used to solve the optimization problem
[28], [67].

In all of the aforementioned publications, it is implicitly assumed that the power
system is deterministic, with possibly one exception—the system loading which, in
some cases, is assumed to be uncertain. While in some power systems this can-
not be considered a problem, there are power systems which containcsighifi
amounts of uncontrollable energy sources such as, for example, largdarms
and for these power systems the uncertainty in power generation cambieaig.

As the voltage stability is—to a certain extent—a local problem, the uncertainty in
the power system parameters need to be explicitly accounted for. Thitechap
presents a methodology for addressing the issue of uncertainty in the pgsve
tem generation. The uncertain parameters of a power system areergprefy
intervals, i.e., it is explicitly assumed that although uncertain, the parameegers ar
bounded. The VSA problem is reformulated in the form of an interval-ehbe
timization and then solved using the methods of interval arithmetics.

5.2 Voltage Stability Formulation

System Modeling

In power systems analysis it is customary to model the network components with
the help of differential-algebraic equations which—in the general casse-the
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following form [28]
X f(t7X7y7A7p> :|
= == F Z,)\, . 51
[ 0] [ 9(t,x,%;A, p) &A.P) .

In equation (5.1), the vectore R" typically represents the state variables of the
various power system devices and their respective contyatsR™ is the vector
of algebraic variables which normally represent nodal voltages anésanfthe
load buses. Finally, the vectokse R! andp e R¥ stand for the set of slowly vary-
ing parameters e.g., system loading variations and the set of control parame
respectively. It is assumed that the system operator does not hagdirentrol
over the parameters, as opposed to the parameterashich can directly or indi-
rectly be altered by the operators. The vector-valued functicenrsdg are defined
asf :RxR"xR"xR' x R¥ - R"andg: R x R" x R™x R' x RK — R™. For
convenience, let us introduce the variable (X,y')’. Without significant loss of
generality, it is assumed in this chapter that the parametare kept constant and
equal numerically to somp = po.

It is commonly assumed that the varialalevolves on such a manifold that
the mappingDyg remains bijective for all time [54]. If this is the case, then the
system (5.1) can be shown to have a unique solution and the algebratmegua
can be eliminated by means of the Implicit Function Theorem [104]. In thistehap
itis assumed thdDyg € .# along all system trajectories.

Depending on the nature of the VSA studies, either the conventional gtomer
equations or the complete set of differential-algebraic equations (5.1)satkin
the analysis and simulations. Nevertheless, as is reported in the literaturagyn ma
practical cases the load-flow equations alone might be inappropriatecfoetds
of rigorous voltage stability analysis [29], [30].

Voltage Collapse

The operational principles of power systems are such that at an giverirtime
stant, the power system is subjected to the action of various perturbations. F
the convenience of analysis, the perturbations can be subdivided intoat@e
gories: slow and fast. All the systems considered in this chapter are asoiive
perturbed by slow variations in the paramet&rsAs the parameter vectar al-
ters, the equilibrium pointz., A,) of (5.1) moves in some domafd c R™™ x R'.
Upon approaching a local maximum of loading, the system (5.1) undeagjoeal
saddle-node bifurcation, which is characterized by a unique zerowilgenof the
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Jacobian matri®y f(z,,A,) and the transversality conditions

Dyf-v=D.f-w = 0 (5.2)
wD,f = 0 (5.3)
w.DZf-v = 0. (5.4)

In equation (5.3), the variablasandw stand for the normalized right and left
eigenvectors corresponding to the zero eigenvalugéf Note that the Jacobians
D«f,D, and Hessial2f in equations (5.2)—(5.4) are evaluated at the equilibrium
(2, As).

In order to ensure a reliable and proper operation of power systemsyrteat
equilibrium should not approach the local bifurcation point. Moreoverrain
voltage stability margin should be identified [possibly based on practicakiexpe
ence] and power system operated within this stability margin. On the other hand
because of certain economical and environmental considerations, maBy gys-
tems are presently operated in a proximity to their stability limits. Thus, it becomes
an important task to reliably determine the local loadability limit for a given power
system.

There exists a dual problem to the aforementioned one, namely, the detgrminin
of the minimal load increase that causes a system bifurcation. This problem is
commonly referred to as ‘minimum distance to collapse.’

Both these problems can be reformulated as optimization problems in which the
loadingA is maximized and the distand@ — A, || is minimized, respectively. That
is, the maximum loadability problem reduces to the optimization of the objective
function

rR]inJl()\,z) =—A (5.5)
Z
st. F(zA)=0

while, the critical system loading can be computed by optimizing the following
objective function

mind(A,ZwW) = ||A — A2 (5.6)
A,zwW

st. (F(A,2),WD,F(A,2) =0.
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Analytical Tools for VSA

Normally the constrained optimization problems (5.5)—(5.6) are solved either di-
rectly by applying the Lagrange multipliers technique or using the so-called the
continuation method. The direct method is less expensive numerically and only
yields the setfA.,z.,w.). The latter technique is essentially based on repetitive
computation of the system equilibria as the paramit@rsually a scalar) is varied
and thus is more expensive numerically, as compared to the direct methed. Th
direct method is applied for all optimization tasks treated in this chapter.

In the discussion above, all the variables and parameters have beenedss
known exactly, which in certain situations might not be entirely true. For instan
in power systems with substantial penetration levels of distributed generétinn u
ing uncontrollable energy sources, for instance wind energy, thergowduced
at a given time instant is not known in advance. On the other hand, thd actua
loading of a small power system also is to some extent uncertain. In larger pow
systems, the various loads are normally aggregated, which reduces tha ohpa
the load uncertainty on the stability analysis. Nevertheless, the voltage instability
phenomenon is considered to be a local one making a general discussibe o
suitability of aggregation of large loads a nontrivial task. It is therefdiaterest
to develop a VSA technigue capable of accounting for uncertainties in gtersy
parameters. One of possible alternatives is to use intervals arithmetics aonperf
the constrained optimization tasks (5.5)—(5.6).

5.3 Application of Interval Arithmetics to Voltage
Collapse Analysis

Let us reformulate the two constrained optimization problems (5.5)—(5.6) stated
in Section 5.2 placing emphasis on the fact that some of the parameters are now
treated as intervals. That is, how it is assumed that baihdz are uncertain, but
bounded quantities. Then, the objective functidnandJ, in (5.5)—(5.6) become

mf{gh([ﬂﬁ) =—[A] (5.7)
stF(Al[4) =0
min _J([A], 2, W) = [[[A] —oll? (5.8)

AL
s.t. (F([A],[4),WDZF([A],[2)) =0.
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To solve either of (5.5) or (5.6), the method of Lagrange multipliers can jpiesalp

A series of experiments was performed and it was observed that thaled-c
nave Newton method was able to yield acceptable results for the problems in
which the interval parameters had relatively small uncertainties. To ealthac
numerical properties of the optimization, the Generalized Newton method (GN)
was implemented, in which the Newton iterate is given by the expression [48]:

[U1] = UM [ — Do~ (u) - Z (Ui )] (5.9)
where[uy] = [z] x [Ak] x [wi] and.Z is the Lagrangian defined as
F = [[A] = Aol® + $1F ([u]) + 5D5F -w, (5.10)

D..# stands for the gradient of the Lagrangian evaluatefligt ands; ands;
are the respective Lagrange multipliers. The variablese treated as unknown
intervals, the active powd?, andP, are assumed to be known intervals. All the
computations are performed inALAB with the help of the package INTLAB
[105].

Numerical Experiments

To exemplify the ideas presented in the preceding sections and facilitate the dis
cussion on the results obtained, a simple power system is choJére power
system consists of a slack node, three transmission lines, anB\twmdes, see
Fig. 5.1. The relevant parameters of the system are shown in the figuseas-
sumed that the [aggregate] generators connected to iNdasdN2 maintain the
voltage magnitude of the respective nodes constant, while the voltage angles
considered to be state variables. For simplicity the dynamics of the geneaatbrs
loads are neglected. The net active power injected into the nétlemd N2 are
the differential between the local generation and consumption. It is adsonesl
that the net active powers are uncertain, Re= [P;,Pi],i = 1,2. In a real power
system this uncertainty can be attributed to either variable loads or generation
both. The power system is described by the following set of equations:

_ )\1P1 +V1V23in(52 — 51) —V]_Sin(él) (5 11)
AP +ViVssin(d — &) — Vo sin(dy) '

Let us now solve the maximul loadability problem and also find the critical loading
of this simple power system.

F

1This power system was originally introduced and studied in [82)].
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N1 N2
‘ 712 =1 pa. ‘
o —)
\71 = 1ej51 \72 = 18152
ZI3=jlpau. Z23 =jl p.u.
V3 =1 N3

Figure 5.1: Three-bus power system
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Saddle node bifurcation
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Figure 5.3: Variation of the Saddle-node bifurcation poindin- & plane

Due to the uncertai®, andP,, the critical points of the system assume certain
values which can be computed by a repetitive use of either the direct method i.e
minimizing (5.5) [or (5.6)] for various combinatiori®s, p2) : p1 € [Pi], P2 € [P)]
or by using the continuation method. However, both these methods can be quite
expensive numerically. Alternatively, the objective function (5.7) [08)Bcan be
minimized only once yielding the desired result directly. That is, upon minimizing
the interval-valued objective functions, we can directly find such an sagiu, ]
that contains the set @l values which the critical points of interest assume for
the parameter@?; | and[P].

In the first experiment the following numerical values are chgBgr=[0.5+5-

10-3] and[P,] = [-0.5+5-10"%] and a local minimum of (5.7) is sought. This op-
timization problem was solved and the following numerical values were obtained
[A1] = [3.49033.5504, [A;] = [3.49033.5504. Fig. 5.2 further illustrates the re-
sults of the optimization. In the figure, the large box encloses the subse of th
01 — &, plane that is guaranteed to contain all critical points corresponding the
maximal loadability of the system for gth € [P1] andp; € [P].



5.4. SUMMARY 73

To verify the interval computations and assess the conservatism of rdbalts
objective function (5.5) was minimized on the gfigh, p2) : p1 € [Pi], p2 € [P
and plotted in Fig. 5.2. As is seen in the figure, the enclosure is computestitprr
and indeed contains all the values that the critical point assumggjon[P,].

The second experiment is conducted on the same system, but in this case the
critical loading conditions are identified; that is, the objective function ({s.8pw
minimized. Assuming the same values[Bf] and[P.], the optimization is solved
and the results are depicted in Fig. 5.3. Again, the enclogufas found that
contains all the values that the critical point assumegPgrand[P;]. In particular,
[A1] = [—0.4408 —0.3807, [A2] = [3.26103.3211. That is, based on the results
obtained, it can be concluded that the power system under considendllioe-
main voltage stable if the load at nobd is not greater than su@1] - [P;] and the
load at nodéN2 does not exceed the value ] - [P,]. The dotted line in Fig. 5.3
shows the enclosufe. ] (large box) and the movement of the critical point (saddle
node) as the function dfp1, p2) : p1 € [P1], p2 € [P]. Direct inspection of Fig. 5.3
indicates that the enclosure is not exceedingly conservative.

5.4 Summary

This chapter considers an application of interval arithmetics to voltage stability
analysis. In particular, the problem of calculating the power system ciiitiading
conditions and determining the maximal loadability of a power system in an un-
certain setting are treated. The application of the method presented in thisrchap
allows the power system operator to assess the location of critical pointgeof in
est directly without having to perform repeated optimization of the corredipg
objective function in order to account for the system uncertainties.

Numerical experiments are performed in order to demonstrate the technicalities
of the proposed methodology. The numerical results are found to beleedin
nonconservative.
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“A basic rule in estimation is not to estimate
what you already know.”
— A quotation from [113]

Chapter 6

|dentification and Modeling of
Aggregate Power System Loads

This chapter addresses some theoretical and practical issues relevedre prob-
lem of modeling and identification of aggregate power system load. Twifiden
cation techniques are developed in the theoretical framework of stoclsystiem
identification. The identification techniques presented in this chapter belong to
the family of output error models; both techniques are based on welllesiad
equations describing load recovery mechanisms having a commondgniezed
physical appeal. Numerical experiments with artificially created data Viiese
performed on the proposed techniques and the estimates obtained prdeds-
ymptotically unbiased and achieved the corresponding @raRao lower bound.
The proposed techniques were then tested using actual field meastsé¢aken at
a paper mill, and the corresponding results were used to validate a coiymsed
aggregate load model.

The results reported in this chapter indicate that the existing load models sat-
isfactorily describe the actual behavior of the physical load and can labig
estimated using the identification techniques presented herein.

6.1 Introduction

77z ccurate models of power system loads are essential for analysis and sim-
= Julation of the dynamic behavior of electric power systems [5]. Having

5. accurate models of the loads that are able to reliably reflect underlying
phenomena of the physical loads is important for the purposes of degignto-
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matic control systems and optimization of their configuration. More importantly,
the dynamic properties of power system loads have a major impact on system s
bility [5, 66, 122]. In particular, previous work on the subject of voltatgbility
reported in the literature indicates that the parameters of both static and dynamic
loads have significant impact on voltage stability of the power systems [3B, 12
On the other hand, the impact of power system load models on inter-aiifla-osc
tions is discussed in [5], demonstrating the influence that load parametersma
the dominant system eigenvalues. This dependence reveals the link héhgee
effectiveness of power system damping controllers (e.g., power sys#ditizers

or PSS) and the correctness of the eigenstructure of the system, whagreisdi&nt

on the load model.

To be able to predict the behavior of a system, reliable models of system eompo
nents are needed that faithfully reflect the dynamical behavior of thelgitysical
components of the system. Most of the power system components can Eecsatis
torily modeled by considering the physical laws which govern the resgentin-
ponents. There are, however, some cases when power system maslelinig a
complicated exercise. Modeling power system loads is one of them. It isrknow
that at high voltage levels, the power system loads have to be aggregatetbin
to obtain manageable models suitable for analysis and simulations [5]. Degendin
on the load type (e.g. lighting, motor load, heating, etc.), the parameters of the
aggregate load model may vary in a wide range. When the parameters afdll lo
components are well known, the parameters of the aggregate load moddis ca
readily determined. If the parameters of separate loads are not knatva lorad
structure is known, but the proportion of various load components is anv,uly
an aggregate load becomes more difficult.

It can be argued that in the absence of precise information about a pgsre
tem load, one of the most reliable ways to obtain an accurate model of the load is
to apply an identification technique. That is, if field measurements of load quan
tities (e.g., the voltage and current/power) adequately describing its belaagio
available, then a dynamic and/or static equivalent of the load can be obtamed
analyzing functional relationships between these quantities.

The current chapter is concerned with theoretical and numericaltasgfeden-
tification of an aggregate model of power system loads. Identificationtofilye
ear and nonlinear models of a power system load is treated. Two identification
techniques are presented that belong to the so-called family of outpuhesdels.

First, the estimation of the load parameters using a linear model is presenteld, wh
is followed by the presentation of a nonlinear identification technique. Tkiststa
cal properties of the proposed identification methods are studied both icatiyer



6.2. AGGREGATE MODELS OF POWER SYSTEM LOADS 79

and analytically. Thus, artificially created data are analyzed numericallyhend
variance of the obtained estimates is compared with the correspondinge€ram
Rao lower bound. Then, in order to benchmark the identification technaqas
validate the analytical load models, field measurements taken at a paper mill were
used. The results obtained indicate that the load models describe the aetual b
havior of the load with high accuracy. Moreover, it is shown that the loadaino
parameters can be accurately identified using the proposed techniques.

6.2 Aggregate Models of Power System Loads

In general, obtaining detailed models of power system loads is a more comglicate
task than modeling a particular power system component, such as, forcestan
synchronous machine. The problem is two-fold:

(&) Loads are time variant and stochastic;
(b) In most cases, at high voltage levels the loads must be aggregated.

The latter is due to the large number and types of loads connected at thmaigans
sion system level, which makes the consideration of each separate loadaaliyne
impractical and provides no insight into the system analysis. The time vamdnce
loads can be accounted for by the explicit modeling their dynamic behavior by
differential and/or difference equations.

Power system load aggregation can be performed in two ways:

(i) Analytically, by lumping similar loads and then using pre-determined values
for each parameter of the load (e.g. [3] and [4]) or

(ii) Selecting a load model and then performing parameter estimation using an
appropriate identification technique.

Static load models

Due to the importance of adequate load modeling, a large number of varitias sta
models of power system loads have been developed. Despite this diverpiin-
ciple, they all serve one common goal: to reflect the voltage and possiglyeiney
dependence of the active and reactive components of the loads.dfopkex in [4]
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the following standard load models used for dynamic studies in establishdld stab
ity programs (e.g., EPRI's LOADSYN and ETMSP packages) are stgyes

Ve Vv 12
PP |Pu M 14+ Kpra(f — fo)] + (1 P) [VO] 6.1)
v "o
Q=P |Qa {V] [1+Kqf1(f = fo)]
0
Kaqw
[+ Kara(f — fo)] [2;; —Qal} [\\ﬂ 6.2)

whereV_ and f are the load bus voltage and frequency, respectively. In equations
(6.1)—(6.2) Kpwr andKp\, represent the voltage exponents for frequency dependent
and frequency independent active power ld&gl; andKq,, stand for the voltage
exponents for the uncompensated and compensated reactive powe{Jeaand

Kqf1 are the frequency sensitivity coefficients for active and uncompehsede-

tive power loadKq¢2 is the frequency sensitivity coefficient for reactive compen-
sation; andP,; and Qg1 represent the frequency dependent fraction of active load
and reactive load coefficient of uncompensated reactive load to ativer load,
respectivelyVy, Py, andQg denote the nominal values of the load voltage and ac-
tive and reactive power of the load. It is important to note that in the modeiseab
some fraction of the load is explicitly modeled as a function of bus voltage, while
the other fraction is as an explicit function of frequency.

The usefulness of a load model is directly related to the correctness daie p
meters of the model. The parameters can be obtained in two ways: pre-deigrmin
values can be chosen based on the load type, or the parameters céimbeeds
based on field measurements. The latter is more expensive but it is ptefasiace
it can yield more accurate values of the load parameters.

The estimation of the parameters of a static load is relatively simple, as the load
model does not involve dynamical variables; in this case, the task of psmame
estimation is practically reduced to curve fitting. References [35] and [&pdrt
successful attempts to estimate static load parameters using a modified algorithm
of Broyden, Fletcher, Goldfarb, and Shanno (BFGS) and a leaatasjtechnique,
respectively. It should however be noted that the application of ariggrebased
optimization routine can potentially lead to hitting a local optimum of the associ-
ated objective function, and thus obtaining inaccurate parameter values.



6.2. AGGREGATE MODELS OF POWER SYSTEM LOADS 81

Dynamic load models
Nonlinear Dynamic Load Models

The impact that loads have on the dynamics of a power system has stimulated
significant research efforts directed towards proper modeling oficat@racter-
istics of power system loads. In many cases the use of static load models may be
inappropriate due to their failure to accurately reflect the influence of tdo
system stability [4], [81]; hence, since some loads do exhibit dynamitelvber
(e.g., motor loads), these are represented by means of dynamical models.

It has been shown in [5] and [53] that the following models of aggregaigsio
can successfully capture the dominant nonlinear steady-state behbtherload
as well as load recovery and overshoot:

X(t) = _X$> \4\_/('[)} Nos A [VL(I)] Nyt
P 0

Vo
Nt
Pa(t) = X-I(-? +P [VI\'/S)]

o [ (6.3)

2(t) +Qo |:VL<t)] Na

I

(6.4)
Qu(t) =

In the equations abovgy(t) andQq(t) are the active and reactive power demand
of the load Py, Qp, andVj stand for the nominal active, reactive power and voltage,
respectively; the parametefs and Ty denote the time constant of the load internal
state variableg(t) andz(t); and the exponents,s, Ngs, Npt, andN; are the steady
state and transient voltage indices. Observe that neglecting the frgouepen-
dence in the static load model (6.1)—(6.2), the nonlinear load model (6.3)-$6
equivalent to this model in steady state, i.e., X = O.

In the remainder of the chapter, the following notation will be uged:= Py(t)
and6 = [Nps, Npt, Tp‘l]’ = (61,62, 65]'. In general, for a given load the expone6is
and6, are not known exactly; however, similarly to the case of static load models,
average values for many load types have been pre-determined. Foplexd5]
gives the following lower and upper bounds for these indices:

0<6,<305<6,<25 (6.5)
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For simplicity, henceforth, the voltagé), active and reactive powet, Qg will

be assumed to be known values. Thus, the system voltage can be norraalized
denoted byV (t) :=V_(t)/Vo. In the subsequent sections of this chapter only the
model of active power (6.3) will be considered. The reactive poweraingiden

by (6.4) can be treated in exactly the same manner.

It should be noted that the load models (6.3)—(6.4) are linear in the states; the
nonlinearities enter the equations as inputs and outputs. Thus, strictlyirgpeak
the model in the identification procedure discussed here should beeckteras
a “Hammerstein-Wiener” model structure [42]. However, since these inade
actually used in stability analysis of power systems, where load voltage magmitud
are treated as either algebraic or state variables, the model is typicallseteter
as a nonlinear model in this context. For this reason, and for the simplicity of
the comparisons between the two different load models discussed hepesseat
model is referred to as a “nonlinear model” in the remainder of the chapter.

Linear Dynamic Load Models

When studying the behavior of a system in a small proximity of a given opgratin
point, the original nonlinear model can be approximated by a linear coamterp
That is, the nonlinear system can be linearized around the equilibrium faite
the functions/ % (t) andV % (t) are smooth for a smootA(t), the right-hand sides
of (6.3) can be expanded in a Taylor series, resulting in the linearized! wicithe
load [53]:

AX(t) = —B3AX(t) + Py (61— 62) AV (1)
= —A(0)Ax(t) +B(0)AV ()
Ay(t) = B30X(t) + PyBAV (1)
= A(8)AX(t) +D(8)AV(t). (6.6)

In principle, to obtain a rough estimate of the system behavior, pre-detetmine
values of the steady state and transient voltage indices can be used in sinsulatio
However, as the transmission systems become more stressed, it becomésnitmpor
to have more accurate estimates of the indices, since they directly influence im-
portant system characteristics such as damping; that is, incorporaiitacotirate
load characteristics in power system simulation models can lead to overestimation
of system damping [81].
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As in the case of static load models, the load characteristics can be identified
based on field measurements. The use of identification techniques cancgetd a
rate estimates of load parameters, provided certain care has beeneskerben
selecting input signals and setting up the measurement circuits. Thesdaad re
guestions are treated in more detail in the next section.

6.3 System Identification

System identificatiooan be defined as a collection of techniques which aim at ex-
tracting a mathematical model of a given process by analyzing relationsdretwe
the input and output quantities of the process. Modern system identifitettode-
veloped into a mature engineering discipline which is intensively applied in many
branches of modern engineering. In this chapter, only identification ipobs
that are relevant to the problem at hand will be reviewed; for a detailatisnt

of system identification theory and practice the reader is referred t8(799].

AutoRegressive Moving Average with eXternal input (ARMAX)
method

In its simplest form, the procedure of process identification may be formutated
follows:

Given two vectors \y find three sets of parametergla,c, i =1,2,....n; k=
1,2,....m |1 =12,...,p of atransfer function such that the model outguiest
fits the measured data y, being subjected to the same excitation signal u.

The desired parameters can be found as shown below. Assume thabtesspr

can be described by the model (6.7)
y(t) +ary(t —1)+---+any(t —n) = byu(t — 1) +--- +byu(t —m)
A(a)y(t) B(qju(t)
+e(t)+cre(t—1)+--- +cpe(t — p)
clel)

or introducing the backward shift operatprequation (6.7) can be cast in the form

A(@)y(t) = B(a)u(t) +C(a)e(t), (6.8)

with the parameter vector

(6.7)

0 =[a,...,an,b1,...,0m,C1,...,Cp| .
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Equation (6.8) can be reshaped by introdugifigf)—an estimate of(t):

C(a)y(t|6) = B(a)u(t) +[C(a) — A(a)] y(t) (6.9)
and further rearrangement of (6.9) yields:
y(tle) = B(au(t)+[1—-Aa)]y(t) +[C(a) — 1] [y(t) —¥(t|6)] (6.10)
N———

£(t|0)
= ¢(t0)6. (6.11)
Minimization of the prediction errog(t|8) will yield the desired result-the pa-
rameter, i.e., the parametems, by, andc;. Once an objective function has been
chosen, the minimization can be done in many ways. If the analyst has déuaded

the objective function should be a quadratic functiodijre.g., 1/2¢(t|0)'e(t|0),
then the optimization results in the closed form solution:

=|—= E to(t

State space identification methods

z

LS oty(t) (6.12)

Z|

t=

Now suppose that a model of the process is given by the state space model:

{ X(t+1) = Ax(t) + Bu(t) + v(t)

y(t) = Cx(t) + Du(t) + w(t), (6.13)

wherev(t) andw(t) are the process and measurement noise [118]. The following
statistical characteristics are given:

SNtV (t2)] = Ru(8)d,4,
ENV(t)W (t2)] = Ru2(0)dyy, (6.14)
EW(t)W (t2)] = Re(8)dy1,,

whereR are covariance matrices. The aim of the identification is to obtain the
matricesA, B, andC such that the response of model (6.13) best fits the measured
data.

The task is solved in several steps which involve solving a Riccati equation
associated with (6.13) and (6.14):

P = APA +R; — [APC +Ry2] [CPC +R,] " [CPA+R},). (6.15)
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Note that in (6.15) the argument of matrid&d) is suppressed for conciseness.
Having foundP, one should compute the Kalman gain as

1

K = [APC +Ry2| [CPC +Ry| (6.16)

Next, one-step ahead predictions are calculated which can be furég:farsthe
unknown parameter determination:

K(t+1Jt) = AR(t[t — 1) + Bu(t) + K¥(t)
y(t) = CX(tt — 1) + ¥(t). (6.17)

Subspace identification methods

Subspace identification methods are relatively new; however, they hazsa
proven to be a sound alternative to well-established identification algorithms.
The power of the subspace algorithms lies in the following facts:

e They provide a clear link to the “old” identification methods
e They are of intrinsic Multi-Input-Multi-Output (MIMO) nature

e They allow the engineer to robustly estimate a possible order of the plant
(done through inspection of singular values of the identified model)

e They allow for a lucid geometrical interpretation which actively connects
human’s intuition [93].

Recentresearch [40] indicates that the use of subspace identificatimigees can
be utilized for the model-free Linear Quadratic Gaussian (LQG) contradisigd,
which can be viewed as a very useful feature enabling the user to obt&iQ@
controller without the need for identification of a process model.

Subspace identification methods exploit the so-called orthogonal projection
“the future outputs onto past and future inputs and the past outputs”.elhaitit
cally the task of system identification is solved in several steps [40].

Step 1
Given two measurements andyy, i,k=1,2,---,N, form the input matrices for
the ‘past’ and ‘future’ signals:

Uo u - Uk—1
up us . Uk
U= . . . . ) (6.18)

UBH-1 UBH -+ UBH+k-2
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UBH UBH+1 - UBH+k—1
UBH+1 UgH42 - UBH-+k
Up = : : : . ; (6.19)
UBH4+FH-1 UBH{+FH ' UBH4+FH+k-2

wherek is the number of columAsBH andFH stand for the backward and for-
ward prediction horizons (number of data samples used for backwewaiid pre-
diction), respectively. According to [93], the prediction horizons mustlarge
enough”.U; andU, denote matrices containing the ‘past’ and ‘future’ signals. In
a similar manner matrice§ andY> for the outputyy are formed.

Step 2
Define the new matri¥Vy = [Y;,U;]’ and then calculate the matrickeg andL,:

‘
Wi - no | WAW WLUS Wi
vz/{ Uz] = Yo WUy [ o o | | o (6.20)

In equation (6.20), the operator ‘t’ is understood as the Moore-Berpseudo-
inverse. For any square nonsingular mafixts pseudo-invers®’ = R°L. If R
is a non-square matrix and the following hold®RR = R", RRR=R,(R'R)' =
R'R,(RR') = RR, thenR' is the pseudo-inverse &

Step 3
The procedure terminates by computing the singular value decomposition) (SVD
of Ly and estimating of the future outpxit [45]:

0 S

whereU,, Uy, are the output singular vectoié, V, are the input singular vectors,
andS,, § are the singular values of the mattiy.

Lo=latl | 3 0 3 622

% = AW (6.23)

Concluding remarks on system identification

The main reasons for using identification techniques in power systems are the
uncertain nature of the power system and ageing of power system cemntpon

1in [40], it is noted thak has to approach infinity in order to attain unbiased estimates.
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Of course, it is preferable to explore every possibility of developing rnsodke
the system based on physical insights in order “not to estimate what welalrea
know” [113]. Often a combination of modeling based on physical insights an
system identification yields best results.

Power System Load Identification

In the context of this chapter, the load voltage and load power comprisaithefp
input and output signals. It can be noticed that both models (6.3) andi@sdjibe
the dynamic behavior of a load as functions of the nodal voltage in a nase-f
environment i.e., the presence of noise is not reflected in the models. Hence
account for the presence of noise in the measurements and since noatifor

is available regarding the noise model, an output error model is chosach wh
is known to be robust and have a plausible physical interpretation. To symplif
notation, two new functions; (8) anduy(0) are introduced:

u(8) := RV (t) — RV &(t)
Uz(8) 1= RV %(t)

Now, the model (6.3) can be reformulated in a stochastic framework as:

X(t) = —B5x(t) + 1a(6)
y(t) = B3x(t) +ux(0) +e(t) (6.24)
= y(t) +e(t).

In the equation above, the ter&t) represents white Gaussian noise with known
statistics. Similar arguments apply to the model of reactive power.

Model discretization

Since measurements used in system identification are collected at predefined
stants of time, the continuous-time load equations (6.24) should be converted to
discrete-time counterparts. In this work, the discrete-time description of #ue lo
eqguations is based on the Zero-Order Hold method (ZOH) and is obtairfet} as
lows [124]:

x(kC+€) = F(0)x(ke) +H(6)uy (k) (6.25)
y(ke) = B5x(K) + Un(ke) + e(ke) (6.26)
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wherel .=t 1 —t, Yk € £ C N, stands for the sampling interval, and the vari-
ablesF(0) andH(0) are:

F(0) :=exp(—63/), (6.27)

kl+¢
H(O)U() = [ {exp(Bs(ie +¢—T)un(D)}dr
= (1-F(6))05 u (ko). (6.28)

In equation (6.28), it is assumed that the input functigfr) is constant and equal
toup(ke) forke < v < kl+2.

Several numerical experiments conducted in the framework of this thesis co
firmed that ZOH discretization yields the least error as compared with other meth
ods such as, for instance, the forward Euler and the trapezoidal nsetfidais,
ZOH is used here to discretize the nonlinear equations (6.24).

Prediction Error for the Nonlinear Load Model

The discretized equations can be utilized as a basis for the prediction o futu
outputs of the dynamic system, i.e.,

gx(kl) — F(0)x(k¢) =H(0)uy(ke)

x(k) = (q—F(6)) "H(8)ua(k0)
y(ke|8) = 63{(q—F(6)) "H(O)ua(kl) } +uz(ke)e(kl)
1-F(6)

a—F(0) u1(k€) + ua(ke) +e(ke)
= y(ke|0) +e(ke). (6.29)

In equation (6.29), the symbaqldenotes the forward shift operator. Itis interesting
to observe that the predicted value of the system out{k)i@ | at timek equals the
sum of the pre-filtered input functiom (k) and input functiorux(k). Finally, the
prediction error is defined as the difference between the predicteccturad autput

of the system

£(k|8) = y(k) — J(k|8), Yk € .7 (6.30)
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Prediction Error for the Linear Load Model

Similarly to the nonlinear load model, let us assume that the dynamic response of
the load can be satisfactorily described by a linear output error model, i.e.,

Dy(t) = A(B)AX(t) + D(B)AV(t) + e(t). (6.31)

Applying the ZOH method to linearized load model (6.6), one readily obtains the
discrete load model:

AX(KC+£)0) = F(8)Ax(ke) + T (8)AV (k¢)
Dy(ke|6) = A(8)Ax(ke) + D(8)AV (Ke) + e(ke), (6.32)

where (6.32)](8) = H(0)Py(61 — 62), whereF (0) andH(8) are defined as in
(6.27) and (6.28), respectively.

Eliminating the state variabléx(k¢), the discretized output error model (6.32)
can be rewritten in the form of a transfer function:

Ay (ke[6) = qeirlz((ee))AV(ké)Jre(kﬁ)
1-F(8)

= M(ke|0) +e(ke). (6.33)

The prediction error for the linearized model is formulated as the differdrmee
tween the measured outphy(k¢) and the predicted outpy(ke):

£(k|0) = Ay(kt) — AY(k(|8), Yk e .. (6.34)

Minimization of the Prediction Error

Ideally, in a noise-free environment the prediction error is zero at all tithesth
load model and the values of the parameter ve@tare known exactly. In practice,
however, this is not achievable due to the fact that these conditionstasatishied:;
moreover, field measurements always contain noise. Therefore, in $hedmse
scenario, one can hope for keeping the prediction error reasonalaly, svhich
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can be accomplished by formulating an optimization problem in which certain ob-
jective function—often a 2-norm of the prediction error vector—is minimized b
varying the parameter vectérover the feasible parameter space. We thus follow
the system identification tradition and define the optimization problem as

* i 2
0" =argmin . [|£(0)]2. (6.35)

In the expression abové is the number of data sample8; and Q stand for
the optimal parameter vector and the feasible parameter space defined)y (6
respectively.

The success of prediction error minimization depends on a number ofdactor
namely,

(i) The optimization technique applied
(if) The availability of a reasonable initial vecté§, and
(iii) The properties of the objective function.

While the first two factors in most practical cases can be relatively easgame,
non-convexity of the objective function can in general representrafisignt chal-

lenge for all gradient-based optimization techniques. In order to avoidahe tf

local minima, a robust minimization technique capable of finding the global opti-
mum has been applied in the work reported in this chapter. A brief descripition
this optimization method as well as the techniques used to determine the variance
of the estimates are given below.

Adaptive Simulated Annealing

Simulated annealing (SA) can be defined as a family of general-purpose co
strained optimization algorithms whose operational principles imitate the process
of crystal formation in solids during gradual cooling [92], [119].

The key idea behind SA algorithms is the analogy with the thermodynamical
process of cooling of a substance and subsequent formation of regy&ials.
It has been discovered that when slowly cooled, the molecules of théasabs
tend to assume spatial positions which minimize the total potential energy of the
substance. Analogously, in SA optimization routines a certain objectiveifunc
represents the potential energy of the substance, the parameters toniieeap
can be thought of as the molecules of the substance. The analogy is cahipylete
introducing an artificial parameter that represents the temperature ottsimsoe.
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The invention of SA is credited to Metropolis [83]; however, its widespread
use was initiated by Kirkpatrick’s work [70]. Simulated annealing algorithne ha
already been applied to a large number of optimization problems such as power
system planning and dynamic security assessment, spectral analysis estimatio
signal detection, image processing and many other.

The main strength of SA algorithms lies in the fact that they are capable of
finding the global optimum of a given objective function. This is achievethby
troducing the so-called acceptance probability which allows avoiding Iqtaha.

The simplest implementation of an SA algorithm involves the following steps.

e Selection of an initial gues§, of the parameter vectdt.

e Formulation of the objective functiol{ 6) and temperature schedUig A, k),
wherek is the iteration number. Evaluation of the objective functiofgat

e Setting the so-called generating probability function, i.e., the function that
will govern the formation of random perturbations to the current parameter
vector6.

e Setting the acceptance probability which is described by the Boltzmann dis-
tribution py(AJdk, Tk).

e Generation of perturbation®") in proximity to 8, and computing the cor-
respondingdJ\” = 3" — 3. If 6 yields an increase of the objective func-
tion, it is accepted as the new parameter vector,f.e- ("), otherwise it is
accepted with the probabilitg,”’ = exp(AJ" /Ti).

e Selection of a stopping criterion and checking if the stopping criterion is
satisfied.

e The iteration number is increased and the temperature is reduced.

It is known that simulated annealing algorithms are statistically guaranteed to find
global optima, provided the temperature schedule, generating probahilitdn,
and acceptance probability are properly chosen [111]. It shoulé¥embe noted
that simulated annealing has some drawbacks, one of which is slow cengerg
rate.

Several modifications have been made to the basic SA algorithms in an attempt
to improve its performance. One of the most successful SA variations evas$-d
oped by L. Ingber [59] and terme&daptive Simulated Annealiff§SA). Due to a
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new temperature schedule withdecreasing exponentially in time and utilization
of re-annealing ASA performs significantly better that the basic SA algorthadn
algorithms based on Cauchy annealing.

The reasonable performance of ASA combined with the ability to locate global
optima make its use suitable for the optimization tasks studied in this chapter.

Crameér-Rao Lower Bound for the nonlinear load model

Determination of an optima#* satisfying (6.35), constitutes the first step of the
load identification procedure presented in this chapter. The secondwtbemthe
computation of the variance of the estimates to assess the “quality” of thesgbpo
identification procedure. The variance of the estimates depends oaldewtors,
among which the most important for the application discussed here are thenumb
of data samples available, the variance of ne{$g the model of the load, and the
input signal.

To assess the minimum variance of the unknown parameters, the so-called
Craner-Rao Lower Bound (CRLB) is often used. By definition, CRLB is an in-
verse of the Fisher Information Matri¥(M)

FIM:g((dlnL(G,N))’ﬁlnL(G,N))’ (6.36)

06 8

whereN is the number of data samples available &Hd) is the expected value
of £&. The maximum likelihood function In(8,N) is defined in terms of the corre-
sponding probability density functidn(8,N) as follows:

(27T)7N/2

detW)

(2m)~N/2 [ 1,0 a2 ]
= ———exp|—= ||ly—Yllw- 6.37

detw) P 2 Iy = Ylhw-» (6.37)

In equation (6.37)WV is a symmetric matrix representing the covariance of white
Gaussian noise(t). This matrix can be used as an instrument to accentuate reliable
parts of the measured daga Often it is assumed th&V = o?ly, wherely is the
identity matrix ando? is the variance of(t). Without significant loss of generality,
in the remainder of this chapter it is assumed Wat |y, which renders the two
norms|| - |2 and|| - ||w-1: equivalent.

The derivation of CRLB for the parameter vectprequires the computation
of the gradient of the maximum likelihood function, which is equivalent to the

LO.N) = exp| - 5y 91wty -5
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gradient of the objective function in (6.35). The gradient is computedlass:
(for notational simplicity the argumeitis suppressed in the following)

10]e0))3 _ 1 d(ee)
2N 06 2N 96
S d—gle+(s’®| )ﬁ
T 2N |96 " 06
10¢
where the Jacobian matrie’ /00 is defined by
06, 06, 061
oe | o 08 0& (6.3
06 | 96, 96 96, '
L 063 065 063
and the partial derivatives are
i, G V72(K)InV (k 4
56 = - F (o) PV WINV(K (6.40)
0& 1-q
— =lF————u (k).
26~ " (q—Foy

It should also be noted that for the load model adopted in this chapter, i.t., tha
given by (6.25)—(6.26), the CRLB explicitly depends on both the inpuiaig(k)

and the sampling interval. Moreover, by direct inspection of equations (6.39)
and (6.40), one can immediately conclude thaM¢k) = 1 Vk, the matrixde’ /06
looses rank and as a res#liM becomes singular indicating that the variance of
0 is infinite; that is, the parametefsare not identifiable, when the voltage is at
steady statéV(t) = \Vp).

It should be noted that the Jacobian (6.39) can be utilized to enhance the ide
tification procedure by excluding the paramet@rthat are weakly identifiable or
non-identifiable [27], [57]. That is, one can use the algorithm progpas§27] to
determine which load parameteédscannot be reliably identified from the available
field measurements. This can be done in the following 5 steps.



CHAPTER 6. IDENTIFICATION OF AGGREGATE POWER SYSTEM
94 LOADS

1. Decompos@¢’/d6 :=VAV'.

2. Inspect the eigenvalues of the Jacobian, i.e., the diagonal elemerdsmdth
trix A. Determine the numbgr which is equal to the number of eigenvalues
of the Jacobain which are greater than some threshold value. This number
indicates the number of identifiable parameters.

3. PartitionV :=V; & Vs, whereV; € RN*P consists of the firsp columns of
matrixV.

4. FactorizeV] to obtain the orthonormal basis of the range spac¥|pthe
upper triangular matri®, and the permutation matrl, i.e.,V/P:= QR

5. UseP to determine the parametdisthat should not be identified but rather
set to some (approximate) values which are know beforehand.

The study reported in [27] indicates that this algorithm allows a significahitae

tion of the variance of the estimates of ih@arameters even when the exact values
of the non-identifiable parameters are unknown. A more detailed descriftiba
algorithm and its applications can be found in [27], [57]. Numerical drpemts
conducted in the framework of this study show that for the typical valugbeof

load parameters the Jacobian matrix is always well-conditioned implying that all
3 parameters are identifiable; thus this algorithm is not applied in the case study
discussed here.

6.4 Application Examples

Artificial data

In order to investigate the statistical properties of the identification proequter
sented in this chapter, a series of experiments is conducted using artificeted
data. Thus, in this section, the following issues are addressed:

e Itis shown numerically that the estimates are asymptotically unbiased, which
would not have been the case if an unreasonable predictor was chosen

e A rough estimate of the magnitude of bias that can be expected for the lin-
earized model (6.33) is obtained, which is a basic issue in system identifica-
tion that has not yet been addressed in the current literature in load ngdelin
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e The adequacy of the optimization routine, i.e. an adaptive simulated anneal-
ing algorithm, used in the chapter is demonstrated, as the method is able to
locate the global minimum of the objective function in all experiments.

The data vectoy(tk) is generated with the help of a model with known parameters
0; the outputy(tk) is then corrupted by Gaussian noise having known statistics,
i.e.,e(t) ~ #(0,0?) and the identification procedure is applied. The estimates of
the parameter vectd are analyzed in this case to assess the performance of the
proposed technique.

The main goal of the numerical experiments in this section is to investigate the
asymptotic behavior of the variance of the estimaléi). In other words, the
following relation has to be verified numerically:

lim var@(N) =0 (6.41)

for both linear and nonlinear load models. In expression (6.41) the toperar
is defined as vaf = &(&?), where€ is a stochastic variable. To study the vari-
ance of estimates, the value Nfis steadily increased and for each value\pfa
series of Monte-Carlo simulations is performed. The variance is then cothpute
and plotted versus the number of samp¥esin this case study, the data are gen-
erated using the discrete-time model (6.25)—(6.26). The Monte-Carlo simmgatio
involve 30 runs for eaciN, and the noise has the statistieg(0,0.0015 with
6 =[1.2 27 0.3448'. The adaptive simulated annealing optimization routine is
initialized with 8y = [0.5 2.0 1.7)/; and the feasible regiof is given by (6.5), and
the additional inequality & 63 < 10.
The results of the Monte-Carlo simulations are shown in Figures 6.1 and 6.2.

Several important observations can be made regarding the perforroaittoe

nonlinear model-based identification technique:

e All three parameter§ are accurately estimated by applying the identifica-
tion algorithm to noisy data.

e The variance of the estimates decreases as the number of samples sicrease
This result indicates that the estimafeis asymptotically unbiased, i.e.,
equation (6.41) holds. This could be expected since minimization of (6.35)
is equivalent to maximization of the maximum likelihood function, which
yields asymptotically unbiased estimates [79].

e For allN the variance of the estimates is insignificantly greater than the cor-
responding CRLB, which implies that the proposed estimator is statistically
efficient.
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Figure 6.1: Variance of the estimated parameter ve@teersus number of sam-
ples and the corresponding CrarrRao Lower Bounds for the artificial data set.
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Figure 6.2: Variance of the estimates of the linear and nonlinear model parame



6.4. APPLICATION EXAMPLES 97

Comparing the results obtained with the linear and nonlinear model-based iden-
tification methods, the following can be concluded:

e The linear model-based identification method yields estimates of the para-
metersgt acceptable for most practical purposes, since the maximum vari-
ance for this model does not exceed 202 for the given level of noise and
number of data samples.

e The variance 0" decreases as the number of data samples increases; how-
ever, in all cases, the decrease rate is not very large.

e In all cases, the variance of the estima®% obtained with the nonlinear
model is smaller than that obtained with the linear model. This is due to the
bias induced by the use of the linearized model. In other words, for the linea
model, (6.41) does not hold.

It should therefore be expected that the use of linear model may yieldnails
estimates of the parametdds however, the estimates will be biased. In general,
the use of the nonlinear load model always provides more accurate estoftites

load parameters as compared to the linear model; nevertheless, in the rielal wo
applications the estimates obtained with the nonlinear model will also be biased,
since the nonlinear model (6.24) is only an idealization of the actual load asd th
has its limitations in terms of the accuracy of the estimates.

Application to field measurements

After verifying the adequacy of the proposed technique, it is then apmiédld
measurements taken at a paper mill located in the neighborhood the towmae$ Gru
Sweden. The electrical network of the paper mill is schematically shown i Bp.
in this figure, only the part of the network relevant to the present cady Eule-
picted. The network consists of two synchronous backup generafoen® G3,
four high-priority loads LD1-LD4, and six transformers T1-T6.

In normal conditions, the paper mill is fed by the grid denoted as NET. During
the hours of high risk of having power supply interruptions (due to thigtdams),
the load LD1-LD4 are entirely fed by the backup generators.

In order to assure the proper and reliable operation of the paper mill, detaile
dynamic simulations with accurate load models are needed; thus, a seridd of fie
measurements was obtained on May 15, 2001, in order to obtain aggregigis mo
of LD1-LD4 and some other equipment. To the best knowledge of the atitieor
load in question mainly consists of lighting, heating devices, and electrical saotor
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Figure 6.3: Electrical diagram of the studied part of Grums paper mill

The motors are in almost all cases equipped with power converters. Tihe loa
voltage was used as the input and load current as the output. Since tmeddats
(6.3)—(6.4) use the activigy and reactive)q power signals as outputBy andQq
were synthesized off-line. The sampling rate was set to 2 kHz.

An interruption of power supply to the paper mill may result in a substantial
monetary loss. It should be noted that a step-wise voltage change caudd ca
excessive shock to the system and trigger a power interruption. Memeovoltage
step could resultin an ill-conditioned Fisher information matrix and thus estimates
with a large variance. Therefore, the backup generators were usadytthe load
voltage in a smooth manner in4a3% range. Extensive studies reported in [132]
also suggest that the variations of voltage magnitude has little effect ondbessu
of the parameter identification procedure, as long as the magnitude variation is
few per cent of the nominal voltage.

Given the restrictions imposed in the measuring procedure as well as tise cos
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Figure 6.4: Application of the proposed identification scheme to field measure-
ments. Estimation of the parameters of active power load. Linearized model

associated with obtaining these measurements, it was only feasible to gather on
set of data at the given operating conditions. Hence, the cross-vatigaitboedure
applied here is based on a comparison between the linear (6.6) and no(@i2da
load models identified using the proposed procedure and based on theetawhe
field measurements. Figures 6.4 and 6.5 depict the field measurements, i.e., the
load voltage and active power, as well as the simulated ouBy(t$ of the linear
and nonlinear models. Visual comparison of the measured and simulated powe
indicate that both models capture the relevant dynamics of the load; howlewer
nonlinear model yields better results, showing a very close match with the field
measurement, as these two curves are practically indistinguishable.

Table 6.1 presents the numerical values of the parameters obtained with both
linear and nonlinear system identification techniques. In the table, theieder
fined as(ON- — 8")/6N-- 100%, whered" and GN', i = 1,2 3 are the estimates
of the linearized and nonlinear model parameters, assuming the nonlinearisod
the reference for these calculations, given the close match between thes anod
the actual measurements. The table reveals that the parameters identifiecewith th
linear model do not deviate significantly from those obtained with the nonlinear
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Figure 6.5: Application of the proposed identification scheme to field measure-
ments. Estimation of the parameters of active power load. Nonlinear Idetitifica

Table 6.1: Comparison of the load parameters identified using linear and eamnlin

models

H

| Linear model| Nonlinear model| Error [%] ||

Nps [p.u.]
Npt [p.u.]
T, ' [s]

2.3326
1.8778
0.1002

23131
1.9445
0.1161

—0.8430
3.4302
13.6951
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load identification technique. This is mainly due to the fact that the voltage devia-
tion was not large and hence nonlinear effects were not very sigriificamwever,
observe that the maximum error introduced by the use of linearized moddl is s
greater than 13%; hence, we may conclude from these results that tlireeaon
model is a more accurate representation of the given aggregate load.

Notice that at different operating conditions, one would expect to obttar-d
ent values for the load parameters. However, based on the resultieddpce and
the fact that the load composition is not expected to change significantlypicaty
operating conditions, it is reasonable to expect similar trends in terms ofc¢he ac
racy of the linear and nonlinear load models for representing the givgmegate
load.

It is interesting to compare the values of load parameters obtained in this study
with those reported in the literature. For instance, [132] cites the followihgeva
for Nps = 0.72 for an industrial load. This value differs significantly from the one
shown in Table 6.1, which can be mainly explained by a different composition o
the load. The steady state and transient voltage indices determined in [66] matc
those of the present case study somewhat more closely; however, thetigtarts
T, differ significantly, which can be explained by the absence of devicesia
slow dynamics, e.g., OLTC in the present study.

6.5 Summary

Two power system load identification techniques are proposed in this ché(eie
established equations describing the nonlinear recovery mechanismsl dbiloa
the basis of both techniques, which are formulated in the framework ofagech
tic system identification theory. Specifically, a linear and nonlinear outpat er
estimators are introduced and analyzed, and generic equations appicatda-
tification of aggregate models of power system loads are developed aledsitu
detail.

The asymptotic behavior of the estimates is studied by means of numerical ex-
periments with artificially created data, demonstrating that the estimates are as-
ymptotically unbiased for the nonlinear load model and their variance attains the
Craner-Rao lower bound. To avoid numerical problems associated with possible
multiple minima of the objective function, a global minimization technique was
utilized. The enhanced numerical features of the minimization routine enalble fa
convergence to the global minimum of the objective function with a probability
of 1.



CHAPTER 6. IDENTIFICATION OF AGGREGATE POWER SYSTEM
102 LOADS

The theoretical foundations presented in this chapter were applied to fiald me
surements taken at a paper mill located in the neighborhood of the town ofsru
Sweden. Both linear and nonlinear models were utilized in order to estimate the
load parameters. The results show that, in principle, the linear model yidids va
estimates that differ from the estimates obtained using the nonlinear model- When
ever the accuracy requirements on the numerical values of the load persae
not stringent, linear identification can be applied for the estimation of the parame
ters. Alternatively, the nonlinear load modeling and identification technigee pr
sented in this thesis can be used to better model the load and obtain mordeaccura
estimates of the load parameters.
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“He was under the impression that a system description
(like the transfer function) is exactly the same
as a system in a concrete physical sense.”
— R. Kalman [65]
On the flaws in the Wiener formulation.

Chapter 7

Design of Robust Control for
Enhancing the Performance of
SOFC Power Plant

This chapter presents a discussion on the load following capabilities of arpowe
plant that consists of solid oxide fuel cells (SOFC) and microturbines.h &uc
power plant, in theory, is capable of operating at unprecedented eftige which

can be above 80%. However, as the analysis in this chapter shows, théolea
lowing capabilities of this power plant can be unsatisfactory, due to certain co
trol limitations. To enhance the load following capabilities of the power plant,
attenuate possible disturbances from the distribution grid, and avoid interactio
between the control functionalities of the fuel cells and the microturbines, two
% controllers are designed. The main emphasis in this chapter is placed upon
the behavioral features of the fuel cell plant itself rather than on the stgdyie
integrated system “fuel cell-distribution grid”. The exposition of the theoaktic
material in this chapter is rather axiomatic; however, this approach wiltaiaty
suffice for the practical purposes of this work. We commence by givimigh
overview ot control theory.

7.1 Robust Control

~x>odeling of electric power systems is not a trivial task even if the engi-
5 \';fneer has succeeded in collecting all the necessary information about the
Y O¥: power system. Aging of power equipment and uncertainjcathplicate

O

IMore specifically, both the level and composition of the load at a givenrinstatime are
uncertain. In system planning studies, power system loads can bagtedchowever, neither type

105
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modeling, analysis, and control of electric power systems.

This feature of power systems suggests the choice of control stratedpystr
control—if precise and “guaranteed” control of some quantities, e.gvegativer
output is required. It is quite likely that the potential of robust and optimatrod
techniques will have the commanding influence on power engineering;vieowe
this time is yet to come. For this and other reasons, the foundatio#, afontrol
theory are presented in detail in this chapter. It is hoped that this will help in
disseminating these techniques among practicing electrical engineers.

The origins of7%, optimal control theory were established in the early 1980’s
by G. Zames, see e.g., [133]. Since then it has been intensively studibd byn-
trol community. A brief introduction to this fascinating theory is given belowisTh
sections establishes the relationship between the robustness issué,andrm
minimization. Most of the section makes an extensive use of frequency doumin
to nice geometrical interpretations of the main concepts and follows chiefly [76
however, time-domain solutions to the standa#d problem are also presented. It
should be noted that the presentation is fairly general, and the theorylicadybe
to a large class of linear time-invariant systems, whose transfer functicstate
space realizations are represented by either the c&pani, respectively. There
is however a simple relationship between these two representations. Fity oleta
the SOFC plant studied, the reader should refer to Section 3.2 and Appg&nd

The standard#, control problem can now be formulated. However, prior to the
introduction of thes#, theory, it is instructive to introduce the main configuration
of the controlled plant and controller itself. Fig. 7.1 shows the standard bloc
diagram of the dynamic system which is controlled by an external cont¥oll&r
should be stressed that the so-called weighting functions which are the rakin to
for fulfilling the control specifications are already absorbed into the f@art the
present time, this will not be discussed, as the structure of the plant isetiiffie
the setting for the frequency and time domains.

The main purpose of the linear robust controllers in this chapter is to provide
tight active power output control of the tandem SOFC—microturbinesth&ur
more, the models of the SOFC is assumed be deterministic; however, the terminal
voltage variations are treated as unstructured model uncertainty. Thgevold-
ations are assumed to be caused either by the operation of the microtunbloyes o
the disturbances on the distribution grid. Thus, in this study, the presditice o
microturbines is accounted for only indirectly.

Now the problem of/%, -controller synthesis can be stated

nor dynamical characteristics of the load are specified.
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Figure 7.1: Standard diagram of the plant and controller
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Figure 7.2: Single-input single-output plant

4, CONTROLLER PROBLEM FORMULATION

Given the generalized plant G, exogenous inputs w, outputs z, and lcspdi-
fications, find all admissible controllers K such that tb&, -norm of the transfer
matrix from w to z is minimized, subject to the constraint that all K’s stabilize the
plant G.

We commence by reviewing frequency-domain methods#grcontroller synthe-
Sis.

Frequency domain solutions ta7#, control problem

The system to be controlled is depicted in Fig. 7.2. For simplicity, the system
is assumed to be a single-input single-output (SISO) system. As the analysis
somewhat more lucid in the frequency domain, the plant studied is reprdssnte
the transfer functio®® = C(sl — A)~!B+ D, whereA, B,C, andD are the system
matrices.

In Fig. 7.2,P(s) is the controlled plantC(s) is the controllerw represents a
disturbance, andis the output. The resultant transfer function fromo zis given
by the expression:

C(s)P(s)

(s)= 15C9PE) (7.1)
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The ratio(1+C(s)P(s)) ! is called thesensitivity functiorof the feedback sys-
tem, which characterizes the sensitivity of the compensated plant to variuss d
bances.

Usually the sensitivity function is denoted by capisalIn the ideal case, the
sensitivity functionS should be zero. In practice it is, however, unrealistic to re-
quire zero sensitivity. Instead, an upper bound on the peak value sétisitivity
function is specified for a certain range of frequencies. That is, etseas upper
limit on ||S]|e:

[Slle = sup|S(jw)]. (7.2)
weR

As is seen in (7.2), the sensitivity function is a function of frequencyuragsy
different values for different frequencies. As this dependencadegsirable (due

to the possible magnification of noise and the influence of neglected dynamics)
weighting functionW( jw) is introduced in order to reduce the dependence.

WS, = igﬂglw(jw)-S(jw)w (7.3)

The loop gairl. = PC s another quantity which plays an important roles#i, op-
timization and is closely connected to robustness of the system, see Fig. 7.2.

Due to the plant uncertainties (in power systems this can be the level of loading
of the system), the actual plant parameters differ from the nominal oneatisfin-
guish between them, the loop gain of the actual plant is denotédamd that of
the nominal plant akg. Both these plants are stable if the corresponding Nyquist
plots do not encircle the poirft-1, j - 0). Following in steps of [76], it may be
noted that plant is stable if the following inequality holds:

IL(jw) —Lo(jw)| < |Lo(jw) + 1], Vw € R. (7.4)

Graphical interpretation of the inequality is given by Fig. 7.3. Inequality) (Gadh
be rearranged as follows:

L(jo) ~Lo(jo)|  |Lo(jw)|
(i)l [Lo(jw)+1]

<1, VYweR (7.5)

The complementary sensitivity functidg of the closed loop plant is defined as:

1 Lo
1+Lg 1+Lg

To=1-S=1— (7.6)
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Figure 7.3: Nyquist plot of the SISO system

In equation (7.6)S stands for the sensitivity function of the nominal plant. Equa-
tions (7.5)—(7.6) can be combined to produce:

L(jw) — Lo(jw)|
Lo(jw)|

To(jw)| <1, VweR. (7.7)

The multiplier |L(jw) — Lo(jw)|/|Lo(jw)| is called therelative sizeof the per-
turbation of the gain loojh from its nominal valud.y. If the relative size of the
perturbation is bounded, we can write:

IL(jw) —Lo(jw)|
Lo(jw)|

<|W(jw)|, VYweR, (7.8)

whereW(jw) is the aforementioned (given) weighting function. The following
expression can be obtained after simple manipulations:

Lw) —Lo(jw)| 1
Lo(jw)|  [W(jw)

W(jw) To(jw)| < 1, VweR.  (7.10)

To(joW(jw)| < W(jw) -To(jw)|, (7.9)

The last result can be interpreted as follows: for any disturbance thauisded
byW!(jw) (inequality (7.10) holds) the closed-loop plant remains stable (inequality
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(7.9) holds). Sincer%, is essentially norm minimization, the last equation should
be written in terms of norm notation:

IW(jw) To(jw)lle < 1. (7.11)

Thus, the open loop plant remains stable for any disturbance that is dxabinyd
equation (7.8), if inequality (7.11) holds. However, it must be explicitly sttttat
stability alone is not the ultimate goal. For most practical systems there are two
competing requirements: stability and performance. Not all stable systefosper
well, though all systems performing well must be stable, except explosiieeas,

of course. This consideration in some sense discourages the direaftinsqual-

ity (7.11) for ans#, loop shaping and requires a new minimization objective. The
so-calledmixed sensitivity problemvas presented in [76] to incorporate the per-
formance specification into thez, controller design. In mathematical terms it is
usually expressed by

: (7.12)

00

WL SV
H WUV
whereW; andW, are weighting functions that are the “knobs” of th&, -norm
minimization,S andU are the sensitivity function and input sensitivity function,
respectively. The new functiov is introduced to increase the design flexibility.
There is a nonunique solution to the standa#d -optimal regulator problem

[50], [76]
H]:Zﬁ[g}, (7.13)

where the optimal controller 8 = Y X1 normallyA=1, B= 0, andz, is deter-
mined from equation (7.14)

0 | A2 —BuPy  —Puf; }1[ 0 —ﬁlz]
Sk Sk S5 B = = :Z*JZ N 7.14
{ —P5 —P } { —PaPy —PaPyy I —Px AT (7.14)

where(-)* operates aX*(s) = X'(—s) and the plant transfer matriXis defined as

5. & WiV | WP
P= [ A l2 } = 0 | W |. (7.15)
P11 P v | —p

Time domain solutions t0.7%, control problem

Time-domain solutions to standagd:, control problem have been in the focus of
attention of control society for quite a long time and resulted in neat, compalkt, an
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relatively “simple” expressions. Below we replicate the ones that will shoely
used in the present thesis.

Some mathematical preliminaries which will facilitate the further treatment
open this subsection.

Lemma 1 Let matrix H be defined as

Al A R
H:[Q—A’}’

and suppose H domRic) and X= Ric(H). A/ Q and Re R™" with Q and R
symmetric. Then:

1 X is symmetric.
2 Ai(A+RX) <0Q,Yi.
3 X satisfies the algebraic Riccati equatiofXA- XA+ XRX—Q =0. O

A proof of the lemma and details on the notation used can be found in [36] and
[134]. For now, the most important detail is thétsatisfies the associated Riccati
equation. This fact will be used when tackling with subopti#l controllers.

Unlike the situation with LQR, in the present case close-form solutions to the
optimal 7%, control problem cannot be obtained as the optimal control requires an
iterative search over the set of all admissible controllers.

Let the transfer matrix of the pla@ be partitioned as

A| B B
G=|C/| 0 Dy (7.16)
Co|Dy O

and the following assumptions hold
a (A,B1) and @, B,) are stabilizable.
b (Ci2,A) and Cz1,A) are detectabfe
c D}, =1[0,1].

¢ on JoaV]

2The pair(C, A) is said to be detectable if for sorhethe matrixA+ LC is a Hurwitz matrix.
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We now present closed-forsuboptimaliz, controllers which are given by

Theorem 3 Let the following two matrices be defined as

2 [ A y2BB|—B,B, }

—CiCy —A
J o[ A yG-CC
“~ | BB, A ’

wherey is a given real number. There exists an admissible controllef{$4|« <
y if and only if the following conditions hold:

a Hw € domRic) and X, £ Ric(He) > 0.
b Jo € dom(Ric) and %, £ Ric¢(Jw) > 0.

C P(XeYeo) < V2.
In addition, if these conditions hold, one such controller is given by
Ao —Zolo
e (717)
where the matriceAe, Fu, Lo and Z, are defined as
A 2 A+ Y 2B1B} X + BoFoo + ZooLooCo
Foo £ —B)Xo
Le £ —YoCh
Zo2 [l —y 2YaXo]
O

Again, a proof of the theorem can be found in [36]. It is possible torpatarize
all the suboptimal controllenss y that are given by Theorem 3; here only the final
result is shown. For technicalities and a proof, the reader can co86litt{[134].

Theorem 4 Suppose the conditions of Theorem 3 are satisfied. Then, for any
choice of Q: [|Q|le < Y and Qe Z.7¢, the set of all admissible suboptimal
controllers with|| Tau|l < yis

Mo = | Fo 0 I

Ao  —Zolw ZoBs
—C, | 0
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Figure 7.4: Parametrization of all suboptinét, controllers

Figure 7.4 shows a schematic block diagram of the parameterized sub-optimal
£, controllers.

To exemplify the theory presented earlier in this chapter, let us desig#an
controller for a single machine infinite bus (SMIB) system.

Example: Consider the SMIB system, which represents a simplified linearized
model of single generator connected to an infinite bus. The classical mabdel
the generator is used in this example; that is, the generator is modeled ypegua
(3.3)—(3.4). The quantitiel, andE; in equations (3.4) are assumed to be constant.
The parameters of the system are chosen such that the generator eyditbitsn
oscillatory behavior. In this example we seek.#§ controller that is capable of
stabilizing the SMIB system by regulating the mechanical power of the g@enera

[ fi] N [ —(505 —18%11} [ 2, ] + [ 091 ] ut), (7.18)

y=C[d,w]'+Du, C=[1,0, D=0.
The following frequency-domain control specifications aré:set

Closed-loop bandwidth: ws = 12 rad/sec.
Peak of sensitivity function: Spax= 1.1.
Steady state: Approximate integral action at low frequencies.

Obj. function: For this example, selecting= 10"°, the objective functions is
chosen as

WpS

~ 0.67s+10
KS ’

Wp =
’ s+¢

[ee]

J(SK)=argmin
K

3These control specifications are set arbitrarily for demonstratiorogagonly; however, these
values are quite realistic.
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The 7%, -norm minimization is performed with the help of thetoolbox in MAT-
LAB [20], which yields the value oy = 1.08. The resultant suboptimal controller
K(s) has following structure

K(s) = 4617 +46.17s+ 7.254e4
 $°+44519 + 3.64e4s+0.01348

The SMIB system controlled bi{ has the following eigenvaluest; = —4443

andA,3 = —1.8044+ j4.3542. The input to theZ, optimal controller is the angle
deviation of the generator’s shaft and the output is the control sighgl O

Note: It is worth mentioning that selection of weighting functions for the design
of %, controller synthesis plays an essential role. As yet, selection of weights
in robust and optimal control is more art than science, since from casast c
different ad hoc approaches have to be tried in order to obtain “thedles&n.”

This example concludes the introduction to basics of#tiecontroller synthesis.

7.2 Application of Robust Control to the SOFC Plant

Motivation

Recent advances in the fuel cell technology significantly improved thaniteadh

and economical characteristics of modern fuel cells making them more suitable
and beneficial for the decentralized use of energy generation [3&jrdbmental
friendliness, practically noise free operation, and very high efficiemmybined

with the forecasted shift to gaseous fuels make fuel cells a very sounpletitor

on the future electricity markets [22], [12]. In addition, it should be notexd th
fuel cell-based generators possess other important propertiessscompact size,
modularity, and controllability.

It is shown in [56] and [135] that load following and regulation comprise a
substantial part of total interconnected operation services, which is likeg§m-
ulate the owners of DG's to participate in the provision of this particular angillar
service. There are, however, some technical challenges associ#teithavfuel
cell technology which can represent certain difficulties for these ssviOne of
the most important challenges is the slow output power ramping [135]. fonere
a series of questions concerning the adequacy of some fuel cell piaves for
stationary operation in conventional distribution grids has to be addre$bede
questions are closely related to that of the fundamental control limitationsebf fu
cell-driven power plants.
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Thus, effective methods should be devised to overcome the contra@riant
posed by the inability of some fuel cell power plants (e.qg., solid oxide fuks, a&
SOFC) to ramp up the power output quickly. Physically, the inability of the SOFC
power plant to ramp the output very quickly is caused by the dynamics ofithe f
cell reformer which itself is slow.

One the most economic solutions is to build an integrated system consisting
of a fuel cell module and a small-scale gas turbine. Typically, the rating of the
microturbine is one third of that of the fuel cell plant, which enables a mfizeaft
use of the hot exhaust of the SOFC.

Normally, the contracts of DG owners require either maintaining a constant
output power level of the DG or following the local load dem#nd

Irrespectively of the DG operation mode, the fuel cell module and the gas tu
bine will have different control objectives, i.e., the fuel cell will conttioé volt-
age magnitude (short-term control) and the reactive power generaijgplysg a
constant active power, while the gas turbine will perform load followingreHit
is worth recalling that usually microturbines utilize asynchronous gensrttat
are incapable of controlling the terminal voltage, while their active powerubutp
can be easily controlled by manipulating the mechanical torque applied to the gen
erator. The voltage source inverter of the fuel cell plant, on the othet, hisable
to accurately control the terminal voltage of the plant as well as the outpegrpo
and the frequency. However, ultimately the inverter itself does not peoduae
tive power, which implies that its output power control is as effective apdheer
control of the fuel cell power plant.

If the contractual obligations of the DG owner require load following cdpab
ties, then most likely it will be effective to utilize both the fuel cell system and the
microturbines, since the rating of the microturbine is relatively small compared to
the rating of the fuel cell. If both the fuel cell and the microturbine are degalon
the active power regulation, it is likely to result in undesirable interactiotvgdsn
the fuel cell system and the microturbine turbine, which can adversedgtafie
performance of the overall system.

To ensure the proper operation of this control scheme, undesirabladtiters
between the fuel cell and turbine controls should be eliminated. In ordewnotd a
these dynamic interactions, an auxiliary controller can be designed thdeitoab
sustain the output power of the fuel cell constant irrespective of ttubpower
of the gas turbine.

4This theme will be further discussed in more detail in Chapter 8.
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ref G + Pfc

Figure 7.5: Transfer function of a fuel cell plant

In this chapter, two robust controllers are designed to achieve thenzdare
tioned control objective. Both controllers are synthesized by solvingshecéated
H: mixed sensitivity problem. In particular, the controllers are expected tdenab
the fuel cell power plant to reject disturbances affecting the plant’'subaipd en-
hance the set-point tracking of the plant. Figure 7.6 shows the interciiomeé
the plantG and the controlleK to be designet To validate the controller design,
the performance of the fuel cell power plant compensated by each ofttiellers
is assessed by running several nonlinear numerical simulations.

The mixed-sensitivity S/KS optimization

According to the theory presented in the previous section [e.g., equatib2)](7
the mixed sensitivity problem can be solved by minimizing the following objective
function

K= argKer;] (7.19)

WpS
wyKS Hw
In equation (7.19)Sdenotes the sensitivity function of the compensated plant and
is defined asS= (I — GK)~1. As usual, the performance weighting function and
the input weighting functionvy(s) andwy(s) are the main design mechanisms of
the s7;, optimization and are used for shaping the response of the closed-lodp plan
Let us consider the following two weighting functions

0.9s+10

SFor more details on the SOFC plant modeling, the reader should alsoteeS=ction 3.2,
Appendix C, and [135].
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Figure 7.6: Preliminary control configuration of the fuel cell plant

This particular choice of the performance weighting function gives a pé#e
sensitivity functionS= 1.1 and the effective bandwidth of the closed laap= 10
rad/s.In addition, the controller will provide an approximate integral actiars th
enhancing tracking properties of the closed loop plant.

Let us now recall that the model (3.24)—(3.25) of the SOFC power pksB8h
inputs and 1 output. The inputs entering the model represent the set-puiat d
tions and the disturbances. The exact numerical values of the distesbpvitich
are deviations of the terminal voltage magnitude and angle] are assumemwmkn
but bounded as is shown below

[1Aami[2
12652

0.1 p.u. (7.22)

<
< 200, (7.23)
The plant’s output is the fuel cell active power injected into the distributideh gr
Note that disturbances represented in such a way are fairly genecal tkig form
can model network voltage variations due to the operation of the microturbihe a
any other bounded disturbances occurring on the grid.

The model (3.24)—(3.25) can be cast in the form of transfer matrix agrsho
Fig. 7.5, where the plant transfer matf@xs) is defined as5(s) =C (sl —A) "B+
D, and the outpuy = G(S)Pef + D1(S) m+ D2(s) 6. In the latter expressiom; (s)
andD;(s) denote the transfer functions fromand 6 to the outputy. Inspection
of the transfer function&(s), D1(s), andDx(s) reveals that they share the same
dynamics and therefore the disturbanoeand 6; can be transferred to the plant's
input (the argumergwill be dropped in the remainder of the section for simplicity
of notation).
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Figure 7.7: Disturbance rejection by one degree-of-freedom controlle

One-degree-of-freedom controller

An 7, mixed sensitivity problem is solved with the help of theaMAB’s u-
Analysis and Synthesis Toolbox, resulting in‘a@rder.7%, controller. The closed
loop performance of the compensated plant is shown in Figs. 7.7 and 7.8. Fig
ure 7.7 demonstrates the ability of the compensated plant to reject distusbance
induced by variations in the magnitude \6f.. One can see that the controller
shaped by the weighting functiaw,,, which will henceforth be called one-degree-
of-freedom controller (LDOF), is capable of fast disturbance rejectitowever,

as Fig. 7.8 shows, the set-point tracking is unsatisfactory, as the oe¢tishap-
proximately 50%.

Two-degrees-of-freedom controller

The results obtained in the previous subsection suggest a new conthaldd s
be sought which would be able to ensure acceptable performance in telowi o
disturbance rejection and tracking. One way of improving the performeiite
closed-loop plant is to consider another configuration of controller.s;Tauwo-
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One degree of freedom controller. Step response
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Figure 7.8: Step response by one degree-of-freedom controller.
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Figure 7.9: Final control configuration of the fuel cell plant
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Two degrees of freedom controller. Disturbance rejection
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Figure 7.10: Disturbance rejection by the two degrees-of-freedonatian.

degree-of-freedom (2DOF) controller is designed. The 2DOF clertiapnsists of

2 blocks: a compensatérand a pre-filteCpre, as is shown in Fig. 7.9. The design
procedure follows closely that applied to the design of the 1DOF contrdiies,
the compensator block is found by solving.243, mixed sensitivity problem. The
only new step involves the design of a pre-filter (normally a lead-lag blotkse
main purpose is to improve the tracking response of the overall systems Hls@
decided to decrease the effective bandwidth of the closed-loop plangt100.08
rad/s by modifying the performance weighting function accordingly. Thahes
following wy, is used in the 2DOF controller design:

. _ 0954008
P2~ T5Y10°5

The input weighting functiomv, remains unchanged in this design. The controller
is again synthesized with the help pfAnalysis and Synthesis Toolbox in M-
LAB. The pre-filter Cpre) was tuned manually by the “trial-and-error” method.
Satisfactory results were obtained W@jre = (2s+1) 1.

The performance of the fuel cell power plant compensated with the 2O+ c
troller is depicted in Figs. 7.10 and 7.11. It can be observed in Fig. 7.1@hhat

(7.24)
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Two degrees of freedom controller. Step response
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Figure 7.11: Step response of the plant with the two degrees-of-freedotroller.

reduction of the bandwidtlvg has some adverse impact on the disturbance re-
sponse. Nevertheless, it can be concluded that the 2DOF controlldacatidy
rejects disturbances caused by fluctuations of the volfagand the output power

of the fuel cell returns back to the reference value reasonably fasth©other
hand, a significantimprovement of the tracking response was achavedy. 7.11
indicates, since the closed loop plant has a negligibly small overshoot, waile th
response time is practically unchanged. Observe also that the steadgrstatef

the compensated plant is eliminated by the integral action of the 2DOF controller.

7.3 Discussion

It is important to observe that neither 1DOF nor 2DOF controllers were table
significantly improve the step response of the fuel cell power plant. Evéaxf
cessive” use of the input signal was allowed—which normally would not be
the case due to the potential risk of damaging the fuel cell—no significant im-
provement could be achieved in the step response of the origiméihearmodel
(3.20)—(3.21), since hard limits on the inpugre built in the controls of the SOFC,



1CBIAPTER 7. DESIGN OF ROBUST CONTROL FOR SOFC POWER PLANT

as follows from (3.21). The presence of the limits in the model is justified by
the necessity to avoid under- or over-utilization of the fuel cell, which is mainly
accomplished by limiting the currefit, of the fuel cell.

The response time of a SOFC is limited by the time constants of the fuel proces-
sor, which are normally large and cannot be made smaller for a giveodliglant
due to physical limitations imposed by the parameters of the corresponding che
ical reactions. Therefore, the response time of the plant cannot ezt by
manipulating its input, technological change in the fuel cell plant are redjifire
the fuel cell power plant is to operate in a stand alone mode which requads lo
following capabilities. Alternatively, other technical solutions should beghtgu
for example, the combined use of fuel cell modules and a gas turbine, as¢he
of an external energy storage, such as batteries, a flywheel, oeeceaducting
magnetic energy storage device.

Another alternative could be the use of a phosphoric acid fuel cell QRAF
power plant which possesses significantly better load following capabilities.
instance, the commercial PAFC PC-25 according to [9]: “can be ramp&@ at
kW/s up or down in the grid connected mode. The ramp rate for the grid indepe
dent mode is idle to full power in approximately one cycle or essentially onpe-ste
instantaneous from idle to 200 kW (nominal power). Following the initial ramp
to full power, the unit can adjust at an 80 kW/s ramp up or down in one £ycle
It should however be mentioned that the efficiency of PAFC plants is soatewh
smaller than that of SOFC/GT power plants.

7.4 Summary

In this chapter, a linearized model of a solid oxide fuel cell power plarst ol
tained. The linear model was used in order to design robust controlleablesof
rejecting disturbances caused by fluctuations of the magnitude and/orcdilgée
SOFC terminal voltage, which could in real world applications be causedhmsre
the fluctuation of the utility voltage (e.g., due to faults) or by the operation of the
microturbines. Two7%, controllers were synthesized and their performance was
analyzed. To validate the performance of the controllers, nonlinear simsatio

a SOFC were performed. The load following capabilities of various fueboaver
plants were briefly discussed. Apparently, further research in théissdreuld in-
volve numerical experiments with a more realistic model of the distribution grid
and microturbines in order to assess the impact of the microturbine dynamics on
the operation of the solid oxide fuel cell power plant.



“With so much new distributed generation being
installed, it is critical that the power system
impacts be assessed accurately.”

— A quotation from [21]

Chapter 8

Interaction Between DG and the
Power System: Operation,
Control, and Stablility Aspects

This chapter presents qualitative analysis of the impact that distributed ajiore
(DG) might have on the operation, control, and stability of electric powénvogks
with large penetration ratios. The impact of DG on network losses, powelity,
short circuit power, as well as on system protection and on powerraystahility
is discussed. Based on the discussion, it can be concluded that the ivh P4 to
a large extent depends on the penetration level of DG in the distribution neaso
well as on the type of DG technology, and mode of its operation. If DG [seplyp
sized, sited, and selected in terms of technology, it can clearly provitkfitseto
control, operation and stability of the power system. It should howevermbed
that distribution networks have traditionally a rather inflexible design (e.gnia u
directional power flow), which in principle can cause integration problemits
higher DG penetration levels or different technologies. Nonetheless thsges
can usually be solved by maodifying the distribution network, including the aontr
and/or operation approach, or by other technical means.

8.1 Introduction

o 5 ory

=< everal technical, political, and environmental considerations have stimu-
é\ lated the relatively rapid growth of the number of various DG installations.

=~ \While the total installed capacity of the distributed generation remained
small, its impact on the operation of the power grid remained marginal; however,

123
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as the installed capacity of DG increases, the impact which it has on the grid will
intensify. The characterization and quantification of this impact apparerglyites

a complicated engineering task, since such aspects of grid operatiortagevo
control, relay protection coordination, power losses, power qualityjiétia and

many other will have to be simultaneously analyzed. Some of these aspects are
also intimately related to the stability phenomena of the grid and therefore they
will have to be explicitly addressed in the studies of the overall power syst&m

bility.

To assist in making a systematic assessment of the impact that large amounts
of DG have on the operation, control, and stability of the power grid, thip-cha
ter provides basic qualitative analysis of the interaction between large asnafun
distributed generation and the power network.

8.2 Historical Background

The importance of the impact that DG might have on the operation, stability, and
control of the power system has already been recognized in the latés 1@nite

of the most interesting publications on this subject was presented at thereocd
“Research needs for the effective integration of new technologies iatgltttric
Utility” held by the U.S. Department of Energy (DoE) in 1982 and was entitled
“Impacts of new technology and generation and storage processeasnvan gys-

tem stability and operability” [109]. Over the last two decades the number of
publications discussing various areas of the interaction between DG autilitlye

has been gradually increasing. Historically, until the 1990’s the main fottie
research was placed upon the impact that renewable power soudoess hatwork
operation, [46], [99]; however, also distributed generation in géneaa inves-
tigated [2]. In the late 1990’s, this theme gained more interest in academia and
industry, which resulted in a large number of publications [6, 7,10, 11].

Recently, also the results of two extensive simulation case studies have been
reported: (i) Simulation of interaction between wind farm and power systgtheb
Risg National Laboratory, Denmark [120], and (ii)) DG Power Qualityté&xion
and reliability Case Studies Report, by GE Corporate Research and pearig
USA [97].
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Table 8.1: Technologies for distributed generation [13].

] Technology Typical available size p. module
1. Combined Cycle Gas T. 35400MW
2. Internal Combustion Engines KsV —10 MW
3. Combustion Turbine 1 250MW
4. Micro-Turbines 3%KW -1 MW
5. Small Hydro 1-100MW
6. Micro Hydro 25kwW —1 MW
7. Wind Turbine 200V —3 MW
8. Photovoltaic Arrays 20V —100kw
9. Solar Thermal, Central Receiver -1noMwW
10. Solar Thermal, Lutz System 1BOMW
11. Biomass Gasification 106V —20 MW
12. Fuel Cells, PhosAcid 200N —2 MW
13. Fuel Cells, Molten Carbonate 260/ —2 MW
14. Fuel Cells, Proton Exchange —P50kwW
15. Fuel Cells, Solid Oxide 250N —5 MW
16. Geothermal 5—-100MW
17. Ocean Energy 0-1MW
18. Stirling Engine 2- 10kwW
19. Battery Storage B-5MW

8.3 Distributed Generation Technology

One of the most essential factors influencing the interaction between then®G a
grid is the technology utilized in the DG, as well as the mode of DG control and
operation.

Table 8.1 provides a brief overview of the most commonly used distributed
generation technologies and their typical module size. The technologieisl 5
16 and 17 can be considered renewable DG. The other technologiesatsol
be called renewable DG if they are operated with biofuels. Also fuel celifdco
be considered renewable DG if the hydrogen is produced using reteemergy
sources, e.g. wind power.

Similarly to the centralized generation, the following three generation technolo-
gies are normally used for distributed generation: synchronous denesayn-
chronous generator, and power electronic converter interfacé [82590]. These
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DG technologies will now be briefly discussed.

Synchronous Generator

The advantageous ability of the synchronous generator—the primagrajen
technology for centralized generation—to produce both active antiveaower
also provides benefits for distributed generation applications.

Synchronous generators are typically utilized by the following DG application
if the generation capacity exceeds a few MW: biomass, geothermal, dissellga
gines driven generators, solar thermal generation, solar parabstiensy, solar
power towers, solar dish engines, gas turbines, and combined cydigrbaes.

Asynchronous Generator

In contrast to synchronous generators, asynchronous (indugemgrators are
only used for distributed generation, but not for centralized generafiorasyn-
chronous generator is basically an induction machine which is connected to a
prime-mover. When the generator is connected to the power network, thamec
ical power is converted into electrical power by the action of the prime-mitwadr
drives the machine above synchronous speed. Hence, the asyoghigenerator

is not capable of operating independent from a relatively strong graynéhro-

nous generators are used for many distributed generation technolsdmsgaas

the generation capacity does not exceed a few MW due to its competitive price
compared to synchronous generators. Squirrel cage asynclrgeaerator used

to be very common in the wind energy industry; however, this type of induction
generator is now being gradually superseded by asynchronousgasequipped

with a converter, i.e., double-fed induction generators.

Power Electronic Converter

Power converters normally use high power electronics to provide theedgxiwer
output. For example, itis quite common that wind turbines use double-fadbiear
speed induction generators with an IGBT converter in the rotor circuitePelec-
tronic converters are also used in photovoltaic systems, fuel cells, midrioesy
Sterling engine as well as battery storage, and magnetic storage systems.
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8.4 General Impact of DG on Power System Operation
and Control

To make a qualitative assessment of the impact that DG has on the distribution
grid, a simple example is considered. Such aspects of power systentiapas
voltage control, power losses, power quality, and protection systennmalgzad.
Based on the analysis, more generic statements are made. Clearly, theréstan
distribution grids to which these statements might not apply to full extent; hayweve
an effort is made to preserve the generality of discussion.

Difference Between Distribution and Transmission Networks

Technically speaking, distribution and transmission networks are desfgned
somewhat different purposes. The main difference is that distributisterss are
usually not designed for the connection of active power generatorshdfrmore,
distribution networks usually have a radial or loop design, rather than hedes
design typical for transmission networks. Therefore, the power flowstniloution
networks usually is unidirectional and little or no redundancy exists. litiadd
in transmission and urban distribution systems, the effect of line or caltanese
(R) on voltage drop is small, since its magnitude is generally much less than the
reactive componentX) of the conductor impedance, i.&,/R > 5. Therefore,
active as well as reactive power production within the distributed genenrafib
influence the voltage level.

It is also noteworthy mentioning that the low voltage ends of distribution sys-
tems are rarely connected to Supervisory Control and Data AcquisitioABL
systems. The data gathering required for the control of the distributidarsyes
well as the distributed generation units is therefore difficult at present.

Distribution Network Operation Issues

For the explanation of the relevant operation issues, a hypothetical digirimet-

work is used, see Fig. 8.1. Even though, the example is hypothetic, itysessall

the relevant attributes of a basic distribution grid necessary for substegnaly-

sis. The network is a six-bus systeBy (..., Bg), with load connected to each bus
(LD4,...,LDg) and three distributed generatoBGs, . . . , DG3) connected to buses

B,, B4, andBg. Regarding the generation compared to the load in the system, the
following cases are possible:
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Figure 8.1: Hypothetical Distribution Network

Load case 1:The load rating at each bus is always larger than or equal to that of
the distributed generator at each bus, or:

LD; > DG Vi

This load case is typical for DG applications such as photovoltaic (PV)regste
Sterling engines, microturbines, or small wind turbines.

Load case 2:The DG generation at least at one bus is larger than the load at the
same bus, however, the total power of DG in the distribution network is less tha
the sum of all loads in the system, or:

n n
JdieN: (LDj < DGi)/\(Z LDy > Z DGy),
k=1 k=1

whereN = {k}¢_,. This load case might occur if one of the DG units is a wind
farm or biomass system.

Load case 3 The distributed generation at least at one bus is larger than the load
at the same bus, and the sum of all DG generation in the distribution network is
larger than the sum of all loads in the system, i.e.:

n n
z LDy < z DGy
k=1 k=1

This load case might occur if a large wind farm is connected to the end of a dis
tribution network. Since load centers usually are not located in areas with hig
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Figure 8.2: Simplified model of a power system with DG

wind speeds, the power output of a wind farm often can exceed the pooadr
demand. Finally, it must be mentioned that the load cases within a distribution net-
work might change over time. It is, for example, quite common that a wind farm
provides a significant amount of the load in a distribution network for mottef
time (Load case 2). The other two load cases, however, can also toaatr.case

1 during times with little wind and load case 3 during times with very high wind
speeds and low loads, for example, during the night.

Impact on Losses

To explain the impact of DG on distribution network operation under coresiider
of differentX /Rratios, the simplest model—a single distribution line and a load—
is used.

In the model presented in Fig. 8 B,represents the sending end voltages
the receiving end voltage. If we assume that the receiving volaae well as the
load currentl are known, then the following equations establish the relationship
between the power produced by DG and associated reduction of losHes lne.
Suppose no DG is connected. Then the power losses are

Soss: (E _V)l* = (E _V)(lLD,a_ jILD,r),

wherel_p 5 andl p denote the active and reactive components of the load current.
Now assume that DG producing only active power (@es 1) is connected and
also assume for simplicity that the voltageat the receiving end is kept constant.
Then it is easy to see that the new power losses are:

S?)(s:js: (E_V)(ILD,a_ IpG — leD,r)-
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Therefore, the presence of DG reduces the power loss by the amount
Soss— Sags= (E—V)lpe.

With this approximate expression, the variations of the voltage at the regeimth
are not considered; however, the inclusion of the receiving voltagg&tims is not
essential for the analysis. In summary, it can be concluded that the intioolu
of distributed generation reduces the current flowing through the digtibline,
thus reducing the active as well as reactive power losses.

Based on three load cases defined at the beginning of this section, thrigllo
can be said:

Load case 1 DG will always result in reduced losses on all lines in the distribution
network.

Load case 2DG might lead to an increase of the losses on some lines, but the total
losses within the [realistic] distribution network will be reduced.

Load case 3DG might lead to an increase of the losses on some lines, but the total
losses within the [realistic] distribution network will be reduced as long as
the total DG production is less than approximately twice the total load in the
distribution network.

If the DG production is larger than approximately twice the total load in the distri-
bution network, the losses in the distribution network will be larger with DG con-
nected than without DG. In addition, it should be noted that a power losstied

in the distribution network entails a loss reduction in the transmission network.

Voltage Control

The voltage level in a distribution network must be kept within a certain raasye,
some power system equipment and customer applications function onlylgribpe
the voltage is maintained within this range. The voltage range for normaltapera
is defined in different national and international standards.

In a distribution system voltage fluctuations occur when the load currem flo
ing through the resistive and reactive impedances of the lines variesvoltage
variations in distribution networks without DG are caused by the variatiotiseof
active and reactive load in the distribution network over time. The fluctuations
are generally larger towards the end of the line, due to the high impedaxiig of
tribution lines. Also, the voltage fluctuations are more expressed if the load is
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concentrated near the end of the (radial) system. Practically, for typataibd-
tion lines the distance before the voltage drop exceeds the allowable fluotagtio
rated current is only a few km. However, a line is normally not designedédcabg
at such loading levels. An in-depth analytical discussion of the impact 0bBDG
the voltage profile in LV networks can be found in [32].

Traditionally, voltage control in distribution networks is performed in two ways

1. The control of the source voltage at the network substation by using tap
changing transformers and;

2. The control of the reactive power throughout the system, by usingtsh
capacitors/shunt reactors [this is very seldom done in distribution nesjyork
series capacitors, synchronous condenser or Static VAr Compe(SH(O).

DG can influence the voltage variations in two ways:

(i) DG is operated in correlation with the local load requirements, meaning when-
ever the local load in the distribution network increases, the DG production in
creased as well, and vise versa. In this case, DG contributes to thdioedafche
variations between the maximum and minimum voltage levels, compared to the
situation without DG. This mode of DG operation provides no challenges to the
traditional voltage control approach. This situation was thoroughly inasiiy

in [77]. This DG control mode is well suited for photovoltaic distributed ganer
tors, if the local loading [e.qg., air conditioning equipment] is naturally corrdlate
to the solar radiation and thus the power output of the photovoltaic cells.

(i) DG power output is controlled independently of the local loading of tha.are
This control mode is implemented if DG operation follows price signals, which
might or might not correspond to the local load variations, or DG follows tiaéd-a
ability of natural resources, like solar or wind power. In this case, DG tragh
versely affect the voltage control functionality of the network by indreashe
variations between the maximum and minimum voltage level, compared to a situa-
tion without DG, since the minimum voltage level could remain (usually at a high
load, no DG situation) but the maximum voltage level could increase, e.g. in low
load situations with DG operating at maximum production and at a unity power
factor. Generally speaking, DG can provide some challenges to the tradlition
voltage control. For example, during a high load situation in the hypothetital ne
work shown in Fig. 8.1, the tap changing transformer (not shown) authstation
would increase the source voltage to keep the voltage at the end of theblirsgs; (

and busBg) within the required voltage range. Now with a large DG unit atBgs

but no DG at bus,, the voltage at buBg is raised due to DG and might reach the
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overvoltage limits, while the voltage at bBg could reach the lower voltage limits

due to the high load. The traditional operation approach of tap changing-tra
former at the substation is not suitable for such situation, as it assumes a similar
voltage drop on all lines downstream from the transformer.

One simple approach to solve this problem is to reduce the power output of the
DG unit. This solution will be the most economic solution for the network operator
but probably not for the DG owner. In case of intermittent renewableggion,
particular wind power, there is a low likelihood that the maximum availability of
the natural resources, e.g. very high wind speeds, correlates witHoveroad
situation. On the Swedish island of Gotland, for example, such a situatiomsoccu
around 10 hours per year. Another, more costly solution would be thdlatista
of a more intelligent and flexible voltage control scheme within the distribution
system, based on substation automation and modern communication technology.
This technology would allow sensing the voltage level at different pointsen th
network, usually at the end of different lines. Hence, the tap charegtng at
the substation could be dynamically adjusted according to the input data feom th
measurements. In addition, if the applied DG technology has the capability of dy
namically changing the power factor it could be used to locally control thegmlta
The aim would be to keep the voltage variations in the distribution network within
tolerable limits. This is already done within some wind power projects, where
the power electronic converter is used for dynamic voltage control in the-dis
bution system [31]. In general, DG technologies using either a powetr@hézs
converter [114] or a synchronous generator could be used fandigrvoltage con-
trol. The approach, however, is rather seldom used—the author is wahe @f 3
projects worldwide—due to the following two reasons:

(i) Interconnection rules usually do not allow an active participation in thé&ralon

of the distribution network. This might change with the new IEEE Standard for
Distributed Resources Interconnected with Electric Power Systems, whicin-is
rently under discussion. A change of the interconnection rules still legpes
guestions: What is the economic value of dynamic voltage control with DG, or
in other words: How much must the network operator pay the DG operator fo
the voltage control service. In most projects where DG current prexdgiaamic
voltage control, the service was requested by the network operator.

(ii) If DG provides active voltage control the remaining voltage control syste
for example tap changer or capacitor banks, might have to be coordiwéted
the DG voltage control system to avoid voltage hunting. Voltage controltsdsu
fast change of voltage level in the distribution system due to interaction betwe
different voltage control systems. The coordination between the diffexdtage
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control systems could be done with the help of modern communication systems.

Power Quality

When discussing the impact of DG on power quality, there are typically two major
concerns, namely, voltage flicker and harmonics.

Voltage Flicker

As defined in [37], voltage flicker is an impression of unsteadiness oalian-
sation induced by a light stimulus whose luminance or spectral distribution fluc-
tuates with time. In distribution networks the most common cause of flicker is a
rapid variation of load current. However, not only load variations célicder, but

also DG can directly or indirectly contribute to voltage flicker. The main caokes
flicker are

(i) Starting of a large DG unit
(ii) Sudden and large variations of the output of DG

(iii) Interactions between DG and the voltage controlling equipment of the feeder

Voltage flicker mitigation method and its effectiveness depend on many factdrs
can be quite complicated. If the rating of DG is significant and the output ofsDG
subject to frequent and significant change, then voltage flicker masltd®yfsome
customers. The simplest mitigation method in such a case would be to require the
owner of DG to reduce the number of DG starts and/or large variation oiiipeio
power. If DG is interfaced with the grid via a converter, then reductioriartiag
currents is relatively easy to accomplish. In particular, wind farms hage been

as potential cause of voltage flicker due to wind speed variations or pmvtieut
variation due to passage of the wind turbine blades through the towervghado
However, the design of modern wind turbines has been changed sudarte
variations of the output power within a short time period can be effectiwalidad
(variable speed).

Harmonics

It is widely recognized that the presence of nonlinear components oémpeys-
tems, e.g., power converters or saturated transformers, manifests irpteragmce
of harmonics [37]. The presence of harmonics in a power system isinadke for
a number of reasons, some of which are:
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(i) Harmonics increase power loss in both utility and customer equipment

(i) Sometimes harmonics may provoke malfunctioning of sensitive load or control
equipment [86]

(iif) Harmonics having significant magnitudes can cause a reduction of lifetime of
motors, transformers, capacitor banks, and some other equipment.

Power electronic devices, as used for DG, might cause harmonics. Tdw-ma
tude and the order of harmonic currents injected by dc/ac converteendiem

the technology of the converter and the mode of its operation. For example, a
forced-commutated converter with pulse-width-modulation operated in the linea
range, will introduce only harmonics in the range of high frequenciesat.and/or
around multiples of the carrier frequency [85]. Recent advancesmitsaductor
technology (e.g. IGBT’s) allow the use of higher carrier frequencidsch, for
example, allows the generation of quite clean current waveform in complitnt

the IEEE 519 standard. IGBT based converter are used for many D@dlegies.

It can therefore be concluded that modern high power electronicsdkgyncan

be used to solve the relevant power quality phenomena associated with DG.

Voltage Sags

Theoretically, distributed generation based on power converters caselleto re-
duce the depth of voltage sags. In this case, the converter must adiadis &/Ar
compensator or dynamic voltage restorer. In principle, power electronigecter

can be designed to operate in those modes; however, presently mostribf dis
uted generation converters seem to be incapable of performing this tas#sié
requirement is that the distributed generation system has sufficientityapamm-
pensate for the utility voltage reduction and maintain acceptable voltage level fo
the duration of the voltage sag. As is stated in [37], the improvement of pmvedr

ity in respect to voltage sags by using distributed generation is “a gootiduario
consider in the future”. In quasi-stationary operation the qualitative ingfadis-
tributed generation on voltage magnitude is practically indistinguishable fram tha
of a large [negative] load. Indeed, switching of a large load caudesyeomagni-
tude variations, which is similar to the effect that DG output power variatien ha
The output power variations of a large load and a distributed generatoingfiliz
renewable energy source e.g. wind or solar energy are subject taddiseasonal
variations. On the other hand, in many respects DG affects power qualitye of
grid in a very specific way. For example, the owner of a distributed gasrera

if the DG technology allows—has full control of the output power and valtag
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Table 8.2: Fault currents levels of some DG [21].
| Type of generator Fault currents, [%] of the rated currgnt
Inverter 100- 400
Separately excited SG First few cycles: 500000

Permanent: 2006 400
Induction generator or self  First few cycles: 560000
excited SG Permanent: nearly O

magnitude of DG. This is different from the situation with large loads which are
often controlled by industrial processes. Furthermore, the installatioevefoad
never improves the quality of electric power, while DG has the ability to reduce th
harmonic contamination of the current/voltage wave shapes thus enhaoeieg p
quality. Therefore comparing the impact of a distributed generator andidba

ing comparable ratings, it can be concluded that in general the impact @rDG
quality of electric power should be more positive than that of the equivkdadt

Change in Short Circuit Power

The distribution power systems are designed and built to withstand certaimather
and mechanical stresses in both normal and emergency states. Thacerete
DG changes the designed regimes of operation of the grid, which alsiésrasu

an increase of fault current levels. Quantitatively the impact on the fauiects
depends on the capacity/penetration of DG and the DG technology depbged
tailed assessment of the impact that DG might have on the fault currentsyis ver
challenging as the impact largely depends upon a number or factors, eogeiits
ation mode, interface of the DG, system voltage prior to the fault, and some othe
Table 8.2 provides a qualitative estimation of fault currents for synclumamd
asynchronous generators, as well as inverters. The values giviee fable only
apply to faults at the terminals of the respective generator. As the impedénce
distribution lines is high compared to that of transmission lines, the fault dsrren
will decrease rapidly with distance from the distributed generator.

It should be noted that those DG technologies which do not posseggyener
storage devices, e.g., storage of kinetic or potential or chemical energyable
to essentially contribute to short circuit power. A photovoltaic element without
battery is one such typical example.
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Protection System

By definition, protective relays and systems are power system compomieicts
should “operate the correct circuit breakers so as to disconnecttiomlfaulty
equipment from the system as quickly as possible, thus minimizing the trouble and
damage caused by faults when they do occur” [125]. There are a muhbewer
system protection devices whose functionality ranges from overdupretection

to bus-zone protection [17]. The section will focus on overcurreotgation, the
most commonly used protection in distribution systems. As mentioned before, the
power flow in distribution systems is usually in one direction-from the source to
the customers. Correspondingly, the protection schemes of distributiinissage
designed for this mode of operation. The presence of DG may alter the gypaflo

the distribution grid and the pattern of the power flow. Depending on thechar
teristics of DG (its rated power, technology used, mode of operation), tadido

of DG and network configuration, the impact of DG on the overcurreotegr

tion may vary. To exemplify the statement, consider the distribution grid shown in
Fig. 8.1. Normally, the protection of power systems is tuned in such a wayrihat o
faulted parts of the system are isolated at a fault. This tuning is termed “pootec
coordination.” Suppose now that all the DG units is disconnected fromride g
and a fault located @ occurs on the system, see Fig. 8.1. The overcurrent pro-
tection coordination assures that the protection deRigesacts, thereby avoiding
much interruption of power delivery to the other customers. Alternativapypese

that DG is now connected to the grid. Clearly, under some operating corglition
the power on the lines may flow either downstream or upstream. This has cer-
tain implications on the operation of the protection schemes. Assume again a fault
located atB. Then the short circuit current flowing through the protection device
P; is greater than that of the devi€. On the other hand, if a fault located At

is encountered, the fault current Bf is greater than the current flowing through
devicePs. This example clearly indicates that DG will certainly impact the protec-
tion scheme of the distribution grid. More examples similar to this can be found
in [44]. There are at least two solutions to the problem described al#gwear-

ently, the simplest solution is to require all DG units be disconnected wherta fau
occurs on the grid. This is the current practice for most DG interconmextlbthe
protection system of DG units are able to detect the fault and rapidly disconn
from the network, DG will not interfere with the normal operation of the prtite
system. Most interconnection standards therefore require discormetlis if a

fault occurs. However, this is not always desired, particular wherpBi&tration

is high in a distribution network. Nowadays, more and more distribution nesvork
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are automated and equipped with SCADA systems. The primary objectivesef the
systems is to improve reliability of the grid, but they can also be helpful in dynamic
coordination of the system protection relays. In brief, a SCADA systemtnaigh
low the coordinated control of the protection system, by analyzing the rdleva
data (system voltages, level of loading, the DG production, etc.) andtimgthe
reclosers/circuit breakers that would isolate the fault without much disticdoto
other customers or unnecessary disconnection of DG.

Reliability

The assessment of impacts that DG might have on the grid is complicated by sev-
eral considerations, including the following ones

e Main application of DG.
e Plans concerning the future development of the grid.
e The technology of DG.

Combination of the aforementioned factors determines the overall impact@at D
can have on the system reliability. Let us examine qualitatively these fadiors.
simplify analysis, let us only consider distributed generators with fully céntro
lable output power. That is, such DGs as photovoltaic arrays or wintheslare

left outside the scope of the analysis. According to [26], there are thede ap-
plications of DG, namely, providing back up power, peak load shavind,na
metering. It can be argued that the impact of DG on the overall systemiligliab
depends on the application. For instance, DG installed with the purposevidgro
back up power will certainly increase the reliability of power supply to the afitic
load it is protecting. However, the positive impact on the reliability of the power
delivery to other customers will be only marginal. Positive impacts that DG can
have on the grid are more expressed when the main aim of the DG is to reduce
the peak power demand. The positive impact originates from the factldvdtie
power is generated and consumed on-site thereby unloading the main feleida

is likely to increase the overall system reliability due to a reduced rate oféailur
on the distribution grid.

The impact of net metering on the overall system reliability can be two-fold.
On the one hand, net metering may contribute to peak load shaving and thus en
hance reliability of power delivery. On the other hand, this application,intle,
causes bidirectional power flows, which under certain circumstancedegaess
reliability of the grid. In addition, the presence of such distributed generatm
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mask the load growth and therefore increase the number of customersaalnich
be affected by power interruption due to a failure of the DG. For instdhaelis-
tributed generator is installed in the middle of a feeder, then at the substatiaf en
the feeder an increase of the load behind the DG may be difficult to re@drtiis
might lead to an increased number of customers affected by a fault oretther fer

the DG itself. In conclusion it can be stated that major impacts that DG can have
on the system reliability is highly dependent on the DG characteristics, gaid ch
acteristics as well as the application of DG. The same DG technology utilized for
different applications will affect system reliability in different ways, garg from

very positive impact (peak load shaving) to quite negative (load growttkingas
changing the load flow pattern). A more detailed treatment of the impact of distrib
uted generation on the power grid and methods useful for quantifying thectmp
can be found in [26]. It must however be stated that “despite thesdatsnfdG
installations on utility distribution systems can nearly always be successfjiy en
neered” [37].

8.5 Network Control and Stability Issues

The following sections will briefly discuss what impact a significant petietraf

DG might have on control and stability of power systems. Within the discussion
about DG and control/stability issue often the question about a critical jp¢ioetr
level of DG emerges. In the author’s opinion, the critical penetration ldveb

not necessarily have to be defined as it will depend on the network dasin
the technology used, if there is actually any critical penetration level for IDG

is sometimes speculated in the literature on DG that distributed generators will
certainly lead to control and stability issues. In what follows an attempt is made
to qualitatively show thain generalsuch a statement cannot be made, at least
for relatively small penetration levels. The discussion in this section echees
conclusions from the previous chapters in this thesis; however, an attemptie

to extrapolate these conclusions to a general multimachine power systems-which
at present—can only be done by performing basic qualitative analysis.

Islanding

A loss-of-main or islanding problem can occur if a circuit breaker in aidigiion
system opens, which could results in an islanding of a DG unit. If the logsair
is not detected by the DG unit, for example due to insufficient fault curtieaDG
unit will continue to operate. If the DG unit is able to match active and reactive
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power of the load in the islanded system precisely, then the islanded sysidun ¢
continue to operate. In this case a safety issue remains, as the netwbnkighaf
assume that the islanded network is not energized. It is, howeveruveeglis-

tic that DG will exactly match the load in the system during the time the circuit
breaker opens, hence large frequency or voltage variations will edwen the DG

unit tries to supply load. Hence, most interconnection rules require afassin
detection system which automatically disconnects the DG unit in case of a loss-
of-main and the unit remains disconnect until the grid is restored. In theQ5R,
recommendations requires that all DG units connected to MV or LV with a rating
greater than 150 kVA have a loss-of-main detection system [63]. Apggrenany
customers have an interest to operate DG in parallel to the network as |ding as
network is available, but if a network outage occurs they would like to ¢pdna

DG unit as emergency power supply or back-up unit. In this case, therd@Gust
disconnect from the main grid and must quickly match the local load demand.

Availability of Relevant Data

When analyzing stability of a power system, both dynamic and transient stability
issues should be addressed in order to numerically assure the projpeliable
operation. Be it dynamic or transient stability study, it is extremely important to
have models of the system reflecting the main dynamical features of the system
with reasonable accuracy. Thus, to obtain reliable results from a stodylt-
mately needs the data of the system components. This implies that the owners of
DG should make all relevant technical characteristics of DG availablee, Hiet

only the static characteristics of the DG unit are important, but also the ¢earac
istics of the main controls such as the governor, voltage regulator, aitdtexc
system of a synchronous generator, etc. should be available.

Dynamic Models of DG Technologies

As the distribution grids are becoming more active their behavior will morerrese
ble that of a transmission network. When the penetration level passetaacer
threshold it will no longer be appropriate to model the distribution networks as
just static loads characterized by the amount of active and reactiver faiey
consumed. Just as in the case of the transmission grid, it will be necéssary
curately model both the distributed generators and their loads in order tesadd
such issues as stability and control of DG resources. The importance ofdd-
eling of the new DG technologies has already been realized by the reseaand
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engineers and resulted in a number of scientific articles reporting the gavethd

of dynamic models of fuel cell systems, microturbines, double fed inductien ma
chines, and generic loads [38,41,72,78,94,115-117, 123, D&pending on the
dynamical phenomena of interest, various models can be used in the aaalysis
simulations; however, it should be noted that presently most of the commercially
available power simulation packages do not have detailed models of sucltbG te
nologies as a fuel cell or doubly-fed induction machines. Therefoesgntly the
system analyst has to face the challenge of modeling various componerdsitwith
relying on the availability of well-established models. If for some reason toaly
modeling is inaccurate or infeasible, alternative ways of obtaining reliablelmod
should be sought. One such solution is to apply a system identification teehniqu
System identification techniques have proven useful and robust naitets for
obtaining reliable models of dynamical systems in various fields of modern en-
gineering, e.g., biomedicine, signal processing, aerospace industrgramow
gaining more momentum in power system applications. Certain results have al-
ready been obtained in identification of linear and nonlinear models of &iel ¢
stack and an aggregate industrial load [72], [112]. In conclusionnitbeastated
that the choice of the dynamic model to be used in a particular case strongly de
pends in the nature of the study. That is, when assessing the dynamic stlality
power system, linear models—possibly obtained with the help of a linear identifi-
cation method—will suffice. When a linear system is obtained by linearization of
a nonlinear model, an explicit assumption is made on the magnitude of deviations
of the system’s states from an equilibrium point-the deviations should be small
for all times. If this assumption is violated, the results from the linearized model
may not be reliable. If this is the case, the use of linear tools becomes a difioice
guestionable value and application of nonlinear techniques should b&lemts

as a viable alternative. When studying transient stability issues in electrierpow
systems, nonlinear models are commonly used [88]. The necessity to magd| po
systems with nonlinear differential equations originates from the followicy fa
When a power system is subjected to a sudden and severe disturbalstaess
(generators shaft angular frequencies, exciter voltages, etc.) m@telsignif-
icantly from the pre-fault steady state. Moreover, a new post-fauliliequm

may be different from the pre-fault, which implies that linear models for anet
post-fault are also different. All these considerations suggest tinditiear system
analysis should be applied to a certain class of power system studiese reer
many nonlinear analysis tools that can be used for stability studies in postensy
applications. One of the most commonly used techniques is the Lyapunov direc
method and its modifications presented in Chapter 4 and [43, 64, 95].
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Change of Short Circuit Capacity

The installation of new distributed generators on the distribution networkspote
tially brings a number of benefits; however, it also may cause some sidgseffe
One of those effects is the increased level of short circuit capacitg®€the
distribution networks. Although sometimes it is desirable to have a high SCC, e.g.,
at the point of connection of the inverter of a line commutated HVDC station or in
the presence of large loads with rapidly varying demands, in generaldtease

of the SCC potentially indicates a problem. The problem is two-fold:

(i) Increased fault currents and
(if) Voltage control issues.

Now these topics will be considered in more detail. To facilitate the exposition,
assume a DG unit has been installed at a bushzran abstract distribution grid.
Prior to the installation of DG, busb@&was a pure PQ node; with the distributed
generator installed it becomes active and produces a certain amounerf gba
constant power factor. Suppose a fault occurred in a neighboifdndsbarA. As
Tab. 8.2 suggests, during a fault a distributed generator can inject inttiar
fault currents of a magnitude ten times greater than its rated current. Suehtsu
can cause two types of problems: thermal and mechanical stress to tta. busb
It is well known that the mechanical force acting on a busbar during & iau
proportional to the square of the fault current. In addition to the mecHhastiess
under faulted conditions the busbar will also be exposed to thermal sirbigs)
can also cause damage to the busbar. Another issue to be addressaukiction
with the increase of SCC is the voltage control problem. If the voltaga af
steady state is 1 p.u., then after a sudden load level reduction the voltageighf
increase beyond the desirable limits. The presence of shunt capanitéos fiters
installed to compensate for the reactive power or harmonics absorptioruntiagrf
worsen the situation. We would like however to mention that so far only thetwors
case scenarios have been considered. In reality the situation might abriédlys
severe. That is, normally low voltage lines and cables do have resistalues of
a comparable magnitude with that of the reactance. Thus, the relative inggedan
[Q/km] of the distribution lines is greater than that of transmission lines. Therefor
the fault currents will quickly dwindle as the distance betwéeand the fault
increases causing less or no damaga.to

It should be noticed that the overwhelming majority (up to 70-80%) of the
faults are one-phase-to ground and are of temporary characteh albirreduces
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the severity of the impact that the fault currents havefonFinally, it is worth
mentioning that the fault currents heavily depend in the grounding of bottlishe
tributed generator and distribution grid. Among the positive sides of andsetk
SCC is the fact thah becomes a more stiff voltage source thus reducing the mag-
nitude of voltage sags caused by a remote earth fault or switching of lasgbyn
loads.

Inertia Constant

As was already discussed in Section 8.3, presently there are availabtaleenu
of various DG technologies which might differ significantly from a conveardio
synchronous generator in many respects. For instance, some distgeatemtors
are interfaced with the grid via a converter, which is uncommon for conveaitio
synchronous generators.

It can be argued that when conducting rotor angle stability studies, thesigest
nificant features of new DG units (except those built on SG’s) arecetidamping
and low inertia constants. In extreme cases, e.g., fuel cell systems, ttie aoer
stant is undefined. To elucidate the latter statement, let us consider amyoghr
generator. The swing equation for the generator is shown below:

2H %5
w dt2
whered, Ty, andTe are the rotor angle, mechanical torque of the turbine, and
the electrical torque produced by the generator, respectively. TaetiguH =
JOP, pase/ Praseis termed the inertia constant and is related to the kinetic energy of
the rotating mass of the generator [88]. Clearly, this definition does ndy &pp
systems without rotating masses. Let us now assess implications that réukereed
tia constants have on the rotor angle stability of the power system. As an example
a wind turbine having light rotor and relatively large installed capacity is aedly
For this purpose the swing equation can be rewritten in per unit as

= Tm - Te(67 5)7

2H d?5

EF - -I-m7pu—-|-e7pu(67 5)

Assume now that a solid three-phase short circuit has occurred atrthieaés of

the wind turbine, i.e.Tg pu = 0. Then the critical clearing time can be calculated as
follows

46 H

o Tm,pu.

ter =
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Thus, as the ratiél /T py decreases, so does the critical clearing tigneThere-
fore, in order to preserve stability of the wind turbine, the protection sybtesrio
isolate the fault faster compared to the case of an equivalent synclsrgeaerator
having the same rating. It should however be noted that the low inertia ctmefa
new DG technologies also impact such an important quantity of the powensyste
as frequency. To show this, we postulate that DG units which do not utilize the
conversion of mechanical energy into electrical have zero inertia agngtan the
ratio
>k Hk
3 Tmpuj

decreases as the penetration level increases and a fraction of theinstalied
DG consists of “massless” generators such as, for example, fuel Theitsimplies
that when a contingency occurs on the power system which leads to thefloss
some conventional generators, the system frequency will experieteeper sag
that would have been shallower had one chosen synchronous tpedmsed DG.
This is evident from the equation

5wy
F = ﬁ (Tm,pu - Te7pu) ’

which indicates that the system frequency will reduce at a greater rage kvis
reduced. It can also be stressed that low inertia constants not ongsegprdif-
ficulties under a fault conditions, but also during normal operation th&aoof
output power of a low-inertia generator is more complicated. This phenameno
has been observed in [135], where a step increase of the output pbaemi-
croturbine caused significant rotor oscillations for approximately 20rgkdl his
type of response can severely affect the ability of microturbines to folbguidr
load variations.

Voltage Stability

Voltage stability of an electric power system can be defined in several dexys
pending on the desirable emphasis: small or large signal stability, possildesca
of instability, etc. For now let the following definition be adopted:

A power system at a given operating state and subject to a given dist@l&nc
voltage stable if voltages near loads approach post-disturbance equitibralues.
The disturbed state is within the region of attraction of the stable post-distaghan
equilibrium.
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In simpler terms, a power system is voltage stable if the voltages of nodes in some
proximity of loads (load centers) following a disturbance approach aepaable
post-disturbance steady state values.

Among the most important factors determining voltage stability of a power sys-
tem are characteristics of the load and voltage control equipment of thenketw
To emphasize the importance of this fact, voltage stability is sometimes referred
to as load stability. Normally, the reactive power component of the load aud re
tive power losses play the major role in causing voltage stability problems. Due
to adverse effects of asynchronous motor and constant energydiadgnsidered
to be especially prone to provoking voltage stability problems [122]. Gépera
speaking, voltage stability is a dynamic phenomenon, which implies that full-scale
modeling of the power system behavior might be needed for rigoroussamaly
voltage stability [96, 130]. In some cases involving slow forms of voltage insta
bility, detailed dynamic analysis is not needed; voltage stability can be adsesse
by adequately modified load flow analysis [96]. For simplicity, in this section
the load response is assumed slow, which allows the use of load flow analysis
for voltage stability studies. As stated earlier in this section, one of the most im-
portant factors affecting voltage stability is the ability of system generation an
transmission to match the reactive power consumption due to the reactivenlbad a
losses [33,84,122]. We thus conjecture that the major impact of DG orgedita-
bility of the grid will be determined by the power angle of the distributed generato
Let us now consider the DG technologies listed in Section 8.3 from the ptinape
of their impact on the grid voltage stability, i.e., their ability to generate reactive
power.

Synchronous generator

Conventional synchronous generators are capable of both gegeaatmbsorbing
reactive power. Therefore, the use of DG's utilizing overexcited Issormous gen-
erators will allow the production of reactive power on-site. The locakgation
of reactive power reduces its import from the feeder, thus reducingsbeciated
losses, and improving the voltage profile. As a consequence, the volegety
is also improved.

P-V curves have been traditionally used as a graphical tool for studyinggeolta
stability in electric power systems. Figure 8.3 shows conceptually the impact of a
synchronous generator on voltage stability of a hypothetic node. Asecaedn in
the figure, the installation of a distributed generatoABfMW shifts the operation
point on the associatdelV curve from pointA to pointB, which results in a raise
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Figure 8.3:P-V curve: Enlargement of voltage stability margin

of the node voltage by the amoutig — Vp and enhanced voltage security: the
stability margin increases fromyg to mpg. An immediate conclusion to be drawn
here is: the installation of a distributed generation will most likely enhance the
voltage stability of the grid as long as the DG rating is smaller than twice the
local loading level. This conclusion has been confirmed by computer simidation
reported in reference [84]. DG interfaced with the grid by self-commutatbeder
electronic converters The utilization of self-commutated converters all®vafal
precise control of the output voltage magnitude and angle. Therefeaetive
power can be either generated or absorbed, depending on the ¢oattel Since
normally the power factor of such a converter is close to unity, no reaativer

is injected in the network; however, the overall impact of the distributedrgéare

on the voltage stability is positive. This is due to the improved voltage profiles as
well as decreased reactive power losses, as the equation belovesugge

(Hoad - I:)DG)Z + (Qload — QDG)2
\VZ

In the expression abovBoad, Qioad, Pba, andQpg are the active and reactive

power of the load and DG, respectivel¥ e is the aggregate reactance of the

line connecting the load to the feeding substation. Note that for simplicity the

resistance of the line is neglected. Clearly, as the active power injecteceby th

distributed generator increases, the reactive power loss decrédaes. positive

Qloss: Xline-
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impact on the voltage stability. Case studies presented in reference it a
significant improvement of transient stability by a fuel cell power plant fated
with a power electronics converter.

Asynchronous generators

An asynchronous generator possesses a number of features thesit mexy suit-

able for DG. Among these features are: relatively inexpensive piitggnificant
maintenance requirements, in addition these motors are robust. On the attier ha
when directly connected to the grid, this type of DG will always consumeiveac
power thus contributing to the factors increasing the probability of encoogte
voltage stability problems. The reactive power consumption of asynchsogen-
erators is normally compensated by shunt capacitor banks. This hoisewely

a partial solution to the voltage stability problem, since a voltage reduction will
decrease the amount of reactive power generated by the capacita, lverile
increasing the reactive power consumption of the asynchronousagenerhere-
fore, there is a risk that instead of supporting the grid at an undervaiagdion

the asynchronous generator will further depress the system voltagemight in
principle trigger a voltage stability problem. There exist however effegtags to
alleviate possible voltage stability problems with asynchronous generatong)y)
installation of a static VAr system or using a self-commutated converter to inter-
face the generator with the grid. As the overwhelming majority of newly installed
asynchronous generators are equipped with a self-commutated powerteo, the
detrimental impact of the induction generator on voltage stability of the network is
to a great extent eliminated. Moreover, the injection of active power esdie
power losses thus further enhancing voltage stability of the grid.

Line Commutated Converters

It is a well-known fact that conventional line commutated converters avean-
sume reactive power. The amount of the consumed reactive power isecas

high as 30% of the rated power of the converter [the number has to bdedoub
checked]. To compensate for tRedemand, capacitor banks are normally installed
on the ac side of the converter. This makes a line commutated converter quali-
tatively equivalent to a directly connected induction generator. Thexetmder
certain circumstances, the presence of such a converter can nggatfieet volt-

age stability. We would like however draw the reader’s attention to the following
chain of facts: the latest achievements in high power electronics whiche@su
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in the advent of relatively inexpensive devices possessing exceldmtital char-
acteristics. Moreover, often the capacities of DG are quite small, which makes
the utilization of advanced power electronics devices economically bemeficia
can therefore be anticipated with certain degree of confidence that iedinéuture
most of the power electronics converters will be self-commutated. In gkiteran
be concluded that the presence of DG does not adversely affecgedtability.
The utilization of asynchronous generators directly connected to theotantjally
cause voltage stability problems; however, the present trends in the rotmirfg

of asynchronous generators indicate that the fraction of convertefaiceel gen-
erators gradually grows, reducing the likelihood of encountering volséajality
related problems. The qualitative analysis performed in this section onlygonc
steady state operation of the tandem DG—distribution network.

On the Quantification of Maximum Penetration Levels

Quantification of the maximum allowable amount of DG that can be connected to
a distribution network without jeopardizing the operation standards is higldg c
specific depending upon the specific circumstances related to the opafatiath
DG and the utility. For instance, one of the key factors is the mode of DG oper-
ation, i.e., if the DG output is following the load variations or not. If DG is not
following the load variations, increasing DG penetration will usually violate volt-
age standards, before reaching any other limitation. In some cases;lireyous
generators are placed in meshed low voltage grids, the short circuitriegét
reach unacceptable levels before voltage standards are violatechicedish both
these issues can be solved by reconfiguration or upgrading of therketwo

In distribution networks already reconfigured for DG, thermal limits on some
lines or substations can be the limiting factors defining the maximum penetration
levels. Some network operators might be willing to except those overloadings
they occur only for a very short time. Some European network operattuglly
accept a 20% overloading of their overhead lines, if the overloadingsisdchy
wind power, as it is expected that the high wind speed at the times of the agterlo
ing will also cool the overhead lines. If overloading is excepted, the rr&tmaoist
be further upgraded or reconfigured. It should be emphasized that,dhfigu-
ration and upgrading of the distribution network is taking into account, virtually
there are only a few technical limitations for the penetration ratio of DG.

With increasing DG penetration ratios, the network will be reconfiguring and
upgrading, thereby becoming more flexible and may be evolving from a LV to a
MV grid system. Hence, the integration of DG into distribution systems becomes
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an economic issue rather than a technical one. There are a few rddlexisting
wind-diesel systems in operation which support this statement. Such system, f
example on Rathlin Island (Northern Island), Froya Island (NorwaylRenham
(Australia) achieve a wind power penetration ratio of up to 100% for greriods

of times and annual average wind penetrations of 70% to 94%, [39, A8]wind-
diesel system in the Australian city of Esperance, for example, suppligsrpo
to around 12000 of its inhabitants. It consists of eight diesel genenaithisa
combined capacity of 14 MW and two wind farms with a combined capacity of 2.4
MW. Itis reported that the system is capable of adequately responditigptimaer
fluctuations, including wind power fluctuation and load fluctuations. At nigfitts

low system loads and high wind speeds, the wind farms provide up to 75% of th
total system load without problems. In average the wind farms suppliesiérou
14% of the system demand, [102].



“In all human affairs there are efforts, and there are results,
and the strength of the effort is the measure of the result”
— J. Allen [16]

Chapter 9

Closure

This chapter recapitulates the main results obtained in the framework of this
project by providing general conclusions and discussions on therigings, which
is followed by suggestions for possible extensions of the work reported dlisthe
sertation.

9.1 Conclusions

he main focus of this project has been placed upon the development of
analytical tools for stability analysis of power systems with large amounts
of distributed generation. The results obtained can be roughly catedorize
into four main groups, namelyi)(transient stability analysisii} voltage collapse
analysis of power systems with intermittent generation and/or stochastic (dgds,
identification of aggregate power system loads, angdesign of robust control
for the enhancement of load following capabilities of solid oxide fuel celledr
power plants.
Along these lines, the main conclusions obtained in this project can be summa-
rized as follows.

Transient Stability

e Numerous attempts were made in order to construct a Lyapunov or Lyapuno
energy-like function for a single asynchronous generator, whiciweler,
did not lead to the discovery of a suitable Lyapunov function. In particular
the Krasovskii method, the Energy Metric algorithm, and the First Intedral o
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Motion failed in synthesizing an energy function for the single asynchusno
generator model [with damping neglected].

The difficulties associated with the construction of a Lyapunov (or efergy
function for a single generator strongly suggest that the constructien of
practical Lyapunov function for a multimachine power system consisting of
both synchronous and asynchronous generators might be a védisngiag

task. The Converse Lyapunov theorems combined with the empirical exis-
tence of a stable equilibrium in such power systems imply that there always
exists a Lyapunov function for the system, e.g., a quadratic Lyapunav fun
tion. However, it is very likely that the use of quadratic Lyapunov funaion

is impractical due to the excessive conservatism of the estimates of the re-
gion of attraction. At present it is not clear if a suitable practical Lyapuno
or energy function can be found for a multimachine power system.

It was demonstrated in this thesis that the use of Extended Invariance Prin-
ciple can yield a family of extended Lyapunov functions that could be used
in the transient stability analysis. In addition, has been demonstrated in the
thesis that there exists an extended Lyapunov function for the threeimeach
power system.

Numerical time-domain simulations of both single asynchronous machine
and the three-machine power systems confirmed that the estimated attraction
regions are reasonable accurate. For instance, for the three-maokiee
system the conservatism amounted to approximatéi$o3

It was observed in the literature that for power systems without asynochso
generators the attraction region estimates obtained with the help of extended
Lyapunov functions are more conservative than the estimates whichreconve
tional energy functions give. Therefore, it is quite likely that for multima-
chine power systems the extended Lyapunov functions might yield attrac-
tion region estimates that are somewhat conservative. However, anpres
the only alternative is to use the extended Lyapunov functions for analyti-
cal stability studies of such power systems, since to date no pure Lyapunov
or energy function has been found for a power system with asynehson
generators.
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Voltage Stability

e The intrinsic intermittent behavior of wind farms has stimulated research in
the area of voltage stability analysis of power system with large amounts of
wind power.

e It was demonstrated in this dissertation that the problems of calculating the
critical loading and the maximal loadability in a power system can be treated
in a stochastic framework, i.e., certain system parameters could be treated as
bounded stochastic parameters.

e Itis known that the problems of calculating the critical loading and the max-
imal loadability can be reduced to certain optimization problems. It has been
proposed in this thesis that these optimization problems can be reformulated
such that the parameters become interval-valued. Then the methods of inter-
val arithmetic could be applied to solve these optimization problems. Thus,
performingoneoptimization, it is possible to determine the setbfvalues
that the critical loading or maximal loadability assume for any combinations
of the uncertain parameters.

e To exemplify the application of the proposed methodology, a simple three-
bus power system was used. For this sample power system the results ob-
tained have been found accurate and nonconservative.

Identification of Aggregate Power System Loads

e Two power system load identification techniques are proposed in this thesis.
The load models are based on well established equations describing the non
linear recovery mechanisms of load. The models are then reformulated in
the framework of stochastic system identification theory.

¢ A linear and nonlinear output error estimators are introduced and adalyze
and generic equations applicable to identification of aggregate models of
power system loads are developed and studied in detail.

e The asymptotic behavior of the estimates is studied by means of numerical
experiments with artificially created data, demonstrating that the estimates
are asymptotically unbiased for the nonlinear load model and their variance
attains the Cragr-Rao lower bound.
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e To avoid numerical problems associated with possible multiple minima of
the objective function, a global minimization technique was utilized.

e The load identification techniques were applied in order to identify the load
of a paper mill. Field measurements taken and linear and nonlinear load
models were accurately identified.

Robust Controller Design

e The load following capabilities of a solid oxide fuel cell-driven power plant
were explored by means of numerical experiments. It was found that aux
iliary control could improve the load following functionality of the SOFC
plant.

e To enhance these load following capabilities, a robust two-degreeefidm
I controller was designed.

¢ Nonlinear dynamic simulations were used in order to verify the performance
of the compensated SOFC power plant. It appeared that the robusilEmtr
was capable of improving the set point tracking of the plant and significantly
enhanced rejection of disturbances acting on the plant.

General Discussion on the Impact of DG on the Utility

The DG technologies were qualitatively analyzed and their impact on therpowe
system was discussed. Here, such questions as the impact on the vohi&oé ¢
inertia constants, power quality, fault current levels, protection syskmability,

and stability were studied.

Based on the discussion, it can be concluded that the impact of DG depend
the penetration level of DG in the distribution network as well as on the typéof D
technology. If DG is properly sized, sited and selected in terms of techyditog
can clearly provide benefits to control, operation and stability of the poysteis.

9.2 Suggestions for Future Work

Transient Stability

In the future work the following issues should be addressed
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e Using the extended Lyapunov function for the three-machine powermsyste
considered in this thesis, it would be interesting to study analytically the
impact that asynchronous generators have on the dynamic perforrofance
the power system. From such a study more insights could be gained about
the role of asynchronous generators in providing additional damping.

e Generalization of the results obtained in this chapter to a multi-machine
power system.

e Estimation of the conservatism of the estimates of the domain of attraction
provided by the EIP for multimachine power systems.

Voltage Stability

e Application of the methodology described in this dissertation to larger power
systems.

e Rigorous evaluation of the numerical properties of the interval optimization.
e Analysis of the conservatism of the enclosures

e Convergence analysis of the proposed method for voltage collapsesianaly
of large-scale power systems.






“Pure mathematics is, in its way,
the poetry of logical ideas.”
— A. Einstein

Appendix A

Interval Arithmetics

9

N, .ne of the most natural and convenient ways to analyze sets of numbers is
to use interval arithmetic. The key concept of interval arithmetics is that of
“an interval. An intervalx| is unambiguously defined as a closed connected
set of reals [52], i.e.,

X ={xeR|x<x<x} IR (A1)

In the equation aboves andx stand for the lower and upper bound of the inter-
val [x], respectively. In this Appendix, we enclose all interval variables irasgu
brackets to distinguish them from the real numbers. Many of the main opesatio
from real analysis can be readily extended to interval arithmetic. For irestéor
two intervals[x] = [x,X] and[y] = [y,Y] the operations of summation, subtraction,
and multiplication are defined as

X +[y] = [X+y,X+Y] (A.2)
X =[y] = [x-y,X-Y] (A3)

[X] - [y] = [min{xy,xy,Xy,Xy},
max{xy, Xy, Xy, Xy}| (A.4)

Division of two intervals is defined in a slightly different way

X/Iyl = [X-[1/y,1/y],if O & [y].

In addition to the basic arithmetic operations, several new operators arglined,
e.g., the width and midpoint of an interval:

(i) = XX

X = mid([X]) =
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It is worthwhile noticing thatv([x]) can be viewed as a norm in the spdée
however, it is only a seminorm, sinegé) = 0,V¢ € R. As can be easily verified
by direct inspection of (A.2)—(A.4)x] — [x] # 0,V[x] : w([x]) # 0.

The concepts of interval vectors and operations on them are triviallypeste
from the real analysis, i.e., an interval vecfrf € IR" is defined as a Cartesian
product of intervalgx;]

X] = Dl x gl -+ x il (A5)

E1x) = (&pal) x (€Dl x -+ x (Epxn)). € € R, (A6)

1 = 3 bl (A7)
=1

Interval matrix operations are defined similarly to the operations on real @stric
Finally, an interval-valued functiof is defined as follows

f(Ix]) ={f(&) [ & € XN dom(f)}, (A-8)

where ‘dom()’ designates the domain &t
Using the interval operations introduced in this section, the properties of the
setsQ andQ, can be readily studied.



Appendix B

Some Mathematical Facts

B.1 Linear Algebra

=4

1. XHx >0,V x.
2. If Ajis an eigenvalue dfl, thenA; > 0,V i.
3. All leading minordVik of H are positive definite (Sylvester’s criterion).

If matrix H is negative definite, i.eKl < 0, the opposite to facts 1 — 3 holds.
For positive semidefinitel 3= 0, the strict inequalities in facts 1 — 3 are relaxed.

Assume thaH hasn distinct eigenvalue$A; }'!. Then there exists a nonsingular
matrix T : TIHT = A, whereA = diag(A1,A2,..., Ap).

Suppose thaftl is symmetric, i.e.H = H’. Then,A; € R,V i. Let us order the
real eigenvalues dfl such thatA; > A, > --- > A,. Then, for allx, the following
inequalities hold

Aalix[z < XHx (B.1)
XHx < AqX|3. (B.2)

The trace operator of a matrix is defined as the sum of the diagonal elerhémds o

matrix, i.e.,
n

TraceH = Z hik
K=1
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B.2 Calculus

Differentiation of quadratic forms

Consider the quadratic forap= 1/2xX'Qx Differentiation ofq with respect to the
argument is done as is shown below.

aq 19(XQx)

X 2 9x
_1fox 0Qx
= 3 EQX—F(X’@M) P
1
= E(Q‘FQ/)X. (83)

In the special cas® = Q', the derivativedq/dx simplifies toQx.

Line integral independent of path

Consider the vector-valued functiohe C! in some domairD. Then, the line

integral
/ f(x)dx
r

is path independent iff:
e f =[0F, whereF is some function, or

e curlf =0, assuming thaD is simply connected.

Taylor series expansion

Consider the vector-valued functidne C" in some domairD € R™. Then, inD,
f can be approximated by a Taylor series expanded arourglanfollows.

n o1
f )~y = (8D)Kf|x, B.4
(X0+9) k;k!( )l (B.4)

where(&'0)K denotes an operator that acts fx) k times. O f is often referred to
as the Jacobian df, while 0?f is known as the Hessian d¢f If it is known that
(B.4) exists and thatd || is small, tharf (xo+ &) can be satisfactorily approximated
by the sumf (Xg) + 8’'Of|x,. This procedure of truncating the higher order terms is
commonly termed linearization.



Appendix C
Linearized Model of SOFC

—1.336 6459-10° —-379934 969-10° 0

0 0 0 0 Q2
A= 0 0 —0.013 0 0
0 0 0 —-3.10% 0.175
0 0 0 0 -0.2

18.87 374 2996

0 0 0

B= 0 0 0

0 0 0

0 0 0

C=[39-10° 2156 -1.268 3235 O]
D=0

The numerical values of the system parameters can be found in Table35]1 [1
The rated voltage of the fuel cell is equal to 388 under rated power output. In
this model it is assumed that the fuel cell inverter was operated at a unitgrpow
factor.
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Table C.1: Parameters in SOFC plant model

| Parameter Representation Value |
Pate Rated power 10@W
Pet Active power reference 100N
T Absolute temperature 1283
F Faraday’s constant 964&7mol
R Universal gas constant 834 kmol K)
Eo Ideal standard potential 1.18
No Number of cells in the stack 384
K ConstantK, = No/4F 0.996x 106 kmol/(s A)
Umax Maximum fuel utilization 0.9
Umin Minimum fuel utilization 0.8
Uopt Optimal fuel utilization 0.85
KH, Valve molar constant for hydrogen .48x 10~4 kmol(s atm)
Kh,0 Valve molar constant for water @1 x 10~* kmol(s atm)
Ko, Valve molar constant for oxygen .52 x 10~4 kmol(s atm)
TH, Response time for hydrogen 261
TH,0 Response time for water 78s3
To, Response time for oxygen 2.81
r Ohmic losses azeQ
Te Electrical response time 08
T¢ Fuel processor response time s5
4o Ratio of hydrogen to oxygen 145
cosp Power factor 10
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