MP202: Mechanics

Brian Dolan

1. Newton’s Laws of Motion

I. Any massive object maintains a state of uniform motion unless acted on by a force.

II. A force, F, applied to any object changes its momentum, p, at a rate

dp
F=—. 1
o (1)

III. To every action there is an equal and opposite reaction.

I. Newton’s first law was in fact found by Galileo Galilei and it is often called Galileo’s
Lay of Inertia. At first sight it may look as though it is just a special case of the second
law when F = 0, but there are two important aspects to it. Firstly it is not at all obvious
unless friction is eliminated, and this was Galileo’s insight: once we realise that friction
itself is a force we can include friction among the forces on the left hand side of (1) and in
this sense Newton’s first law is a special case of the second law.

A second, more important point, is that Newton’s first Law is only true in a non-
accelerating reference frame. If we do experiments in a train running on a smooth track
with blinds on the windows then Newton’s first law would not hold inside the train when
it is accelerating, either changing its speed or going round corners at constant speed.
There are ‘funny’ forces in accelerating reference frames e.g. centrifugal force in a rotating
reference frame. Such forces are only due to the observer’s motion and are not considered
to be dynamical, they are often called ‘fictitious forces’ or ‘pseudo-forces’. A reference
frame which is not accelerating is called an inertial reference frame — because it is a
reference frame in which Galileo’s law of inertia holds true. From a modern perspective
Newton’s first Law should be viewed as stating that inertial reference frames occupy a very
special place in the theory of mechanics.

II. Newton’s second law is perhaps better known in the form when the momentum is
written as p = mv, with m the mass and v the velocity of the object. Then, provided the
mass is constant, we have

F =ma,

where a = Z{l—;’ is the acceleration. But this is only correct for constant mass, the form (1)

is more general and is applicable even if the mass changes with time, e.g. a rocket using
fuel at such a rate that its mass decreases significantly as it accelerates upward.
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If there is more than one force acting on m then we should add them together using
the rules of vector addition and the force F appearing in Newton’s second law is the vector
sum of all the separate forces acting on m.

The true power of Newton’s second law only comes to the fore when we know some-
thing about F. The forces on a mass m can depend on the position and velocity of the
mass (e.g. friction depends on velocity), as well as explicitly on time. If the position of
the object as a function of time is denoted by r(t) then, if we know the explicit form of F
as a function of r, v = r,* and ¢, then Newton’s second law, for constant m, is

F(r,r, t) = m¥, (2)

which is a differential equation for r as a function of time.

An example is the equation governing the motion of two masses, m; and mo, attract-
ing each other gravitationally due to Newton’s other famous law — his universal law of
gravitation. In this case F is independent of velocity and depends only on the separation
r between the two masses, as an inverse square,

F(I‘) _ _Gmlmgf _ _Gmlmgr,

r2 3

where # = r/r is a unit vector in the direction r and G = 6.67 x 10711 kg7 tm3s72 is

Newton’s universal constant of gravitation. If m; >> my then we can consider m; to be
fixed in space and choose our origin to coincide with the position of my, then r is just the
position vector of my and its acceleration is 1 so, applying Newton’s second law to mo, we

get
. Gmims
mel = —=—"3%3
r
We shall see many other examples of (2) in the following.
Note that if we use a (non-accelerating) reference frame in which r is the position
vector of a point mass then we can transfer to a different reference frame, moving with

velocity —u relative to the first, and the position vector in the new reference frame will be
r =r+ ut.
The velocity of the mass in the new reference frame is
P =rF+ut+u

and its acceleration is
¥ =i+ it + 20,

The accelerations are equal, ¥’ = ¥, for all ¢ if and only if 1 = u = 0, i.e. if and only if u
is a constant. In other words the accelerations are equal if and only if the new reference
frame is also non-accelerating. If we transfer to an accelerating reference frame then u

* We shall often denote time derivatives with dots, so v =1 = % and a=v =r.
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must necessarily become a function of time, it is necessarily the case that ¥’ # ¥, and
Newton’s second law will look different in the two references frames. Provided we stick to
non-accelerating reference frames then # = ¥’ and the right hand side of Newton’s second
law (2) is the same in all non-accelerating reference frames. Using an accelerating (e.g.
a rotating reference frame) is not forbidden but it complicates Newton’s second law and
usually makes the analysis more tricky.

III. Newton’s third law is often illustrated by considering someone stepping out of a
small boat at a quay side. If the boat is not tied up and you put one leg on the quay side
and push with the other to try and step onto the quay, watch out!

However in other situations Newton’s third law is not always so obvious. Consider a
planet orbiting the Sun. The Sun exerts a gravitational force on the planet and Newton’s
third law states that the planet must exert an equal and opposite force on the Sun. This
force is in a line between the Sun and the planet but, as the planet is moving this line
is rotating. Since it takes a finite time for any physical effect to pass between the planet
and the Sun, due to the finite speed of light and Einstein’s Special Theory of Relativity,’
information about the planet’s position always arrives at the Sun late. If the planet is a
distance R from the Sun and c is the speed of light, no physical effect due to the planet
can possibly influence the Sun in less than a time ¢t = R/c. Is the force on the Sun due to
the planet in the direction of where the planet is now or where it was at a time t = R/c
earlier?” Answers to questions like this lie in the dynamical theory of gravity, developed by
Einstein at the beginning of the 20th century and called the General Theory of Relativity.
The answer is very surprising — the very notion of time is different for the planet and the
Sun! However the speed of light is so large that, in everyday circumstances over distances
that are not too large we can ignore such effects and treat the gravitational force as being
instantaneous — an approximation known as “action at a distance”.

Most of this course will be dedicated to solving Newton’s second law for various kinds
of common forces and we shall ignore the subtleties of General Relativity.

2. One Dimensional Motion

2.1 Forces which depend only on time.

We shall start with a class of problems where F(¢) is independent of the position and
velocity of the mass m. This class of problems is perhaps the simplest because we can just
try to integrate Newton’s second law directly.

For motion in one dimension we can label the position of the mass m by a single
co-ordinate x and suppose the particle moves along a straight line. The position of m will
in general be a function of time: z(t), e.g. x could be increasing when m moves to the
right and decreasing when m moves to the left along the line. The velocity is v(t) = &(t),
which can be positive or negative depending on the direction of motion of m. Newton’s
second law is then

mi = F(t),

T The importance of inertial reference frames is central to Special Relativity — the
theory is formulated in the class of inertial reference frames.
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where the force only has one component and is a given function of time. For example if
F(t) = const then m& = F and & = 0, so the acceleration

F
=) = — 3
a="7v — (3)
is a constant and
v _ =  wt)=at+C
7 =aq v(t) =a

where C' is a constant. Setting ¢ = 0 we see that C = v(0), the initial velocity of m.
To save writing we shall denote the initial velocity by v(0) = vy (which could be either
positive or negative, depending on the initial direction of m’s motion), so

v(t) = at + v
changes linearly with time. What we have done here is to integrate equation (3),

,_dv

t t
0 =a = v(t):/adt—i-voza/ dt +vo = at + vy
0 0

==
and vy is a constant of integration. We can integrate again to get x(t),

d t 1
U(t) — d—:: =at + vy = .CC(t) = /O (at + Uo) dt + To = §at2 + vot + xg,

where z( is a second constant of integration, xg = x(0), which is the initial position of m
at t = 0.

More generally, if F'(t) is some given non-trivial function of ¢ (that is less trivial than
the simple case of being just a constant, independent of ¢) we can try to integrate the
equation

DO s = [TOu = L pwaa
0 mJo

dt ~ m m

and, provided the integral fg F(t)dt can be evaluated for the given function F(t), we can
evaluate v(t). Once we have v(t) explicitly then we can try the next step and evaluate
z(t) = fg v(t)dt + xg. For example suppose F'(t) = At + B, with A and B constants, is a

linear function. Then 1

v(t) = §At2 + Bt + g
is quadratic and
1 1
z(t) = 6At?’ + §Bt2 + vot + T

is cubic.



2.2 Forces which depend only on velocity

As a second illustration of the use of Newton’s second law, consider the case of a mass
m moving through a fluid, eg. air or water, subject to a frictional force which opposes its
motion.

The velocity is v(t) = #(t), which can be positive or negative depending on the
direction of motion of m. For small speeds it usually a good approximation to take the
frictional force to be proportional to the speed, Fpiction = —c = —cv, where c is a

constant (called the co-efficient of friction). Then Newton’s second law reads
mi = —c& = mv = —cuv.

The sign is important here: if m is moving to the right, @ is positive and the frictional
force must oppose the motion, i.e. it must be negative; if m is moving to the left, & is
negative and the frictional force must be positive. Hence ¢ must be positive, otherwise m
would accelerate in the same direction as it is moving, which is nonsense. Friction always
makes objects decelerate, F't iction must always have the opposite sign to that of v. Note
that if v is ever zero then v is also zero and so v does not change with time and it stays
zero, but if v # 0, then it necessarily must change and the speed decreases.

The equation mv = —cwv is easy to solve for the unknown function v(t). We write it
suggestively as

dv

dv
m—=—cv = mdv=—-cvdt = m— = —cdt
dt )

as long as v # 0. Suppose that v > 0 and that the speed starts out as vy at time ¢t = 0,
then integrate both sides to get

v d t
m/ o —c/ dt = m(lnv —Invy) = —ct,
Vo v 0

remembering that m and ¢ are constants and can be taken outside the integrals. Here ‘In’
signifies natural logarithms.* Since Inv — Inwvg = In(v/vy) we have

= v(t) = vg exp (—%t) . (4)

i.e. the velocity decreases exponentially toward zero as time increases.
Having obtained the velocity as a function of time it is now easy to integrate again to
get z(t). Suppose m starts off at ¢ = 0 with speed vy from the point z(, then

dx ct ct
— = g exp <——) = dxr = vy exp <——) dt
m m

A subtle point to remember about problems of this type is that, if v < 0, then
dv __
[ =In|v| —In|uvl.
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and, integrating again,

x t
ct VoM c
/ d.’l?:'l}o/ exp (——) dt = .T—.’,EO:—O— (e_mt_1>
o 0 m C

The z in this last equation is z(t), so

VoM

x(t) = — (1—6_%)4—%. (5)
c
While the velocity tends exponentially to zero but never reaches zero in any finite
time, m only ever travels a finite distance even as t — oo,
vom

.T(t) — X0 t—>—o)o T

Using (4) to eliminate the exponential in (5) we see that the velocity decreases linearly

with x, until it vanishes,
c
=v9g— —(x — x9). 6
o(z) = v — (2~ a0) (©

Notice that as the friction increases (c increases) the distance travelled decreases,
while as the friction decreases (¢ decreases) the distance travelled increases. The constant
c depends on a number of factors: it is greater in water than in air, for example, and even
greater again in treacle. It also depends on the shape of the mass m, for example racing
cars have spoilers on them to reduce air friction.

In this example the force depends only on v and is independent of ¢. For problems of

this kind we can find v(z) directly as follows. Since v = ‘fl—f we can use the Chain Rule for
differentiation to write

dv dv dx dv

m— =m-—— = mu—.

dt dz dt dz

So J J
mv = F(v) & mvd—z = F(v) & m/ Fv(:j) = /dx.
In this case F'(v) = —cwv is linear, so
—E/dv:/daj = —E(U—Uo):l’—xo,
c c

reproducing (6) above.

A slightly more complicated case is when the motion of m is vertical and the ac-
celeration due to gravity must be taken into account. We shall use a co-ordinate y for
vertical motion, reserving x for a horizontal motion when we discuss 2-dimensional prob-
lems later. Measuring y as increasing upwards the force due to gravity is then in the
negative y-direction. In the absence of friction we have

my = —mg (7)
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as the gravitational force is mg downwards. So
) . 1,
y=-yg = y=—gt+uvo = y = —59t" + vol + Yo,

where vy = g(0) is the initial velocity (positive in the upwards direction) and yo = y(0)
the initial height, with y = 0 being ground level.
If m is dropped from a height h, then yg = h and vy = 0, so

1
v(t) = —gt and y(t) =h— §gt2

and m hits the ground when y(t) = 0, that is at time 7" with

2h
T=\ (8)

If m is thrown upwards from ground level, yg = 0, with velocity vy > 0, then

1
y(t) = vot — Sgt° (9)
and the maximum height is reached when % = 0, that is when
v
t = tmaz="0/9 = Ymazr = 2 (10)

The mass m hits the ground again when y(¢) = 0 with ¢ > 0 so, from (9), this happens at
a time T = 2%.

Including air friction equation (7) is modified to
mij = —mg — cy, (11)

with ¢ > 0 so that the frictional force always has the opposite sign to that of y, i.e. it
opposes the motion.

The first thing to notice about equation (11) is that the acceleration vanishes when
y = —mg/c. When the motion is downward with constant velocity, vierm = —mg/c, the
air friction exactly balances the gravitational force and m travels downwards with constant
velocity: |vierm| is known as the terminal velocity of the falling body.

Now we shall solve equation (11), which is a second order differential equation for the
unknown function y(¢). It is simplest to use v = ¢ and write

mv = —mg — cv,

which is a first order differential equation for the unknown function v(t). We can manip-
ulate this equation as

dv

v d t
m— =—-mg—cv = mdv=—(mg+cv)dt = m/ S L —/ dt
dt vy MY + cv 0
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and integrate directly to get

mg + cv c c
In{ ——— | =——t = mg + cv = (mg + cvy) exp (——t) ,
mg + cvg m m

provided v > —"4 between time 0 and time ¢ (this solution works for vy either positive or
negative, provided only that vy > —"2). So

u(t) = (vo—l—@) et — :voe_%t—@ (1—e_ﬁ ) (12)
c c c
mg
., A
t—o0 C

Equation (12) can immediately be integrated to get y(¢):

t mg ¢ c mg t m mg c mg
t)dt = ats —wtdt — =2 | gt = DI (e mt — 1) — 224
) voar= (4 72) et 0 L= < (v B (R 1) -
and , tdy
[ ot = [ ar =y - y(0)
0 o dt

SO
m m _ < m
y(®) = = (vo+22) (1= e ) = i 4y, (13)

where again yo = y(0).
For example if m is dropped from an initial height A, then yo = h and vg = 0, giving

m c
(t) = -2 (1 — e t)
c
and )
m-g —cy mg
t) = 1—e mt) — —Zt+h.
y(t) = —5 (L—e ') — ==t +
Initially, when ¢ << m/c, we can approximate e mt a1l — —t+ %;—th and
L o
v(t) = —gt,  y(t)=h—Sgt%,

so the motion starts out as if there was no air friction, because the velocity is initially zero
and takes time to build up to a point where air friction becomes important.
At late times, when ¢ >> m/c the exponential is negligible so

t+h,

2
m-g mg
y(t)%—g_T

c
and m falls with terminal velocity as if it had been dropped from a higher point h + mc—:;g.
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The mass m will hit the ground at a time 7' given by

2

m-g _c mg
0= 02 (1—6’ mT)—TT-i-h
SO L
M aT
T_mg—|— C(l e ) (14)

We cannot get T'(h) in closed form, but if % >> 1 then we can ignore the exponential,

because it is negligible, and

roChm

mg

At the other extreme, if % << 1, we can expand the exponential as

2
c t 1 t
Q_Etzl_c__i__(C_) +
m  2\m
and in this case (14) gives

h T 1/c\2 h 1
T:c_+m{1_(1_c_+_<c_) +...)}ZC_+T__£T2_|_...,
m

mg c 2\m mg 2m
L g _legs
mg 2m

2h
= I
mg 2m g

which is the answer we got before (8), when we analysed the case with no friction (¢ = 0).
If m is thrown upwards from ground level at ¢ = 0, with initial speed vy > 0, it reaches
a maximum height when, using (12),

dy mg\ _c, Mg m mg
27— u(t) = - mt 9 — t=——In(—2 ) (1
dt v(t)=0 = (UO+ c )e c 0 = c . cvyg + mg (15)

Putting this value of ¢ into (13), with yo = 0, we get the maximum height

m m m m? m
yMM:—(vo+—g){1—<7g)}+ fln( . )
c c cvg + mg c cvg + mg

mvo m29 In cvg + mg
mg ’

Note that, when % is small, we can expand the exponential in (15) as

ey c 1/7c \?2
e m :1——t—|—_(_t) +...
m 2\m
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to give

1 2
Y GO . 7 U V) U N
m

1
Zat — o =0.
29 v0>+

ct
= vg — gt + — <
m
In the limit of zero viscosity, ¢ — 0, we are left with

vg = gt = t=—

which is the answer we got before with ¢ = 0, when we ignored friction, (10). We can also
find yprq. for small ¢, using

ln%+wzﬂlHﬂ9:@_%%f+%%f+
mg mg mg  2\mg 3 \mg

in (16) to give
:E@_ﬁﬁf@_lG@f+lG@f+”.:l@_l L
YMaz c 2 |mg 2\mg 3 \mg 2 g 3 \mg? ’

2
Again ¢ = 0 gives the previous result (10), Yarae = ;—3, and now we see that including a

small amount of air friction reduces the maximum height by an amount proportional to

3
vy

2.3 Forces which depend only on position.

The next example of the application of Newton’s laws is when the force is independent
of velocity and time and depends only on position, so F(r). Newton’s second law is then

mo = F(x).

As an example consider Hooke’s law, where F' = —kx is proportional to x, with & > 0 a
constant. If m is pushed away from = = 0 then F' will always push it back towards =z =0
again. With v = 2 we have

mi = —kx = Ir=——x

which has the general solution
x(t) = Ap cos(wot — dp) (17)

where Ag > 0 and 0 < §p < 27 are constants, called the amplitude and the phase of the
motion. The position oscillates as a function of time, between z = Ay and x = — Ay,

with angular frequency wy = 4/ % (the frequency, in Hertz, is $2). Oscillatory motion of
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this kind is called Simple Harmonic Motion and is very common in Nature, provided the
amplitude is not too large.

0 = = 'éz
S,
0
0

When the force depends only on position we can associate an energy with it, called the
potential energy, and the total energy, kinetic plus potential, is conserved. The potential
energy is derived as follows,

_dv _dv md(v?) dz _ md(v?)
F(z)= m = vF(x) = mu— = o = EF(x) =5 (18)
Define N U
U(x) :—/ Fayds = F)=-

so, using the Chain Rule,
dU dzxdU  dx

At dt de  dt
Using this in (18) we get

dU  md(v?) d (1 B
_E = 5 dt or E (va -+ U(x) = O,

hence the total energy,

1
E = imUQ +U(z)

is constant during the motion. U(x) is called the potential energy for the motion. For

example Hooke’s law has
d (k

F(z) = —kz = - (5:152)
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and the potential U(z) = 1kz? is quadratic. With o = Ay cos(wot — &o),
v =1 =—Apwpsin(wy — dy) and

1
E = = (mAjw sin®(wot — &) + kA cos®(wot — 6p)) = imAgwg,

N =

since wi = k/m. Hence the energy is a constant proportional to the amplitude squared.

U(x)

At any point |z| < Aj the
2(BE-U())

difference between E and U(x) manifests itself as a non-zero velocity v = + — ,

which vanishes at the end points « = +Ag. The speed is a maximum |v| = 1/2Z at z = 0.

Knowing the shape of the potential energy U(z) as a function of = gives a qualitative
understanding of the possible motion of a particle.

For example in the next figure if a particle has energy E then the region x < z7 is
forbidden, the particle will oscillate between © = x; and x = x5 if placed between x1 and
T9; the region ro < = < x3 is forbidden; and the particle will accelerate to indefinitely
large x if placed at any point x > x3.

The particle has no forces on it at any point xg where the derivative of U(x) vanishes,
F(xg) = —=U’(z9) = 0. The particle can be placed at rest at any such point and it will
remain at rest in a state of equilibrium. If U’(xzp) = 0 and z( is a minimum of U, so
U"(xg) > 0, then F(z) = —U’(z) < 0 at any point > xg close to xg on the right and
F(z) = -U’'(z) > 0 at any point & < xg close to xg on the left. Hence any displacement
away from xy will result in a force that pushes the particle back to xg. In a situation like
this xg is a point of stable equilibrium. If xy is a maximum of U, so U”(xzg) < 0, then
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F(z) = -U'(x) > 0 at any point = > z( close to g on the right and F(z) = —U'(z) < 0
at any point z < xg close to xy on the left. Hence any displacement away from zy will
result in a force that pushes the particle further away from xy. In a situation like this x(
is a point of unstable equilibrium. If U’ (x¢) = U"(xp) = 0 then xq is said to be a point of
neutral equilibrium.

V(X)

2.4 Forced Harmonic Oscillator

Frequently in physics we encounter situations in which a simple harmonic oscillator is
driven by an external force. For example a child on a swing is a simple harmonic oscillator
which will oscillate with some natural angular frequency wy if left alone but if someone
pushes the swing then they are applying a time-dependent external force F'(¢). In such
situations Newton’s second law reads

mi = —kx + F(t) = mi + kx = F(t)

where the total force on the right hand side of the first equation is the sum of the force due
to Hooke’s law and the external force. For concreteness suppose the external force is of the
form F(t) = Fjcos(Qt) where Fy and €2 are constants (2 is called the forcing frequency)
so the equation governing the motion is

mi + kx = Fy cos(§2t). (19)

Our task is to solve this equation for the unknown function x(t¢). Let us try looking for a

solution of the form N
x(t) = Acos(Q)

with A a constant. Then & = —QAsin(Qt) and & = —Q2 A cos(Qt), so equation (19) is
—m$? A cos(Qt) + kA cos(t) = Fy cos(Qt) = (Fy + mAQ? — kA) cos(Qt) = 0.
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We want this to be true for all ¢, which fixes A to be

A= - (20)

where wg = 4/ % is the frequency of the unforced oscillator, that is the frequency found in

section 2.3 when F'(t) = 0. So we have found a solution of (19), namely
cos(2t). (21)

Note that A is positive for < wp, negative for Q > wy and diverges for Q = wy. *
The magnitude of A, A(2) = |A|, is called the amplitude of the oscillation. The mass
m oscillates about z = 0 with maximum displacement equal to the amplitude A(€2) and
angular frequency equal to that of the forcing frequency (2.

We can rewrite (21) in terms of the amplitude by introducing a phase into the argu-
ment of the cosine to take care of the sign,

A — 0, for Q <wy
7 17, for Q> w.

Then (21) can be written as

Fy

z(l) = ——5 37 oS (Qt — Ag) = A() cos (2t — Ay). (22)
m |wy — Q2|

* Strictly speaking this solution is invalid when the forcing frequency 2 equals the
natural frequency wy but we can see that the amplitude of the oscillations gets arbitrarily
large as () approaches wg. This is the phenomenon of resonance and it is very common
in oscillatory systems. We shall tame the infinity at {2 = wq in the next section where we
shall consider a more realistic model by including friction.
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A

W, Q

The amplitude and phase are plotted above, as functions of the forcing frequency (2.
For Q) < wg the motion of m is in phase with the driving force but for Q > wq it is 180°
out of phase with the driving force.

We have found a solution to (19) but this is not the only one! We already know from
section 2.3 that

x(t) = Ag cos(wot — dp) (23)
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satisfies
mx + kx = 0. (24)

Hence adding (21) to (23) gives another solution of (19), since

Ey
= —
z(t) m(wg — Q2)
= mi + kx = Fy cos(Qt) + 0 = Fy cos(2t).

cos(2t) + Ag cos(wot — dgp) (25)

For a given external driving force, with Fjy and €2 fixed, the solution (25) has two indepen-
dent constants, Ay and dy. By varying the constants Ay and g in (25) we can change the
initial position and velocity. For example suppose the mass starts off initially at x(0) =0
and with initial speed zero, #(0) = 0. Then

Foy
.’13(0) == W + AO COS(50) (26)
and
z(t) = —QL sin(Qt) — woAg sin(wot — dp)
= .’13(0) = wpApsindg = 0. (27)

Equation (26) tells us that Ay # 0 and (27) then forces sin(dg) = 0. Choosing &y in the
range 0 < §p < 27 then leaves only two possibilities, dop = 0 and §y = 7, giving cos(dg) = 1
and cos(dg) = —1 respectively. Suppose Q2 < wy, then we can clearly satisfy (26) by setting
Ay = % and cos(dp) = —1. For > wy, choose Ay = % and cos(dp) = +1.
0 0
In either case (25) becomes
Foy

z(t) = m (cos(t) — cos(wot))

Note that for (wp — Q)¢ << 1 small, so sin ((UJOEQ)t> ~ (wo;ﬂ)t,

2(t) ~ Fot . ((wo + Q)t) .

m(wo + Q) i 2

In particular if Q = wg + 02 with §2/wy << 1 we are close to resonance and

Fut
o(t) ~ =—
2muwyg

sin(wot)
so the system oscillates with frequency wy and the amplitude grows linearly with time.
Eventually the amplitude becomes so large that Hooke’s law breaks down and equation

(19) is no longer valid.
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2.6 Damped Harmonic Oscillator.

In the previous section we saw that the amplitude of the motion of a forced harmonic
oscillator diverges when the forcing frequency €2 equals the natural frequency wg of the
oscillator. This is not physical as the amplitude can never be infinite. A more realistic
model should include friction. If there is a frictional force proportional to velocity, —czx
with ¢ > 0, then Newton’s second law (19) is modified to

mi = —kx — ci + Fy cos(§2t) & mi + ct + kx = Fy cos(§2t). (28)
For simplicity we shall first study the case with no forcing, Fy = 0,
mi + ct + kx = 0. (29)

This is an example of a second order linear differential equation for the unknown function
x(t). It is second order because it involves the second derivative of z(t) and it is linear
because it only involves the function z(t) and its derivatives linearly. This last feature
is very important and makes the problem tractable. Non-linear differential equations,
involving x?(t) or sin(x(t)) are much harder and we shall not consider them in this course.

Before going on to find explicit solutions of (29) we first prove a useful little result
that will help in the analysis. Suppose z1(t) are x5(t) are two solutions of (29) so we have
that

mx1 + cry + k.fl =0

mfl}g + C.@Q + kxg = 0.

Now let z(t) = ajx1(t) + aswa(t) with a1 and as arbitrary constants. Then

mi + ci + kx = m(a1@1 + asds) + c(a1®1 + agds) + k(a1z1 + asxs)

= al(mil + C.’i?l + k.??l) -+ CLQ(m.fC‘Q + C.’tg + k?.’BQ) =0.

This means that, given two solutions of (29) any linear combination of them, with constant
co-efficients, is another solution. In fact it can be shown, but will not be proven here, that
it is sufficient to find two independent solutions (excluding the trivial case x = 0, which
is clearly a solution) and any solution of (29) is a linear combination of them (z; and
are independent if they are not constant multiples of each other, i.e. x2 = ajx; is not
independent of x; and so). This leads to the following result:

Theorem

The most general solution x(t) of (29) is given by first finding any two independent
solutions, z1(t) and z2(t), and then taking the linear combination

z(t) = a121(t) + azwa(t)

where a; and as are arbitrary constants.
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Notice the solution (25) that we found for (19) also had two independent constants,
called Ay and ¢y there.

This is extremely useful. There is in fact an infinite number of solutions of (29), since
there is an infinite number of pairs (a1, as2), but we only need to find two independent
ones and we have them alll The two arbitrary constants a; and as in the general solution
of the differential equation (29) are associated with the fact that we lose information in
differentiating a function — we throw away any constant part — so the solution of a differ-
ential equation is not unique. In a second derivative we lose two pieces of information, the
constant part and the linear part. The arbitrary constants a; and as represent two pieces
of information about the function x(¢) that are lost in (29). The solution of a differential
equation is not unique. We can however restrict to a unique solution by specifying more
information, such as initial conditions for the motion. For example if we know the initial
position and velocity of m, at t = 0, then this fixes the two constants a; and as uniquely.
Suppose we have found two solutions x;(t) and z2(t) and we are told that m starts out
from xo = z(0) at t = 0 with velocity vg = ©(0). This tells us that

CL’(O) = CL1£L’1(0) + CLQCL’Q(O) = X, and x(()) = CL1$1(0> + CLQ.@Q (0) = Vo

= (m)= (a0 =) (m)

. . . 1
S0, since we know xy and vg, we can solve for a; and as provided the matrix ( )
T

is invertible:

a; =

ao =

2(0) )
21(0)£2(0) = 22(0)21(0)
(0) )
131(0).%2(0) — T2 (0).@1(0) ’

which fixes the constants a; and as uniquely in terms of the initial conditions.*

An example of this procedure is the solution presented in section 2.3, with ¢ = 0 and
no friction,

i+ wir =0,
with wg = £. It is easy to check that z1(t) = cos(wot) and z5(t) = sin(wot) are two
independent solutions of this equation. Hence the general solution is
x(t) = ay cos(wpt) + az sin(wopt).

Indeed the solution (17)
Ap cos(wot—dg) = Ao (cos(wot) cos dp+sin(wpt) sin (50) = A cos dg cos(wot)+Ag sin dg sin(wpt)

is of precisely this form, with a; = Ay cos dg and as = Agsin dg. Imposing, for example, the
initial condition that the mass m starts off a distance d from the origin with zero velocity,
x(0) = d and #(0) = 0, we see that

d=2xz(0) =ay and 0 =(0) = wpaq

* This does not work if z1(0)Z2(0) — 22(0)%1(0) = 0.
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so a1 = d and as = 0, giving the unique solution
x(t) = dcos(wpt)
with these initial conditions.
Returning now to the case with friction (29) we need to find two independent solutions.

To do this we shall use a mathematical trick which is often useful in problems involving
oscillations, we shall use complex numbers. First we try to find solutions of the form

x(t) = e,
with A a constant. Using this form in (29) gives
(mA% 4+ A+ k)eM =0,

since © = Ae* and & = A2e*. For this to be true for all ¢ it must be the case that

mA? 4+ cA+k=0.
Notice what this has achieved, we have succeeded in turning a differential equation for an
unknown function z(¢) into an algebraic equation for one unknown constant A which is
easy to solve. Divide through by m and let v = ¢/m > 0 so the equation becomes

M+yA+wi=0

which has two solutions

\ —y £+ /72 — 4w}
+ = :
2
We have thus found two solutions of the differential equation, namely
x1(t) = et and zo(t) = e,

and the general solution is a linear combination of these with constant co-efficients, which
we shall call C; and C5 here,

CL’(t) = 018>\+t + Cgekft.

Notice however that these solutions are very different depending on whether v? — 4w? is

positive, negative or zero.
2

i) If the friction is small so ¢ is not large, in particular if v < 2wy, then let w = y/w — 8
giving
A = -2 +iw
2
SO



with

e = cos(wt) + isin(wt).

At first sight z(t) now looks complex, but this need not be the case. We can get a real

solution simply by choosing C; and C5 to be complex numbers with Cs the complex

conjugate of Cy, so Cy = (C)*. This gives a solution with two real constants in it: denote
as ai—ias

the real part of Cy by % and the imaginary part by —% (so C; = 252, (5 = ‘”Jr%)
then

z(t)=e 2 {(%) (cos(wt) + i sin(wt)) + (@) (cos(wt) — isin(wt))}

—e ¥ (a1 cos(wt) + ag sin(wt))

L o : ot _at
is a linear combination of two real solutions, namely e~ 2 cos(wt) and e~z sin(wt).

Alternatively we can express this in terms of two constants™ A, >0 and 0 < 4, < 27
defined as A% = a% + a% and tand, = az/ai, so a; = A, cosd, and ag = A, sind.,, giving

x(t) = Ave_%t cos(wt — d5). (30)

This is oscillatory motion with an amplitude A,ye_w?t that decreases to zero exponen-
tially with time. The mass starts out a distance d = A cos d, from the origin and oscillates

with angular frequency w = \/wé — 772, losing energy with time due to friction, the decay

constant in the exponential 3 being proportional to the co-efficient of friction, 3 = 5%

Behaviour like this is common in many oscillating systems, e.g. the oscillations of a
clock pendulum will decrease with time and eventually cease if the clock is not wound up.
The motion looks something like the following:

* The subscript v on A, and d5 is just to distinguish them from the constants Ay and
do that were introduced in the solution of the undamped oscillator, v = 0.
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ii) If the friction is large enough and vy > 2wy then the roots AL are both real and
negative and the general solution is

x(t) = aret + age?

with a1 and as real. The first term decays faster than the second and after a while, when
t>>1/\,
z(t) = age*?

to a very good approximation. If the mass starts off at t = 0 a distance d = a; + a2 > 0
from the origin it just relaxes exponentially to x = 0. It never overshoots and x never
becomes negative because the friction is strong enough to dampen any oscillations.

iii) 7 = 2wy is a critical value that separates oscillating motion, case i) above, with
completely damped motion, case ii) above. When this happens Ay = A_ = —v/2 and we
only have one solution,

In this case, and only in this case, a second solution of (29) is z = te=% and the general

solution is then )

_at _at
z(t) = aje” 2 +agte” 2.
If the mass starts at t = 0 from = d with zero velocity, then a; = d and —%al +ay =0,

SO
t ¢
z(t) =d (1 + %) e 7.

The mass relaxes back to z = 0 as shown below. This case is known as critically damped
and can be important in many engineering situations: for example in a sensitive voltmeter
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we want the needle to be fast and responsive, so the friction should be low, but we also
want oscillations to be damped so that the needle settles down to a stationary position as
soon as possible after the voltage is varied, the optimal damping is critical.

x()

2.7 Forced Damped Harmonic Oscillator

Now consider a damped harmonic oscillator that is driven by an external force of
frequency €, equation (28). Dividing through by m this is

F
&+ i+ wiz = —2 cos(Qt). (31)
m

In section 2.4, for v = 0, we found a solution by trying x = /Nlcos(Qt), but this doesn’t
quite work here. Instead we try the slightly more general form

x = Acos(Qt — A),

with A a constant (the 7 = 0 case was written this way in equation (22)). Substituting
this guess into (31) gives

— Q% Acos(Qt — A) — QyAsin(Qt — A) + w2 Acos(QUt — A) = Fo cos(2t)
m

= A(wg — Q2) cos(Qt — A) — AQysin(Qt — A) = Fo cos(§2t)
m
= A{(wg — Q%) cos A + Qysin A} cos(Qt) + A{(wg — Q%) sin A — Qycos A} sin(Qt)

Foy
= — Qt).
- cos(2t)
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We can satisfy this for all ¢ by setting
Fo
m{(wg — Q2) cos A + Qysin A}

A= (32)

and
Qy
wid — Q2

Simple trigonometry allows us to calculate sin A and cos A from the figure below

f(Qz—oof))2 +

(w2 — Q) sin A — Qycos A =0 = tan A = (33)

Qy
A)

wi— &

to get
sin A = 24l , cos A = wp —
\/(Qz _ wg>2 + Q242 \/(Qz _ wg>2 + Q242

and these can be used in (32) to give

Fo

A= )
m\/(92 —w?)? + Q242

When the friction vanishes, v = 0 and A = 0, this reduces to (20), provided we choose
V(92 —w?2)? = Q% — w?. When the friction is non-zero the amplitude is now finite when
) = wp and we see that friction removes the infinity that we found at resonance in the
friction free case.

AQ)
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The amplitude peaks at a frequency

2 2
QMaw - \/wg - % - \/WZ - IYZ?
dA(Q)

where =5~ = 0. For small damping, this very close to the natural undamped frequency
wo-
So we have found a solution, namely

= Fo cos —
o(t) = — N (G (Qt — A) (34)

with A determined by (33). However this is not the only solution. In solving equation
(19) for the forced harmonic oscillator without damping we found that the most general
solution, (25), had two arbitrary constants, an amplitude Ay and a phase dg, which we then
fixed by choosing specific initial conditions (Agcos(wot — dp) remember was the general
solution of the undamped equation with no forcing, (24)). A similar situation applies
here. The general solution of the damped oscillator equation with no forcing is (30),
Ave_%t cos(wt — 6). Adding this to the solution of (31) that we have just found, namely
(34), gives

ot FO
z(t) = Ave” 2 cos(wt — d~) +
(*) K ( 2 m\/(92 —w?)? + Q242

cos(Qt — A). (35)

This is a solution of (31), since

i+t +ws =0+ Fo cos(Qt) = £o cos(§2t).
m m
Equation (35) is in fact the most general solution of the forced damped harmonic oscillator
equation (31). It has two arbitrary constants, an amplitude A, and a phase d, which, as
for the undamped oscillator, can be fixed by choosing specific initial conditions. Notice
however that, because of the damping factor e_%t, the first term dies away with time and
becomes negligible for ¢t >> %, at late times the solution becomes insensitive to the initial
conditions and always settles down to (34). Perturbations of (34) induced by the first term
on the right hand side of (35) are called transients.
Let us focus on the late time behaviour (34),

Fy

x(t) = cos(Qt — A).
" my/(Q? — w)? + 02y ( )
This has an amplitude
A(Q) — Fy 1 Iy 1
( ) T \/(Qz —w2)2 + Qz,yz mwo Q wo \ 2 _9
0 \/(wo %) +Q



A(Q)

/2
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and a phase

= tan~' I = tan~! _ Swo — tan ! _ (Qfwo)
A=t <W§—QQ) i <Q(w§—92)> k Q(l—(Q—;)) ’

i)

where we have defined @) := ¢ which is called the quality factor of the oscillator. A small
¥

() means that the oscillator is heavily damped, a large ) means that there is very little

damping, with () — oo the undamped case. The amplitude and phase, as functions of the

forcing frequency (2, are plotted above, for some different values of Q.

The amplitude of the late-time behaviour oscillations (34) is independent of time, but
energy is being dissipated due to friction. This is because the external force is continually
supplying energy to the oscillator to compensate for the frictional dissipation. We can
determine the rate at which energy is supplied from the power absorbed by the oscillator,
using the formula Power = Force x Velocity. The external force is

Fy cos(§2t)

while the velocity is

QOF,
T =— 0 sin(Q2t — A)

m\/(Q2 — wS)Q + Q242

so the power is

OF?

it

= 21 (cos(Qt) sin(Qt) cos(A) — cos® () sin(A)).

R

P(t) = —

cos(2t) sin(Qt — A)

This is a complicated oscillating function of time and it is more useful to calculate the

average power, P, over a single cycle of period T' = %ﬂ, which is

_ arg
Qm\/(Q2 — wg)Q + 242

_ K 1
 2mwo@ {(& _ ﬂ)Q + Q—2}.

sin(A)

_ 1 (T
P=—= P
T/o (t)dt

wo Q

The average power absorbed by the oscillator per cycle is shown below, as a function of
the forcing frequency (2, for different values of ). The larger @ is the higher and narrower
the peak, indicating that an oscillator with large () will absorb a lot of energy only at
driving frequencies close to the natural frequency of the undamped oscillator, wy.
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We have been studying (31) which is a special case of a more general class of problems,
which we write as
()

i—l—fm—i—ng:? (36)

with F'(t) some specified function of time. Differential equations of this type are called lin-
ear, second-order, inhomogeneous equations: linear because the function x, and its deriva-
tives, only appear linearly in the equation, there is nothing like 22 or sin() in the equation,
which would be non-linear; second-order because the highest derivative of z appearing in
the equation is a second-order derivative; inhomogeneous because the presence of the func-
tion F'(t) on the right hand side means that, if we have a solution z(¢) then simply shifting
t to get z(t + ¢), with ¢ a constant, is in general not another solution — this is in contrast
to the homogeneous equation

i+t +wiz=0 (37)

for which, having found a solution xz(t), z(t + ¢) is another solution.

We shall describe some useful mathematical results for solving equations like (36). We
already know from section 2.6 that the problem of finding the most general solution of a
homogeneous equation is greatly simplified by first finding any two independent solutions
and then taking linear combinations of them. This reduces the amount of work considerably
because we only need to find two independent solutions and we are done. It is not quite
so simple for an inhomogeneous equation, but it is not much harder either. We first note
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that, if x1(¢) is a solution of (37) and x5(t) a solution of (36) then x(t) = x1(t) + z2(t) is
another solution of (36), since™
&yt +wie = (31 + &) + y(d1 + £2) + wi () + 22)
F(t) F(t)

= (i1 + @1 +wiwr) + (B2 + yd2 + wize) = 0+ —> = —~.
m m

We shall state, without proof, the following theorem:

Theorem

The most general solution x(t) of (36) is given by first finding any solution of (36)
and adding to this the most general solution of (37).

So, assuming we can find any two independent solutions, x;(t) and z2(t), of (37) and
any solution, x3, of (36) then the most general solution of (36) is

z(t) = a121(t) + agza(t) + x3(t), (38)

with a; and ag arbitrary constants. In this construction z3(t) is called a particular solution
of (36).

The problem now reduces to finding two independent solutions of (37) and one par-
ticular solution of (36). We have already done the first part in section 2.6 — to find two
solutions of (37) try a solution of the form x = e** which reduces the differential equation
to an algebraic one,

A2+ A+ wi =0 W Y
Yy wo— = 4+ = 5 4 wo.

If 42 > 4w, both roots are real and the general solution of the homogeneous equation is
T =ajet + ageLt;

if 2 < 4w, the roots are complex, one being the complex conjugate of the other, Ay =

—3 +iw with w = \/wi — ’772, and the general solution is

z=e 3t (a1 cos(wt) + as sin(wt));

* Note that this would not be true if z1(¢) and x5(t) were both solutions of (36), since
we would then have & + v& + wiz = 2%, which is not equation (36).

T Note that a constant multiple, azx3(t) with a3 a constant, of x3(t) is not a solution
of (36) unless ag = 1, since

) : 5 ()
azxr3 + az3yr3 + azwyrz = ag o
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if ¥2 = 4wy the general solution of the homogeneous equation is
T = (a1 + agt)e_%t.

Finally we must find particular solutions, x3(t), of the inhomogeneous equation (36). The
form of these depends on the functional form of F'(t), we have already studied the case
where F'(t) = Fjcos(§2t) is an oscillating function and here we shall simply list a few other

possibilities.
1) F(t) a polynomial in ¢ of order k& with F'(0) # 0: try x3(¢t) a polynomial of degree k
and fix the co-efficients by requiring that x(t) satisfy (36). An example with k = 2 is

1
:‘v’+5a‘c+6x:6t2—§.

We obtain two independent solutions of the corresponding homogeneous equation
T+5r+6x=0
as we did before, try z(t) = e** for which
(A +5A+6)eM =0 = A+3)(A+2)=0 = A=—-2 or -3,

which gives two independent solutions, x1(t) = ¢3! and x(t) = e~ 2.

For a particular solution try « = At?2 + Bt + C, with A, B and C constants. Then
Tz =2At+ B and & = 2A, so
i455+6x = 2A+5(2At+ B)+6(At* + Bt+C) = 6 At> +(10A+6B)t+(2A+5B+6C).

demanding that this equals 6% — % requires, equating co-efficients,

1
6At? + (10A 4+ 6B)t + (2A + 5B + 6C) = 6t* — 3

1
= 6A=1 10A+6B=0, 24+5B+6C =,

so A=1, B= —% and C' = 1, so a particular solution is

5
=2 — Zt+1.
T 3 -+

Of course this is only one solution, it is not the most general one, but we can use it

as x3(t) in (38) to get the most general solution, namely

5
z(t) = a1e ™ + age 2 + 1% — gt + 1.
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Determining the two constants a; and as requires more information, for example,
suppose we are told that (0) =1 and #(0) = 0. Then

z0)=a1+a+1=1 =  a1=-a
and
; —3t —2t 5 . 5
(t) = —3a1e”°" — 2a9e™ " + 2t — 3 =  #(0) = —3a; — 2ay — 5= 0
o :
= a; = 3 since as = —aq,

and the unique solution satisfying these initial conditions is

5 S
x(t) = 3 (e7® —e ™) + 4% — §t + 1.

If F(0) = 0 then this will not quite work. If F(¢) is a polynomial of degree k with
F(0) = 0, then t = 0 is a root of the equation F(¢) = 0 and F'(t) must be of the form
F(t) = tG(t) where G(t) is a polynomial of degree k— 1. In this case the form x(t) = ty(t),
where y(t) is a polynomial of degree k whose co-efficients are determined by substitution
into (36), will give a solution, provided G(0) # 0.

2) If F(t) is of the form sin(€2t) or cos(€2t) then try a solution of the form
x(t) = Acos(§2t) + Bsin(Qt),
with A and B constants which can be determined by substituting this form in (36).
We have already seen an example of this in section 2.7 and we will not go through it
again. Note however that this will not work in the special case 7y = 0 when €2 = wy,
in this case we need a different substitution and

z(t) = t(A cos(wot) + Bsin(wot))

will work.
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3. Two Dimensional Motion

We now consider motion in 2-dimensions. We shall use Cartesian co-ordinates (x,y)
and denote positions in 2-dimensional space by vectors. Vector quantities will be indicated
by bold-face letters and the position denoted by x. Using an orthonormal basis (2, 7), with
¢ a unit vector in the z-direction and j7 a unit vector in the y-direction, so an arbitrary
point in the 2-dimensional plane is denoted by x = x% + yj. In general the position of a
moving particle will be a function of time, and x(t) traces out a curve in the 2-dimensional
plane whose points can be labelled by the values of ¢ at the time when the particle is
at that point. The co-ordinates are then functions of time (x(¢),y(t)), but ¢ and j are
constant vectors, so the velocity is

X pi 07
= — = 1
dt x y]7

\%

which is a vector tangent to the curve x(¢) at the time ¢.

The acceleration of the particle is
X =21+ 97,
so Newton’s second law for a particle of mass m is
F=F,i+ F,j =mx=m(Zi+j),
where F,, is the z-component and F), the y-component of the force. Equating components
gives two equations

F, =mz Fy = my.
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If we know the explicit form of F, and F), in a given physical problem we can try to solve
for z(t) and y(t) and hence predict the motion of m.

3.1 Projectiles

As a first example we consider projectiles in the absence of friction. Let x label
a horizontal direction and y the vertical direction. The gravitational force is vertically
downwards so we take I}y = —mg and F, = 0, giving

F=-mgj=mx
or, in components,
my=-—-mg = y=—gq, mr=0 = x=0.
Taken individually we have already solved both of these equations, if the initial position

is given x(0) = z, y(0) = yo and the initial velocity is £(0) = vg0, ¥(0) = vy,0 with zo,
Yo, Uz,0 and vy o given constants, then the subsequent motion is

1
.’B(t) = Uw,Ot + o, y(t) = _Qgtz + Uy’()t + Yo.

These are the equations for a parabola, written in parametric form with parameter ¢t. As
a concrete example, suppose m is thrown from the origin, xy = yo = 0 with speed vy at
angle « to the horizontal at ¢ = 0, then v, o = vg cosa and vy o = vg sin «, then

x(t) = (vg cos(a)t)i + (—%th + v sin(oz)t)j

and it hits the ground again at the time 7" when

y(T) = 0 N T 2vp sin _ 2vy0
g Y

during which time it has travelled a distance

2 2 : 2 . 9 9
2(T) = vg cos()T = vp cosasina g sin(2a) _ 2vs0050
g g g

If a hurler can hit a sliotar with a maximum speed vy, then he should hit it at an angle

a = 5 = 45° above the horizontal, so that sin(2a) = 1, if he wants to maximise the

distance that it will travel before it hits the ground again (this conclusion will be modified
when air friction is taken into account). The maximum height is achieved, for a fixed vy

and o, when

d .
Yo = —gt +vosina =0 = = 05RG
dt g
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at which point

. 2 . . 2 2
1 [wvpsin a) . Vg Sin o 1 (vg sin @) Vy.0
YMaz = — 59 + vg sin(a) ( ) = = = D
2 ( g g 2 g 29

Again, for a fixed vy, the best one can do is

2
_ Y%
YMaxz = 2g

Y

when a =

(SIE

Now we shall consider the same problem when friction is included. As before suppose
the frictional force is such as to oppose the motion and is proportional to the velocity.
This can be represented in vector notation as

FFM'ction = —CV = —CX,

with ¢ > 0 a positive constant. Adding this to the gravitational force Newton’s second law
now reads

mX = —mgj — cX

or, in components

mi = —cz, my = —mg — cy.
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Again, taken individually we have already solved equations like these.. Using the same
initial conditions as above, when air friction was ignored, set

z(0) =y(0)=0 and  #(0) =vgcosa, Y(0)=vpsina

we can use the results of section 2.2, namely (5), with vy replaced by vg cos @ and zg = 0,
to express the solution for x(t) as

MY COS & ct

a(t) = S (1_e—m).

Cc

For y(t) we use the solution (13), with vy replaced by vg sin @ and yg = 0, to give

y(t) = n (vo sin o + @> <1 — 6_%> L
c c c

A plot of the trajectory, for fixed vy and different « is shown below. Note that the
curves are not symmetric about their maximum and the trajectory that extends farthest to
the right is not the line with oo = 7, but rather has o < 7. The angle, «, that maximises
the horizontal distance traveled depends on ¢, but it is always less than 7 for ¢ > 0.
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3.2 Central Forces

An important problem concerning motion in two dimensions is when there is a force
acting on a mass m which is always directed toward a fixed point in the two dimensional
plane. For example consider a particle carrying an electric charge (1 moving in the electric
field of another charge, (Q5, which is fixed in space inside a dielectric material, such as air
or water. Choosing the origin to coincide with the fixed position of Q)2 the Coulomb force
on () is always directed toward or away from the origin, O, and is inversely proportional
to the square of the distance from @)1 to O. For example, if Q1 and )2 are the same sign
the force is repulsive and equals

F @QiQ2 1T Qi@ r

Ame 712 dme 13’

where r is the position of @ relative to O and r = 7 is a unit vector in the same direction
as r. The constant € goes under the fancy name of the electric permittivity of the medium
— it determines the strength of the Coulomb force in the dielectric: a small value of €
means that the Coulomb force is weak.

Another example is Newton’s universal law of gravitation which states that the attrac-
tive gravitational force between two masses, m and M say, is again inversely proportional
to their separation and in the same direction as a line joining the masses,

where G = 6.67 x 1071 kg~ 'm3s~2 is Newton’s universal constant of gravitation and r is
the vector between the positions of m and M. If one of the masses, say M, is much larger
than the other then the larger mass can be considered to be at rest and we can take M to
be fixed at the origin with r the position vector of m.

Both of these situations are called central force problems, because in each case the
force is directed to one central point, which can be chosen to be the origin. For central force
problems it is usually convenient to use two dimensional polar co-ordinates, (r, ¢), defined
as x = rcos¢, y = rsin¢. Thus 72 = 2 + y? and the radial co-ordinate, r = /2 + y? is
the distance of the point r from the origin while ¢ = tan™! (%), with 0 < ¢ < 27, is the
angle between the point r and the x-axis, ¢ is called the azimuthal angle of the point r.
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It is useful to define two mutually orthogonal unit vectors, e, and ey with e,.e, =
es.e; = 1 and e,.e, = 0. The first, e,, is a unit vector in the same direction as r, so
e, =T = T and the second, ey, is a unit vector in the direction that r traces out when ¢ is
increased, keeping r constant, i.e. ey4 is a unit tangent vector at the point r, in the anti-
clockwise direction, to a circle of radius r centred on the origin. In terms of the Cartesian

basis, ¢ and 7, used before we see from the figure below that

e, =cospi—+singy, ey = —singi +cospj (39)
1 =cos¢e, —singey, J =singe, + cosgey.
] e

e(p\\%(pi

For a moving point mass r(t) is a function of time, so r(¢) and ¢(t) are also functions
of time. An extra subtlety with polar-coordinates however is that e, and ey also depend
on time. Since ¢ and j are constant vectors we have

&, = %(cos¢i+sin¢j) = ¢(—sin¢gi +cos¢pj) = ée(ﬁ

d :
€y = %(—singbi +cosgpj)=¢(—cospi—singj) = —ope,.
Hence the velocity of m is

dr d .
v=— = (re,) e +ré, =re. +rope, (40)

v, = 71 is the radial component of the velocity and vy = r¢ the angular component.
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The acceleration is
d? d . :
= %g =v=rie.+7€é + a(7~gz5)e¢ +rpeé,

=ie,+rpe,+ (Fop+rp)es —ride,

= (i — r¢%) e, + (1o + 279) ey, (41)
Hence the acceleration has radial component a, = 7 — réz and angular component ag =
¢+ 21¢.

For a central force F is by definition in the radial direction, F = +F'e, with F' the

magnitude of the force,” and Newton’s second law immediately leads to the important
conclusion that the angular acceleration is zero,

F =ma = j:Fer:m{(f—mgz)er—i—(rg.b'-i-%gﬁ) €}
Equating the co-efficients of the two basis vectors we conclude that
+F =m(i —ré?),  0=m(ré+ 2¢¢).

In particular

o
dt
SO mr2q5 is a constant, called the angular momentum of m. The momentum of m at any
time is a vector p = mv and the angular momentum is also a vector, defined to be

mr?¢) = rm(ré + 2¢¢) = 0

L =m(r x v).

For motion confined to a two-dimensional plane m(r X v) is a vector pointing perpendic-
ularly out of the plane. Defining k to be a unit vector in the z-direction, so k =1 x 7, we
have

m(r x v) =m(re,) x (Fre, +rdey) = mrip(e, x ey) = mriok.

The angular momentum always points in the same direction and has magnitude L = mr2g.
Sometimes it will be convenient to use [ = L/m = rzé, the angular momentum per unit
mass.

So, for a particle moving under a central force, the angular momentum is constant.
this is because the only thing that changes angular momentum is a torque and for a
force directed toward the origin the torque about the origin is zero. In general only the
combination [ = 7*2(;5 is constant, not necessarily r or QS independently. Thus if r decreases
(,75 must increase and vice versa.

Having established that angular momentum is conserved we now only have to think
about the radial part of the acceleration,

12 12
i — rg? —r—r<r4):1’*—r—3.

* The plus sign is for a repulsive force, the minus sign for an attractive force.
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Newton’s second law then gives
l2
F =ma = F:m(i‘——).

This is true for any central force, but we shall now specialise to the important case where
F(r) depends only on the distance of m from the origin, as in Coulomb’s law or Newton’s
universal law of gravitation, where F(r) oc 1/r2.

For Newton’s universal law of gravitation, for example, with M fixed at the origin
(which is a good approximation only if M >> m, eg. a planet going round the Sun or a
satellite orbiting the Earth),

GM 7

r2 r3’

F(r)=—-——3 :m(i“'——> = 7= (42)

It is remarkable that m drops out of the equation completely! In fact m plays two
completely different roles here: in F = ma it is the inertial mass of the moving particle
while in F' = G:@M it is the gravitational mass of the particle (analogous to electric charge
in Coulomb’s law). There is no a priori reason why the inertial mass and the gravitational
mass of a body should be the same, but all the experimental observations imply that they
are.” The experimental observation that inertial and gravitational are the same is one of
the cornerstone assumptions of Einstein’s general theory of relativity, that describes the
dynamics of gravitational fields that change with time, but we shall not go into that here
— we shall use the Newtonian description of gravity in which all gravitational fields are
static.

Now let us focus on solving (42). We proceed by analogy with a problem we have
already studied, particle motion in one dimension only. Consider a particle with unit mass
moving in one dimension and label the position of the particle by r(t), with r constrained
so that r > 0. Then the equation

GM I?

r2 3

7=

is exactly the same as that of a unit mass particle moving under a force

GM I?

Forp=—"%

r r3’

This is called the effective force for the original problem, because it is not the real force in

two dimensions, that only involved — GTJQW . Nevertheless we can use the same technique as

before to solve the one dimensional problem. Introduce an effective potential Ugyss(r) by

dU . .
Fpfr=— dEr Il g0, for motion under gravity,

M |

r 272"

Ugrr=—

* Strictly speaking all the experiments tell is that the inertial mass and the gravitational
mass are proportional to each other, we then chose a convention for G so that they are
equal.
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The first term is just the usual potential energy for a 1/r? force, but the second term
requires some explanation — it is due to the rotation of m about the origin in two dimensions
and is related to centrifugal force. To understand the significance let’s first turn off gravity
and ignore the first term, we are now considering the motion of a particle in two dimensions
moving under no force whatsoever, so the motion should be in a straight line. Nevertheless,
unless the particle happens to be heading straight for the origin, it will have some non-zero
angular momentum [ = r2¢ # 0 and
12 12

Ubff =53 = Ferr =3

and, in the effective one dimensional motion, the particle experience a repulsive force from
the origin, proportional to 1/r3, called the centrifugal barrier. This force diverges as r — 0
and the particle can never get to the origin — but that is what we expect because it is not
moving towards the two-dimensional origin if [ # 0. Picture the motion as below,

u Eff(r)

T rin r
in two dimensions the particle moves in a straight line, but when only r is considered the
particle comes in from large r, reaches a point of closest approach to the origin and then
recedes again. In the effective one dimensional problem the particle is repelled from the
origin by an inverse cube force. In the absence of the gravitational force the total energy
is just the knietic energy

I 5 1 5 55 1 o 1
E=gmv® = gm(i* +77°¢%) = om (" + 5 ],

and the point of closest approach to the origin, r,,;,, is easily seen from the effective poten-
2 2
tial as being the point at which 7 = 0 where F = % Tgl — = ﬁ TQL‘ , hence the minimum

distance from the origin depends on both the energy E and the angular momentum L,

L L

T'min =
2mE  mv

When the angular momentum is zero the particle is heading straight for the origin and
will pass through O, so 7., = 0.
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Now return to the full problem with 7 = — %‘4 + fﬂ—z We treat this as an effective one

dimensional problem for a particle of unit mass, with

GM I?
Ugpfs = i + 52"

Note that the potential energy is negative when r > LM and has a minimum when

JU 2G
—EIL — (), that is at

dr l2
=G
where Upy; = — (5)".
Up(1)
T
E_ _— =
Emin iiiiiiii

The total energy per unit mass is conserved,

22 2
7 GM [

F=———+— 43
2 r + 2r2 (43)

and the behaviour of m is very different for £ > 0 and £ < 0. For £ = E; > 0, m is

repelled from the origin and moves out to indefinitely large r. For £ = E_ < 0, m is

trapped in a potential well and moves between a minimum and a maximum value of r. In

1 (GM 12

... 2 .
the limiting case of F' = Ep,;, = —3 ( 7 ) , 7 is constant at r = &7;7.
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It should not be forgotten that, if [ # 0, the full two dimensional motion involves

rotation with QS = l/r2 # 0. So the fact that r is constant for £ = E,,;,, = —% (GTM)2

does not mean that M is not moving in two dimensions, it only means that b =1 Jr? =
(Gl]\f)z is constant, so m moves in a circle of radius Gf—ZM with angular velocity (Glj\f)z. For
Ein < E < 0 the particle orbits around the origin, moving in and out between two
extreme values of » — this is called a bound orbit. For F > 0 the particle will eventually
move off to arbitrarily large r in an unbound orbit.

We can go further and find the geometrical shape of the orbit by solving equation (43)

for the unknown function r(t),

2GM 1?2

i’ =2F + =.
r r

One way to proceed is to use | = r2¢ to change the independent variable from ¢ to ¢ and

find r(¢) instead of r(t). From the chain rule 7 = g—;% = r%g—; giving
2 (dr\? 2GM  1?
) —9oF . 44
r4 <d¢> * r r2 (44)

A simplification arises from using u(¢) = 1/r(¢), with

du_ 1 dr du 2_1 dr\?
s-i5 - (-5

and (44) can be re-written

du\> 2E 2GMu GM\> 2E [(GM\®
% :l—2+T—U = — U_Z—Q +l—2+ l—2 . (45)

Differentiating with respect to ¢ gives

du d*u B du GM d2u_ GM
(@) () (@) -F) - &%)

This is nothing more than our old friend the harmonic oscillator equation! Shifting the

origin of u to . = u — C‘;éw we have simply
Pa
e

with the most general solution

GM

= Agcos(¢p —dy) = u = Agcos(¢p — dp) + N
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The constant Ag can be related to the energy using (45),

du 2F GM\ 2 O M\ 2
() = sntto o = —geosto a0+ 7+ (GF) = 4=+ (F)

Choosing Ay > 0 we have

1

\/ (G;éw)Q + 2L cos(¢ — 0p) + &M

If F < 0, the numerator never vanishes and r(cb) is finite for 0 < ¢ < 27 giving a bound
orbit, as expected. If F = —% Gjéw ’ then r = 2 is a constant and the orbit is a circle.

GM
2
%G—M < F <0, r oscillates between a minimum value

r(¢) =

for —

Tmin =

when cos(¢ — §p) = 1 and a maximum

1
fmo = GM GM \2 E
2
z ( 12 ) + =
when cos(¢ — §p) = —1, returning to the same value for ¢ — ¢ + 2w. The fact that

r(¢) = r(¢ + 2m) means that m returns to exactly the same point in space after every
revolution around M and the orbit is said to be closed. Not all types of central force give
closed orbits, a 1/r3 force does not, for example. Indeed the only two kinds of central
force that lead to closed orbits are inverse square, 1/72, and quadratic r2. Without losing
any generality of the solution we can choose ¢ = 0 to be the angle at which r = r,,;,, ie.
09 = 0, then we have the solution of the orbit equation as

[2 1

r(@) = GM (1+ecos(¢))’

(46)

where we have defined
2F12

=\t e

For —% Gié\/ﬁ < E < 0 we have 0 < € < 1 and equation (46) is actually the equation for
an ellipse, with one focus centred on the origin and with eccentricity e. We have thus
established that Kepler’s First Law of planetary motion, that the planets move in ellipses
with the Sun at one focus, follows from Newton’s inverse square law of gravitation.

If e = 1, then r is infinite for ¢ = 4+ and (46) is the equation of a parabola, such as the
orbit of many irregular comets. If ¢ > 1 (E > 0) then 7 is infinite when ¢ = — cos™!(1/e),

which occurs at two different values of ¢ in the range —m < ¢ < 7 and this corresponds to
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a trajectory that comes in from infinity and swings round M to recede back out to infinity
in less than one complete revolution. Typical orbits are shown below:

cos 71(5/6\)\\\

The planets all have orbits with small eccentricities, the largest is that of Mercury with
e = 0.21. The next largest is Mars with e = 0.093 which is difficult to distinguish from a
circle just by looking at it — it requires careful measurement to see that it is not a perfect
circle.

3.3 Conservative Forces

We saw in section 2.3 that, for frictionless motion in one dimension for a force F(x)
that depends only on position, we can define a potential energy U(x) such that the total
energy, kinetic plus potential, is conserved and the force is minus the derivative of the
potential, F(z) = —9Z. The situation in two (or three) dimensions is a little more subtle,
if the components of a force, F,(x,y) and F,(x,y), depend only on position we cannot
conclude that the force is derivable from a potential. To see this suppose that F =

Fy(xz,y)i+ Fy(x,y) j is derivable from a potential, so

oU oU
F=-22 p-_2
* ox’ Y oy
Hhen 0 0*U oF 0*U
F.
F e z = — :CF e -y = —
O Oy Oyox’ OuFy oz 0x0y
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and, assuming that U is at least twice differentiable,
0. Fy = 0y Fy, or O Fy — 0, F, =0 = V xF =0,

so the curl of F must vanish. This is a necessary condition on F for a potential to exist.
An example of a force depending only on position for which no potential exists is a central
force that depends on the direction,

F=F.(r,¢)e,,

with 04 F, # 0. Because the force is central there is no torque, Fy, = 0, but if the force were
derivable from a potential we would have F,.(r,¢) = —0,U(r, ¢) and 0yF, = —040,U # 0
requires O,U # 0, which then implies that Fj, # 0, contrary to our assumption that the
force is central. Hence no potential exists for such a force (angular momentum is still
conserved though, since there is no torque).

If the force can be derived from a potential then energy is conserved. Suppose a
potential exists then define the total energy to be

E = %V.V +U(z,y).

Its time derivative is

dE dv dx OU  dy oU
@2 S B WY Ry v VU = v.(F -
a - "a N twer Taay YV VU= V(FAVU) =0,

where VU = 0,U i + 0,U j is the gradient of U(z,y).

The existence of a potential has an interesting consequence which is perhaps not
immediately obvious. Consider the work done, Wi5, by an external force F on a particle
m moving between two position r; and ry along a specified curve, C'15. For an infinitesimal
displacement dr at a point r of the curve the work done is F.dr and the total work done
on m in moving from r; to ry along the curve is

ro ro dv m ra d m
W12=/012F.dr:/rl F.dr:m/rl E.vdtz;/ﬁ 7 (V) dt = 5 (v3 — o),

where we have used dr = %dt = vdt and vs, v; are the speeds at the end points ro and
r; respectively. The last expression here shows that the work done is just the difference
between the kinetic energies at ro and that at r; and, in general, this will depend on the
path taken between r; and ro. Now consider two different paths Co and C’, between ry
and ry and suppose m first travels from r; to ro along C15 and then back from ry to ry

along C1, The difference
/ F.dr—/ F.dr:%F.dr
C12 C C
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is an integral around the closed loop consisting of C1o followed by —C'1,, which we shall
call C', and we remind ourselves that C' is a closed curve by using the symbol 550( - )dr
for the integral. Now let us assume that F is such that V x F = 0, then we can use Stokes’

theorem to conclude
7{ F.dr — /(v < F).dS =0
C S

where S is the area enclosed by C' and dS is a vector normal to the surface whose magnitude
is an infinitesimal area element at the point interior to S where the integrand is being
evaluated. This means that

VxF=0 = /F.dr:/ F.dr,
Ch2 C

/
12

1.e. the difference in kinetic energy between ri and rsy is independent of the path taken
between them.

r ) r 2 r 2
Ch
C, CL Cp C C
r rl r1

Another way of seeing this is to use conservation of energy directly,

E=Zui+Um) = 20 +U0) = 2od = Zod = Ulre) = Ulr),

so the difference of the kinetic energies depends only on the points ro and ri, not on any
path between them. Indeed

/ F.dr= —/ VU(r).dr = [U(r)];2 = U(rz) — U(ry).
Ci2 Ch2

So an alternative way of characterising a conservative force is to say that the work
done in transporting a particle under the influence of a conservative force around any
closed loop is always zero.
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3.4 Rotating Reference Frames

Sometimes it is useful to analyse natural phenomena from the point of view of a
reference frame rotating with constant angular velocity, for example the Earth is rotating
once on its axis every 24 hours so a laboratory fixed to the surface of the Earth is rotating.
A rotating reference frame is not an inertial reference frame and this affects the way that
the dynamics is described. We can still use Newton’s laws of motion in a rotating reference
frame, we just have to be careful with the analysis. Restricting to two dimensional motion
for the moment we can describe vectors in a reference frame rotated about a fixed point
O by an amount « by using the basis

./ . . . ./ . . .
1 =cosat+sinay, J = —Sslnat+cosa ],

where ¢ and j are fixed unit vectors, associated with Cartesian co-ordinates (x,y) in an
inertial reference frame.

r
J y y \

We can use either (4, 7) or (i’,j') as a basis for two dimensional vectors, eg. for the position
vector

r=xt+yj
r/ :x/i/+y/j/.
In fact
' =7rcos(¢p — a) =xcosa+ ysina, y' =rsin(¢ — a) = —xsina + ycos a,

and r = r’, the position of a point is described by the same vector in both reference frames,
though the co-ordinates are different because the bases are different.

If o is a constant then (z’,y") are Cartesian co-ordinates in an inertial reference frame
and (i', ') is a basis in this inertial reference frame. If « is not a constant but a function
of time, a(t), then (z’,y’) are not co-ordinates for an inertial reference frame, nevertheless
they are still perfectly good co-ordinates, they are just not inertial. We can still use them,
but Newton’s second law will look a little unfamiliar using these co-ordinates. For example
suppose (z’,y') are co-ordinates in a reference frame that rotates with constant angular
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velocity w = ¢, so « is a linear function of t. We can always choose the z’-direction so
that «(0) = 0 and then «a(t) = wt. Now we have

i’ = cos(wt) i + sin(wt) 7, j' = —sin(wt) i + cos(wt) 7,

x’ = z cos(wt) + ysin(wt), y' = —zsin(wt) + y cos(wt). (47)
We shall refer to (z,y) as static co-ordinates and (z’,y’) as rotating co-ordinates.
J -
I )
j 1
o)
@)

The rotating basis vectors i’ and j are not constant, we find

di’ ¥ dj’

F7 sin(wt) 4+w cos(wt) j =w g, i cos(wt) i—wsin(wt) j = —wi'. (48)

Now consider a particle of mass m following a trajectory r(t), but watched by an
observer in the rotating reference frame using co-ordinates (z’,7/'),

r'(t) =a'(t)d +y'(t) 5 = 2(t) i+ y(t) § =r(t). (49).
The rotating observer, using co-ordinates (z’,%’), would measure the velocity of m to be
v =i + 5 (50)

and the acceleration to be
a/ — j/i/ + y/j/.

In a rotating reference frame we expect centrifugal forces. For example if m is initially
at rest in the rotating frame, at z’(0) = z¢ and y’(0) = 0 say with 2’(0) = ¢’(0) = 0, then
it must be moving in the static reference frame. Its initial position in the static reference
frame is z(0) = xp, y(0) = 0 and it is moving with speed wz( in the positive y-direction.
If there are no forces on m in the static frame then m continues to move with constant
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velocity in that frame, v = wx(J, and its subsequent position in the static frame is x = xg,
y = wrot. Its motion in the rotating frame is then given by (47) to be

2’ = xq cos(wt) + wtzg sin(wt), y' = —xgsin(wt) + wtzg cos(wt),
i’ = w?txg cos(wt), iy = w’tzgsin(wt),
¥ = —witagsin(wt) + w?xg cos(wt), i’ = w’txg cos(wt) + w?xg sin(wt).

Thus even though m experiences no forces in the static reference frame, there is an ac-
celeration in the rotating reference frame. For example at ¢ = 0, when v/ = 0, we see
that

¥ =wrg, ¥ =0 = a’(0) = w?zoi’ = wW?r'(0).

There is an apparent force in the rotating reference frame, the centrifugal force, which at
t =0is Fj,,; = mw?r’, though the story gets a little more complicated when v’ # 0.
Returning to the case of a general motion we have, using (48) and (49), since r = r’

f — f — ili/ + 37/le + y/j/ _ y/wi/
./

= (@' —wy')i' + (§ +wa')j

=v' —w(y'i —2'5"),

/

—wy)wj’ + (§ + wi)j" — (' + wa)wd (51)

=a — Wi — 2wy — i),

=i = (& —wy)i + (2

To interpret this suppose that there are no forces on m in the static frame, then a = ¥ = 0.
Now r =1/, so ' =0 and

ma’ = mw?r’ + 2mw(y'i’ — '5") (52).

The first term on the right hand side is the centrifugal force due to the rotation of the
reference frame, but what is the meaning of the second term? To interpret the last term we
first write it in a more concise form. Note that the definition of angular velocity requires
specifying not only the magnitude of the velocity, w, but also the axis of rotation, which in
the two dimensional examples considered here is the axis perpendicular to the (z,y)-plane,
k = i x j, or equivalently the axis perpendicular to the (z’,y’)-plane since k = i’ x j'.
Angular velocity is actually a vector which here is w = wk. Now, using (50),

Vixw=w(@+775)xk=w(-ij +9'1)
and so (52) can be written as

ma’ = w’r’ + 2m(v x w).

The last term here, 2m (v’ x w) is called the Coriolis force. Like centrifugal force it is
not a real physical force and exists only in rotating reference frames as a consequence of
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the rotation — it is an example of a pseudo-force. Nevertheless it has real physical conse-
quences, it is responsible for the spiral shapes of tropical storms, which spiral anti-clockwise
in the northern hemisphere and clockwise in the southern hemisphere. To understand this
imagine a circular area of low pressure surrounded by a region of higher pressure. A wind
will blow and air will start to flow radially in towards the centre of the low pressure, with
velocity v/ as measured relative to the surface of the Earth. But the Earth is rotating in an
anti-clockwise direction about an axis from the south pole to the north pole, so w points
out of the Earth’s surface in the northern hemisphere and into the surface in the southern
hemisphere. In the picture below, the wind starts to move radially with velocity v{,, but
as it moves inwards its tangential velocity is too high at smaller radii for the motion to
remain radial — it moves off to one side and misses the centre. This is due to the Coriolis
acceleration, which is initially 2(v{, x w). The paths followed are the curved trajectories.

w

4. Three Dimensional Motion

To describe motion in three dimensions we need a basis of three vectors. We can use a
basis appropriate to Cartesian co-ordinates (x,y, z), with unit vectors i, j and k in the z,
y and z directions respectively, with i x j = k, but for some problems it is more convenient
to use an orthonormal basis adapted to spherical polar co-ordinates (r, 6, ¢). These are
defined as shown in the diagram below. In terms of Cartesians

x =rcos¢sinb, y =rsin¢sinf, z=rcosf
and

e, =sinfcos¢ i+ sinfsing j+ cosb k,
ey = cosfcospi+ cosfsing j—sinb k, (53)
ey = —sing i+ cose j.
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Some calculation involving vector products shows that
e, X ey = ey,
ey X €4 = ey,
ey X e, = ey.
The position of a particle in three dimensions, relative to the origin O, is then
r=zt1+yj+zk=re,.

To calculate the velocity and the acceleration in a basis adapted to polar co-ordinates
we must bear in mind that e,, ey and e, are not constant vectors, they depend on time
because they depend on the position r which is a function of time.

“1rsin(e) e

\\\ e
RN (p
K r

S

-—rcos( 0)

Orthogonal vectors associated with polar co-ordinates. The direction e4 associated with a point r is always

perpendicular to k and is shown twice, at the point r itself and also in the z—y plane.
Using (53) gives . _
e, =0eg+ ¢psind ey,
€&y = —0 e, + qﬁcos@ ey,
é, = —p(sinf e, + cosf ep),
and
i':fer-i—rér:fer-i—réeg-i—m'ﬁsin@eqb, (54)
i = (7 — r6% — r¢?sin? 0)e, + (270 4 r0 — r¢? sin 0 cos H)eq (55)
+ (27¢sin @ + 2r0¢ cos O + rdsin O)e,.
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As an example consider a central force problem for a particle of mass m moving under
the influence of a force F = F(r, 0, ¢) e, that is always directed toward the origin in three
dimensions,

F(r,0,¢)e. =m¥.

In particular F has no component in the eg and ey directions and so there is no acceleration
in these directions either and (55) gives

270 + 1 — r¢? sinf cos§ = 0 27 dsin @ + 2rf¢ cos 0 + rgsin = 0. (56)

The second of these equations implies that

% (7"2qﬁsin2 0) =0 = l:=1r%psin®60

is a constant, so we can eliminate ¢ from the first using

‘o 2

rdsin* 0

to show that

d

12 cos
dt( 29) = r2¢?sinf cosf = - 57

r2sin® @’

The interpretation of these equations is the following: rsin@ is the distance of the mass
m from the z-axis, so [ is the angular momentum per unit mass about the z-axis — this
is a constant for a central force, since there is no torque. Referring to the diagram on
the previous page, 726 is the angular momentum per unit mass about the eg-axis, but in
general this is not a constant if e, is moving (that is if [ # 0).

A solution of equations (56) is always given by setting 6 = 7/2, then it is consistent
to have 6 stay at this value, with § = 0, since cosf = 0 and now [ = r2¢ is the total
angular momentum per unit mass. The motion then occurs entirely in the (z, y)-plane and
equations (54) and (55) reduce to

I":fer-i—rgﬁ, e¢:(7’“'—rg.b2)er+(rq'b'+27*qﬁ)e

which reproduces (40) and (41). Hence the central force problem for a single particle can
always be reduced to the two-dimensional problem that we have already studied.

Angular momentum is actually a vector of course and another way to derive this result
is to use vector notation. The linear momentum of m is defined to be the vector

dr
mv =1m—
p= di
and the angular momentum about O is
d
L:rxp:m(rxv):m<rxd—;).

51



Note that L is always at right angles to the plane defined by r and v at any moment of
time. The rate of change of angular momentum is also a vector

d—L— @x@ + rx@ =0+4+rx @ =rxF
a - "\ a C w m a2 ) a2 ) T '

The combination
7. =rxF

is called the torque, it represents a force acting on m that tends to twist it about the
origin. For a central force F is parallel to r, the torque vanishes, and hence the angular
momentum L is a constant vector. Since L is perpendicular to the plane in which r and
v lie and L is constant, r and v must always lie in the same two dimensional plane for a
central force. The initial position and velocity of m specify a two dimensional plane and we
are free to choose our axes so that this plane is the (z,y)-plane, with L in the z-direction.
The subsequent motion of m is always confined to the (z,y)-plane and we can treat the
whole problem as two dimensional. In particular the analysis of the Kepler problem and
planetary orbits that was presented in section 3.2 was completely general and applies to
the full three dimensional situation.

5. Systems of Particles

Consider a system of N particles, labelled by an index ¢ = 1,---, N, each with a
constant mass m; and moving in three dimensions with positions r;. The velocity of each
particle is v; = r; and the momentum p; = m;v,;. Newton’s second law gives

F; = pi = mjv; = my;

where the force on the i-th particle is F;. In general F; can be split into two parts — there
could be a force external to the system of particles acting on each particle, which we shall
denote by Fge) (such as the force of gravity, for example), but there could also be forces
between the particles. If particle j exerts a force F)j; on particle 4, then the total force on
particle ¢ will be
Fi = F,Ee) -+ ZF]Z = mzrz,
J#i

where the sum extends over all the particles in the system ezcept for particle i, because it
does not exert a force on itself.

Note that, if Fj; is the force that particle j exerts on particle 4, then Newton’s third
law implies that the force that particle ¢ exerts on particle j, F;;, should be equal and
opposite, te.. Fj; = —F;;.

The total force on the system of particles is then

N N N N N
F(e) = Z FZ = Z(Fie) + ZF]1> = Z Fl('e) + Z(Z F]z) = Z Fz('e)7
=1

i=1 ji i=1 i=1 j#i i=1
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where in the last equality we have used the fact that the double sum always contains both
F;; + F;; for each pair of particles and these just cancel. So Newton’s third law tells us
that the forces between all the particles cancel out and the total force is just the sum of
the external forces only.

5.1 Centre of mass motion

To analyse the motion of the particles in more detail it is useful to consider the position
of each particle relative to the centre of mass of the system. The centre of mass of the
system is the point

R — 27{11 mri 27{11 m;r;
T - ’

Z?\il my; M

where M = Ziil m; is the total mass of the system of particles. Let r} be the position of
particle ¢ relative to the centre of mass,

r;=R+r.
Then N N )
R — D g Tt _ > =1 Fi _ F(©)
M M M’
SO

N
FO =Y "F = MR (57)
i=1
and the centre of mass of the entire system moves in the same way as a point particle with

mass M = 27{11 m; moving under the influence of a force F(¢) = 27{11 Fge)
the total momentum of the system

al d (& d .
P =Y mii = = (Y miri) = (MR) = MR
=1 =1

so (57) can be written

. In terms of

F) =P,
since M is constant. Note the total momentum P = 27{11 m;r; = Ei\il P; is just the sum
of the individual momenta of each particle, p, = m;r;.

In particular if the sum of the external forces vanishes, F(¢) = vazl Fz(-e) = 0 then

the centre of mass momentum P is constant, as is the velocity of the centre of mass
V=R= ﬁP.

5.2 Angular momentum

Now consider the total angular momentum of the system of particles about the origin,
O. The angular momentum of particle ¢ about O is r; xp; and the total angular momentum,
L, of the system about O is the sum of the individual angular momenta of each particle,

N
L= ZI'Z' X Pi-
i=1
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This can be decomposed into the angular momentum of the system about is own centre
of mass and the angular momentum of the centre of mass about O. Using r; = R +r} we

have vazl m;r, = 0 since, by definition MR = vazl m;r;,
N N N N
MR:Zmiri:ZmiR‘i‘Zmir;:MR = Zmir;:O.
i=1 i=1 i=1 i—1

Now
I‘i:R—l—I'fi = VZ:I'Z:R—FI‘;:V—FV;,

where v, = 1 is the velocity of particle i relative to the centre of mass of the system.
Hence

N N
L= Zml(rl X Vi) = ZmZ(R-i-r;) X (V+V;)
1=1 =1

N N N N
Zmi(R x V) + Zmi(R X vi) + Zmi(r; X V) + Zmi(rg X v;)
i=1 i=1 i=1

=1

N N
mi(R X V) + Y m;(r) x vi)) = MR x V) + Y m;(r] x v}),
=1

1 = =1

I
.MZ

(3

where in the last equation we have used the fact that 27{11 m;rp; = 0, which implies
271;11 m;v; = 0. Now the momentum of particle i relative to the centre of mass is p; = m; v,

and the total momentum of the system is P = Ef\il Pi SO

L=(RxP)+> (r xp}).

i=1
Thus the total angular momentum consists of two separate pieces

L=RxP)+> (rjxpj) :=RxP)+L, (58)

=1

where the first term is the angular momentum of the centre of mass of the system about
the origin O and the second term, L’ := vazl (v} x p}), is the angular momentum of the
system of particles about its own centre of mass.

The rate of change of the total angular momentum is

L= % (Zrz X m) = Z%(rz X pi) = Z{(rZ X p;) + (r; X pz)} = Z(rl x F;),

=1 =1 1=1 i=1



since p; is parallel to r; so r; X p; = 0. Breaking F; up into its two parts,

N N N

F, = Fge) + ZFJ'Z' = Z(rz X Fz) = Z(rz X Ff;e)) + Z(rl X (Z FJZ))

j#i i=1 i=1 i=1 j#i
the sum Zf\i1 (ri X (Zj# Fﬂ)) consists of sums of pairs

(ri X Fji) + (15 x Fig) = (ri = 15) x Fji,

since Newton’s third law implies that F;; = —F;;. It is often (but not always)* the case
that the force between any two particles is in the same direction as a straight line between
the particles, so Fj; & r; —r;, in which case (r; —r;) x F;; = 0. For example this would be
true for electrostatic or gravitational forces between the particles. When this is the case
(and only then) we have

N N
f— (ki xE) =37,
=1 i=1
(e)

where 7,7 = r; X Fge) is the external torque about the origin on particle . The total
external torque about O, 7(¢), on the whole system of particles is the sum of the torques
on the individual particles,
N
T(e) _ Z Tz('e)a
i=1

SO .
L=r (59)

and the rate of change of the total angular momentum about the origin is equal to the
total torque about O on the system of particles. In particular if the total torque vanishes
then the total angular momentum is a constant.

Equations (57), (58) and (59) are very useful because they allow the motion of the
system to be analysed in two parts, the motion of the centre of mass and the motion of the
particles relative to the centre of mass. Using (57) and (59) we can deal with the centre
of mass motion as though we had a single particle of mass M at the point R experiencing
a force F(¢) and a torque 7(¢) about O.

5.3 Energy

The total kinetic energy of the system, which we shall denote by T, is the sum of the
individual kinetic energies of each particle,

1 -
T = Egmlvf = §;mi(v+v;).(V+vg)

* An exception is magnetic forces between moving charged particles.
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| N o N o
=3 ; m; V.V + Z_Zl m;V.v; + 3 ; m;Vv;.v;
1 1=
= §M(V.V) + 3 ; m;vi.v, (60)

where we have again used Ei\il m;v, = 0. The first term in the last equation here is the
kinetic energy of the centre of mass and the second term is the total kinetic energy of the
individual particles relative to the centre of mass, which can be thought of as the internal
kinetic energy of the system viewed as a whole.

If the external forces are conservative then there is a potential energy function U, i(e) (r;)
for each Fge) — in Cartesian components, with r; = x; 1 +v; 7 + z; k,

(e) (e (e)
() _  OU; " (r3) e _ 90U (1) o) _ 90U (1) 1N
1,X axl ) 1,y ayZ 9 i,z aZi 3 1 = gee ey o

where x;, y; and z; are the Cartesian co-ordinates of particle i.
If the internal forces are conservative then there is a potential energy U;;(r;,r;) asso-
ciated with every pair (i, j) of particles,

7%,T ) 7%,y ’ Ji,z .
’ 81’1 ’ 8y1 ’ 821

It is the same potential U;;(r;,r;) that gives rise to both F;; and F,;; = —F};, so it must

be the case that

Jio

8xi 8xj ’ Gyi T Gyj ’ 621- N sz ’

which implies that U;;(r;,r;) is really only a function of r; — r; and not of r; and r;
separately, and we express this by writing U;;(r; — r;). Note that, since r; —r; =1} — r;-,
Uij(r; —r;) = U;j(r; —r’) and the internal potential energies are independent of the

j
position of the centre of mass R.

The total potential energy of the system is the sum of the external potential energies
Ui(e)(ri) and the internal potential energies U;;(r; —r;),

N

U= Z Ui(e) + Z Uij (61)
i=1 (i.4)

where the second sum is over all possible pairs (i, 7).

5.4 Rigid Body Motion

If the system of particles constitutes a rigid body, such as a rock or crystal, then the
distances between all the particle pairs [r; — r}| are fixed, as is the distance of particle i
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from the centre of mass, r, = |r}|. Our analysis will be based on equation (57), (58) and
(59) . .
F =MR  7©=L  L=M®RxV)+L (62)

with L' = Zivzl r; X p. the angular momentum about the centre of mass, R.

For simplicity we shall consider a two dimensional rigid body, a solid flat object like
a flat piece of metal. Choose the object to lie in the (z,y)-plane. The configuration of the
object is completely specified by giving the position of the centre of mass and one angle to
determine its orientation relative to the (x,y)-axes. For the latter we choose a fixed line
in the body passing through the centre of mass, eg. a line parallel to the z-axis at a given
time, then this line will rotate if the body is rotating and the rotation angle €, which will
be a function of time in general, determines the orientation of the body at any later time.
Denoting the centre of mass by R = X ¢ 4+ Y 5 the configuration of the body at any time

t is completely specified if we know X (), Y (¢) and 0(t).
y

O X
Since the body is rigid every particle rotates about the centre of mass, which we shall
denote by O, with the same angular velocity. In an infinitesimal time interval, §t, we have

80 = 66t |or}| = 160 = /05t = vl = vl =1,
and v;.r; = 0. The angular velocity of particle ¢ about O’ is defined to be the vector

/
w= k= 0k,
T

in the z-direction if # > 0 and in the —z-direction if # < 0. The three vectors r, v/ and w
are mutually orthogonal for a rigid body and, using vector product notation,

Vi=wXxr, (63)

1 (t+ )
O_—3o0 5r

r'i(t)
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The angular momentum about the centre of mass is
N N
L/:Zr;XpZ Zmz r, X v, :Z { (r;.w)r;}:mei(rg)Q.

=1 =1 1=1

The constant

is a property of the body and is called the moment of inertia of M.* The equations (62)
governing the motion now read

F) = MR, 7 =1, L=MRxV)+Ilw. (64)

It should be emphasised that the moment of inertia depends on the point about which
it is calculated. If we calculate the moment of inertia about the origin O,

N N
Ip = Zmi(ri.ri) = Zmi(R—l— r)).(R+r))
1=1 i=1

N N
= 3 (B2 4 2R+ (1)) = MB® 4 2R (Y marf) 41
1=1 P
=MR>+1,

hence

Io=MR?+1 (65)

a result known as the parallel axes theorem.
The total energy of a rigid body follows from (60) and (63), with

N N
vivi=(wxr).(wxr) =) = Zmivg.vg = w? Zmi(rg)Q = w?I.

* For a very large number of partlcles we can replace the discrete sum with a two
dimensional integral, ZZ ,mi — [ p(r")dS’, where p(r') is the mass per unit area at the
point r’ and dS’ is an infinitesimal area element. For example, using Cartesian co-ordinates

I= / p(a',y")dx'dy’.
Area of body
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The total energy is therefore
M I
E = 7V.V + FW-w, (66)
where the second term is the energy due to the rotation of the rigid body about its centre
of mass, its rotational energy. The total energy is therefore sum of the kinetic energy of

the centre of mass plus the rotational energy around the centre of mass.

5.5 The Compound Pendulum

As an example of the use of these equations we shall consider the motion of a compound
pendulum, that is a pendulum that is not just a point mass on the end of a taut string or
light rod but one that has a more general mass distribution. For simplicity we stay in two
dimensions and consider a pendulum that consists of a flat shape pinned at a fixed point
O about which it is free to rotate, without friction, in a vertical plane — the same plane
as the object itself lies. The total force on the object is the force due to gravity plus the
force due to the pin that keeps O fixed. The former acts on every point of the body while
the latter only acts directly on the point O but its effect will be transmitted to other parts
of the body because it is rigid. Denoting the angle between the vertical and the centre of
mass by 6, then the value of 6 at any time uniquely determines the configuration of the
whole system at that time and our task is to determine 6(¢) as a function of time.

_ng

Calculating R directly using (57) is tricky because we would need to know the force
acting on the hinge, Fp, to determine F(¢) and F¢ changes as the pendulum swings.

Since we don’t yet know Fo, it is easier to use (58) and (59). For almost all the parti-
cles the only external force on particle i is the force of gravity acting vertically downwards,
Fge) = —m,;gj (the only exception to this is the point O, where the force Fo acts). Hence
the total torque about O is

T,Ee) =r; X Fge) = —ng(rz X '7)
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(Fo does not contribute to the torque about O because it acts precisely at the point O).
So the total external torque is

(@ Z—QZW r; ><_] ——gzmz( R-l—r) ><J>

=1 =1

:—g(i ) (R x ) gz mir

=1

= _gM(RX]>7

since Ef\il (mir;) = 0 from the definition of the centre of mass. This means that the total

external torque acts as though it were acting on a point mass M at the centre of mass R
of the body and (59) gives
) = —gM(R x j) =L.

Now

L=MRxV)+Iw

and

V=wxR = RxV=Rx(wxR)=PRw-(RwR=Rw

as R.w =0, so
L=(MR?*+ 1w = Ipw,

where I is the moment of inertia about the pivot O and we have used the parallel axis
theorem (66).
We now have

(€)= _ M )= — = Ipw.
T g(R x j) 7 ow
So )
Mg(j x R) = Iow = Io0k.
Now since
R=Xi+Yj=R(sinft—cosbj)
this is

Iofk = MgR(j x i)sinf = —(MgRsin#) k

= 0= — <MgR) sin 6.
Io

For small oscillations, § << 1 and sinf ~ 0 so

- MgR
o= ( Io )9
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and 0 = —w3f with wi = Mlg % This is again the harmonic oscillator equation with general
solution

0(t) = Ap cos(wot — dp).
The natural frequency of the pendulum is wy = A?—gR. Note that for a simple pendulum,

with all the mass M concentrated at the point R, I = 0, Ip = M R? and wy reduces to \/%
which is a result with which you should be familiar — the frequency of a simple pendulum
is independent of the mass and inversely proportional to the square root of the length. We
see here that a compound pendulum yields a frequency that depends on how the mass is
distributed.

6. Lagrangian Formulation of Mechanics

6.1 Constrained Systems

A rigid body is an example of a constrained system. In general a system of N particles
in three dimensions requires 3N co-ordinates to specify its configuration uniquely, for
example (z;,v;,2;), ¢ = 1,...,N are 3N co-ordinates. But for a rigid body these are
not all independent degrees of freedom as there are constraints between the co-ordinates,
Ir; — rj|?> = const. In general if there are k independent constraints among the 3N co-
ordinates there are only 3N — k independent degrees of freedom in the problem.

Here are some examples of constrained systems:

1) Two point masses, m; and ma, fixed at the end of a light, rigid rod of length I, free
to move in three dimensions . ry and ry involve 6 Cartesian co-ordinates, but there
is one constraint, |r; — ro| = [, so there are only 5 degrees of freedom in the problem.

For example we could use the co-ordinates of the centre of mass X = %,

Y = % and Z = %, together with two angles to specify the direction

in which the rod lies as our 5 degrees of freedom.

® ®
m m

1 2

If the rod and masses moved in two dimensions there would only be 3 degrees of
freedom, not 5. Two Cartesian co-ordinates for the centre of mass and one angle to
specify the orientation of the rod.

2) A bead of mass m slides on a frictionless wire in a two dimensional plane. The
Cartesian co-ordinates of the bead are (z,y), but they are not independent. If the
wire is bent into a shape specified by some function y = f(x), then there is only one
degree of freedom in the problem. We could use x as the degree of freedom or we could
use 2-dimensional polar co-ordinates with z = rcos ¢, y = rsin ¢ and choose ¢ as the
independent degree of freedom, with r given by 7(¢) = /22 +y2 = /22 + f2(z).
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In both these examples the 3N — k degrees of freedom that we use to describe the
motion need not be simple Cartesian co-ordinates, they are more general quantities that
are called generalised co-ordinates. We shall denote generalised co-ordinates by ¢%, a =
1,...,3N — k in three dimensions. (o =1,...,2N — k in two dimensions)*

Let us consider example 2 above in a little more detail. The wire is assumed to be
frictionless and this means that there are no frictional forces opposing the motion of the
bead, nevertheless there are still forces acting on the bead, the forces of constraint that
force it to follow the wire. In the absence of friction the constraint forces on the bead are
always normal to the wire, at the point where the bead is at any given time. Suppose
the equation describing the shape of the wire is y = f(z), then under an infinitesimal

displacement (dx, dy) of the bead, dy = dfdf)(sx = f'ox.

\Y

The direction tangent to the wire at this point is dx = dxr¢ + dyJ and the unit vector
tangent to the wire is

_ dwitdyj ity it [
VETHOR gy VO

* Unconstrained motion in two dimensions can be thought of as motion in three dimen-
sions with £ = N constraints, 2N = 3N — N.
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The unit normal to the wire, n, is at right-angles to this

T S
S e A
1+ (f)?
where we choose the sign so that n is the same direction as F,,. When the constraining
force is normal to the wire F,,.t =0, or

F,.0x =0. (67)

Of course F,,.0x is just the work done on the bead by the constraining force when the bead
moves through an infinitesimal displacement dx so this is telling us that the constraining
forces do no work.

The velocity of the bead is

v=iitgj =i+ f5) = (8vV1+ (7))t
where we have used y = @ f’. The constraint force is in the n-direction

Fy P | s
Fn:an:iT(f/)Q(_f Z+])7 (68)

where F), is the magnitude of the constraining force.
Suppose the wire is in a vertical plane, with x along the horizontal axis and y up the
vertical axis. Then the gravitational force on m is —mgj and Newton’s second law reads

mx =—-mgj+F,
or, in components,

. F, ' . F, 1
pogin S j=—9+ ———. (69)

mTH () m 1+ (f)?

Obviously we need to know F, in order to solve these equations, but they are not inde-
pendent because of the constraint. Since y = f(x) the chain rule gives

d
i=Ti=pa,  wmd =

and ¥ = Fin ﬁ then gives

. 1/ - ] o 738 Fn (f/)2 Fn 1
y:foijw:fxszEi«w Tp:_giﬁm
. F, F, fl'i2 4+ ¢
= 32 = —g+ —2\/1 N2 = n_4 4= I
fhi7 = —g +(f) =)
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We can eliminate F;, from the # equation in (69) to give

1+ (£)?) = —F ("3 + g). (70)

but this is still going to be a very hard equation to solve for anything except the simplest
functions f(z).

Notice that the constraint force depends on #, but it is still a conservative force, it
does no work on the bead (67). Let’s check that energy is conserved. The kinetic energy,
T, is

T = %(:&2 +9%) = %552(1 +()?). (71)

Choose the zero of potential energy to be at y = 0, then the potential energy due to the
gravitational force is U(x) = mgy = mgf(z) and the total energy is

B=T+U =21+ (f)?) +mgf(v)

UE (14 (7)) + i (1178) + mof's

=ma {Z(1+ (f)?) + f(&*(f") +9)} =0,

which vanishes due to the equation of motion (70). Hence the energy is indeed constant.

There is a quick way of getting at (70) without ever introducing the constraint force.
For an unconstrained free particle moving under the influence of a force, F = —VU, the
kinetic energy, T'(#,9) = % (4% + ¢?) is a function of two independent quantities, & and
y. The x-component of the momentum, p, = ma can be obtained from T by partial
differentiation with respect to z, keeping v fixed,

=5 =
and the z-component of Newton’s second law can be written as

. d (0T
mi = p, = 7 (%) = —-0,U.

Da m,

For the bead on the wire g is not independent of &, rather § = f'(z)4, and
. m.o 2
T(x,&) = 5 (1+(f)?)

depends on & and x. Define the generalised momentum as being the partial derivative of
T(z, %) with respect to &, keeping x fixed,

Ty = g—i =mi(1+ (f’)Q).

Then the rate of change of the generalised momentum is
e = mia(1+ (f)?) + 2ma” f" f.
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Now notice that the equation of motion (70) gives
e = mE(1+ (f)?) +2ma” f" ' = ma® f" f' — mgf'.

The right hand side is not quite the negative of the derivative of the potential energy with
respect to x, —0,U = —mgf’, but the extra term

G_T
oz

m.szf”f/ —

is the partial derivative of T'(x,4) with respect to x with & held fixed. Hence Newton’s
second law for the bead on the wire can be written as

: 0 :
Trp = %{T(m,x) —U(z)}.

The function
L(z,z) :=T(x,z) — U(x)

is called the Lagrangian for the system (after the French mathematician Joseph-Louis
Lagrange, (1736-1813), who was the first person to formulate mechanics in this way).
Since U(x) is independent of & the generalised momentum can equally well be obtained
from L as

0T 0L
C0i 0d
In terms of the Lagrangian, Newton’s second law for the bead reads

d (0L oL

Ty

Equation (72) is completely equivalent to Newton’s second law for the constrained motion
of the bead and has the advantage that it can be obtained purely from a knowledge of
T(z,%) and U(x) — we never need to see the force of constraint, F,,, explicitly. Three
points to note here are:

1) The Lagrangian L = T — U is not the same as the energy £ = T+ U (unless of course
U = 0). The Lagrangian is not a constant of the motion in general.

2) The derivative with respect to ¢ here is the total derivative, it acts on both Z(¢) and
x(t).

3) A subtle point has been slipped in here. The Euler-Lagrange equation assumes that x
and ¢ are independent of each other, whereas for the actual motion of course & = ‘fl—f
and & is not independent, it is derived from x(¢) once z(t) is known. The philosophy
of the Euler-Lagrange equation is to treat both x and # as independent until we have
completely solved for the motion, they are varied separately in L(x,4). Note that
the initial position and velocity z¢o = x(0) and vy = £(0) are independent, they must
both be given to solve for the subsequent motion. There is still only one generalised
co-ordinate in this problem, and that is x.
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6.2 Lagrangian Formulation

More generally for a system with n = 3N — k independent generalised co-ordinates
q%, with « = 1,...,n, we can express the equations of motion in Lagrangian form if we
know the potential energy U(q) and the kinetic energy T'(q, ¢). Then the Lagrangian is

L(q,4) = T(q,4) — U(q) (73)

and Newton’s second law can be written

d (0L oL
= 4
dt (8(}0‘) dq>’ (74)

which are known as the Fuler-Lagrange equations of motion. There are n generalised

momenta, T, = gq—.La, one for each generalised co-ordinate, and there are n independent

equations of motion in (74).

The Lagrangian formulation of Newton’s equations is an extremely useful way of
describing systems with constraints, though it is also useful for systems without constraints
but whose dynamics is best described using generalised co-ordinates rather than Cartesian
co-ordinates, polar co-ordinates for example. We only need to determine the number of
independent degrees of freedom of the system and identify useful generalised co-ordinates
and then calculate the Lagrangian as a function of our generalised co-ordinates. The
dynamical equations follow from (74). All of the dynamics follows from a single function
of the generalised co-ordinates and their time derivatives.

Here are some examples:

1) A very simple example is a single particle of mass m moving in three dimensions under
the influence of a conservative force arising from a potential U. Using Cartesian co-

ordinates (z,y, z)

T = %(:#er%z?)

and the force has components

oW W

The Lagrangian is
_ _ M .9 .9 -2
L—T—U—E(m + —|——|—y)—U(m,y,z).

The momenta are

oL ) OL ) oL .
P = 73 =ML, Py= - =MY, Pr= 7o =M=

0z



and Newton’s equations follow from (74),

L _ U ou . oU
px_ 6.’13, py— ay? pz_ (92

For Cartesian co-ordinates with no constraints Lagrange’s equations are just another
way of writing Newton’s second law,

Sometimes Cartesians are not the best description of a dynamical system. Take a
central force in three dimensions, where the force depends only on the distance from
the origin. Then polar co-ordinates are more suited to the symmetry of the problem.
In three dimensional polar co-ordinates the velocity is (54) so the kinetic energy of a
particle of mass m is
T = % (7% + 262 + r%(sin 9)2q52).

The potential for a central force is a function of r only, U(r), so F = F,e, with
F,. = —Cé—g. The Lagrangian is

L= % (7% + 202 + r2(sin 9)2<;52) —U(r)

giving generalised momenta

8L 6L 2 b 8L 2 . 2 M
T, = — =mr, mwyg=—=mrf, mw,=— =mr°(sinf
o y; *= 39 (sin@)“¢
while
oL : - dau 0L : oL
o = mr (0 + (sin0)?¢?) — iy i mr?(sin 0 cos 0)¢?, 99 = 0.
The Euler-Lagrange equations are thus
. . dUu
.T _ o 92 ino 22y Y
7 = mit = mr(6° + (sin6)*¢?) o
d .. .
g = m—, (r?0) = mr*(sinf cos 0)¢*,
d )
g = m— (r*(sin0)?¢) = 0.
dt
The middle equation is satisfied by setting 6 = 5 = const, since then 0 =0 and
cos = 0. The motion of the particle lies in a two dimensional plane, which we can
choose to be the plane § = 7 (ie. the (z,y)-plane). The last equation then implies

that ml := mr%ﬁ = const, this is conservation of angular momentum (we do not use
L for total angular momentum in this section, in order to avoid confusion with the
Lagrangian). Finally, using [ in the first equation above gives

ml?  dU

r3 dr’
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the first term on the right hand side representing centrifugal acceleration. All this
obtained in a few lines from the Lagrangian!

As a last example we consider a system that has constraints. Let two masses, m; and
msa, be connected together by a light inextensible string of length [ that hangs over
a light circular pulley of radius R in a vertical plane, which is free to rotate about a
horizontal axis through its centre. We assume the string does not slip on the pulley.

—m,g

y

_mlg

The vertical distances y; of mass m; and ys of mass mo downward from the axis of
the pulley are not independent, but are constrained by y; + 7R + y2 = [, so there is
only one degree of freedom, we shall choose to use y = y1, and

y2 =1l—y1 — 7R = Y2 = —U1-

Ignoring the masses of the string and the pulley, the kinetic energy is just the sum of
the kinetic energies of m; and mso,

my . my .
T=gtat 5=

my + mgo .2

The potential energy is the sum of the potential energies of m; and msy,
U = —g(miyr + mayz) = —g(myy + me(l — 7R — y)) = —g(mq — ma)y + const.
Ignoring the constant in the potential the Lagrangian is
L=T-U= %(ml +mo)y? — g(my —ma)y.
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The generalised momentum is

and the Euler-Lagrange equations are

T(I) =98 o iy = (ma ot ma)i = gl — o)
dt \ 9y _8y Ty = M1 +—Mm2)y = gimiy —mz),

so the acceleration

. mp — M2

v=49 m1 + me
is constant, y increases if m; > mqy and decreases if mo > my. Suppose m; > ms and
the system is released from rest at t = 0 with y(0) = 0 then the subsequent motion is

oo =5 () e

my + Mo

at least until y reaches | — 7 R.

It is even easy to include the mass and moment of inertia of the pulley. If the pulley
has mass M and is of constant density p = %, then its moment of inertia about the
central axis is
R 27 1
I= 27?/ (pr¥)rdr = =—pR* = ~M R
0 4 2
Measure the angle of rotation from the vertical by 6, with # = 0 when y = 0, then 6
is not an independent degree of freedom, y = Rf. The kinetic energy of the rotating
pulley is then given by (66), with V = 0 since the centre of the pulley is fixed in space,

Iy M,
ore 1Y

I .
TPulley = 592 = A

and we add this to the Lagrangian,

1 MY .
in <m1+m2+7) y2+g(m1—m2)y.

The equation of motion is now

which is easily solved.
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6.3 Time Dependent Constraints*

The Lagrangian formulation of mechanics is an extremely efficient way of describing
dynamics in the presence of constraints and conservative forces, even when the constraints
depend on time.

First consider a simple example with no constraints. Take N identical particles each
of mass m moving in three dimensions, with Cartesian co-ordinates xf, i = 1,---,3N,
under the influence of a conservative force,

ou

Fr=—S=
I 65(717

with potential U(z!). We can use the Cartesian co-ordinates themselves as generalised
co-ordinates, then the kinetic energy is

m 3N
T = 5255’3’;1 (75)
I=1
so the Lagrangian is
m 3N
A A T I
L(z', x )—E;x ' =U(z").

The generalised momenta are the ordinary momenta in this case,

_3_L_6_T_mx.1
PI="9;1 = 941 ~

and the kinetic energy depends only on &, not on !, so
oL oU
oxl Oz’

The Euler-Lagrange equations then read
d (OLY\ (0L
dt \ ozl ) \ox!
dp] ou
S == ) =F
dt <6x1 b
which simply reproduces Newton’s second law.
The Lagrangian formulation even allows for time dependent constraints. Consider a
system of N particles, labelled by an index ¢ = 1,..., N, moving in three dimensions.

There are 3N degrees of freedom and we shall use 3N Cartesian co-ordinates which will
be labelled by !, I = 1,...,3N. Let there be k constraints and choose n = 3N — k

* The material in this section was not covered in the lectures and is included for further
interest.
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generalised co-ordinates ¢, with a« = 1,...,n. The Cartesian co-ordinates labelling the
particle positions are then not all independent degrees of freedom, they can be expressed

as functions of ¢® and possibly ¢ itself, if the constraints depend on time, z’(¢%,t). Then
oz! ozt
T _
= — 76
=2 et Ty (76)

is in general a function of ¢%, ¢® and t, @ (¢, q%,t). However its dependence on ¢
particularly simple, it is linear in ¢,
ot B Ox!
2¢*  0q¢’

(77)

Now decompose the force the force on each particle into an external force F(¢)| eg. gravity,
and a constraint force F(¢). Newton’s second law is

F=F¢ 4+F0 =p

where p! = ma!, assuming for simplicity that each particle has the same mass (this is not

necessary). Then under a virtual displacement dx for which the constraints do no work,
F(©) §x = 0, we have

0= (F —p).ox = (F© + F —p).ox = (F® — p).ox.
So, for virtual displacements,
(F(®) — p).ox = 0.

Note that it is not true that F(®) — p = 0, unless of course there are no constraints and
F() = 0.
If the external forces are conservative there is a potential energy function, U(z!), for

which
oUu

(e) _
B =t

and we can write

N
oUu  dp! I
Z<8m1+ )533 -0

I_
Virtual displacements cannot be in arbitrary directions, they must correspond to variations
in the generalised co-ordinates ¢® — ¢* + g%, so the variation in 2! is constrained to be

of the form
n I
= giaa o,
a=1 q
However the dg® are arbitrary, so
N
dp ox

= 0. 78

> (5 ) (5) - @
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Now L = T(&f,27) — U(2?) with the kinetic energy given by (75), and using (77),

i ZaLax Z(‘)L(‘)x_(‘)L
— ozl Oq~ ozl 9> 0¢*’
SO
s ont d (s 0rt) s pd (00
dt 0q> dt P g™ P g™
I=1 I=1 I=1
(LY g (00
dt qe I:lp dt \ 0q*
While
i@U@xl _9U 9L 9T
— ozl 0g®  0g®  Oq®  Oq~
OL <. OT 94 oL <L il
= — Z = + ZPI—

Putting (79) and (80) into (78) we get

d [ oL oL o ox
a(%)‘@@ (G5 (55)) o

Now the magic is, using (76),
T n 2.1 2.1

01" _ Z 0°x &+ 0°x
0q” = 0q*0qP 0q0ot

i 8_1;1 :i _(92x1 q'ﬁ_|_ 0%z’
dt \ Oq« = 0qPoq> otoq™’

and

(79)

(80)

(81)

so every term in the last summation in (81) vanishes leaving the Euler-Lagrange equations

for the constrained system

d(ory or _
dt \ 0¢“ dq®

6.4 Variational Formulation and the Action
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In static equilibrium a system always seeks out a configuration that minimises the
energy, in particular statics requires that the kinetic energy vanishes and the potential
energy be minimised with respect to vatriations of particle positions,

oU
og "

Amazingly the Euler-Lagrange equations can be obtained from a similar principle, but it
is not the energy that is minimised. Historically the origins of this concept are related to a
minimisation principle in optics known the principle of least time — a ray of light travels
in such a way as to minimise the time it takes to travel between any two given points.
Consider a beam of light traveling across a planar interface from a point A in one
medium (eg. air) in which the speed of light is v1, to a point B in a different medium (eg.
water) in which the speed of light is vo. What trajectory will minimise the time taken for
the light to travel from A to B? The light will travel in a straight line in medium 1 and a
straight line in medium 2, but we can vary the point O to try and minimise the time.

Since A and B are fixed y; and y, are fixed and x; + x2 = d, but we can vary z; and
9 by moving the point O though only one of them is independent as zo = d — ;. The
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time taken for the light to travel from A to O, t1, is the length of AO, which is \/z? + y2,
divided by the speed of light in the medium 1,

Vi + oyt
= YL 7L
U1
Similarly the time taken for light to travel from O to B is

BV e BRRA Gt Y e
V2

V2

Hence the total time to travel from A to B is

T =ty +ty = \/$1+?J1 \/ — 1) +y§‘

V2

Now y; and y, are fixed and we can minimise 7'(z1) by varying z; and demanding that

dT 1 (d— xl) . xlvg\/ — xl 24+ y% — (d— xl)vlvx% +y%

dry  vy\/af +yi Uz\/ —x1)? +y3 vivay/2F + Y/ (d — x1)? + 3

This vanishes, for finite x;, only when

xlvg\/(d—xl)z-l—y%:(d—xl)vlvxf-i-y% (82)
= 1090/ T3 4+ Y3 = xov1\ /22 + Y?
Z1 Z2

= — Uy = ————9
2 P) 2 2
VT Y1 VT3 + Y
= sin 0y vy = sin fyv1,

or .
sin 64 U1

sin 92 N ”U27
which is Snell’s law for refraction! Snell’s law follows from the assumption that the light
travels in a manner that minimises the time taken to go from A to B (we leave it as an

Cfl 2 > (0 when
x1 is given by (82). This way of viewing refraction, as minimising the travel tlme of a light
beam, is known in optics as Fermat’s principle or the principle of least time. The law of
reflection can be derived the same way.

We are about to show that Newton’s 2nd law, in the Euler-Lagrange formulation
(74), can also be derived by extremising a certain quantity known as the action. Suppose
a particle travels from a point with generalised co-ordinates ¢f* at time ¢; to a point ¢$

at a time to along a trajectory ¢®(t), with ¢ = ¢“(t1) and ¢ = ¢“(¢t1). The action, S,

exercise to show that this is a minimum and not a maximum, ie. check that
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is defined to be the integral of the Lagrangian with respect to time along the trajectory
q*(t),

Sld] Z/zL(q,CJ)dt

ty

The notation S|q| is a conventional way of expressing the notion that the action depends on
the path, ¢“(t), taken between the initial point ¢f* and the final point ¢§'. The action is not
a function of time, time has been integrated over in the definition of .S, but it does depend
on the path taken between the fixed points ¢; and ¢o. It is a function of a function, called
a functional, and is written S[q] to emphasise the fact that it depends on the function ¢(t).
Now suppose we vary the path, keeping the end points fixed.

a,(t,)

3q(t) b
q+34

q,(t)

Then in general S[q] will change. If the path is varied from ¢(t) to ¢(t) + dq(t), and also
q(t) — q(t) + d4(t), where dq(t) is an infinitesimally small function with dq(t;) = 0 and
dq(t2) = 0 so the end points do not move, then the change in the action will be

551a] = Sla+ 5q) — Slq] = / " L(q+6q, 4 + 6q)dt — / " Lig, q)dt

tl tl

. oL oL
= 5™ - =56 dt + - - -
.ll<0“5 afﬁq) 4+ (83)

a=1

where the dots indicate quantities of order d¢2, which we shall ignore for infinitesimal dq.
The second term under the summation on the right hand side can be integrated by

parts using,
oL .., d (0L _ a oL o
o1 = <aq'a5q ) (aq )5‘1 |

b2 aL » oL oL\ .
(rn LG [
oL 2 t2 d( '
= | —6¢%| -
|:8q0t q :|t1 tl

75
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But d¢(t1) = dq(t2) = 0, since the end points are assumed to be held fixed, so the integrated
term in square brackets above vanishes and

t2 9L /tz d (aL)
——0G%dt = — — [ =— ) dg™dt.
. 0o . dt \og~ ) ™!

Using this in (83) we find
"\ [ (0L d (0L
0S :E / (———(—,))(5adt+-~-.
d =)y, \9¢*  dt \9¢" 1

The variation of S[g| then vanishes, to first order in dq, for any dq(t) with dg; = 0 fixed at
t1 and dgo = 0 fixed at t5, if and only if

OL d (oL} _,
d¢®  dt \o¢g~) 7

that is S[¢] = 0 if and only if the Euler-Lagrange equations are satisfied. The actual
trajectory of the particle is such as to extremise the action. In fact the action is a maximum
when ¢(t) is the correct physical trajectory, rather than a minimum, but this just means
that —S is minimised. This is clear from a static situation where the kinetic energy is zero,

so L = —U, and the second term above, involving the total time derivative, also vanishes
then

oL  oU

dg>  Og”

and a minimum of U is a maximum of L, and hence a maximum of S.
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